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Preface

A first course in topology is usually a semester in point-set topology. Sometimes a chapter on the
fundamental group is included at the end, with very little time left. For the student, algebraic
topology often never comes.

The main part of the present text grew from the course Topology I and II that I have taught at
Marshall University in recent years. This material follows a two-semester first course in topology
with emphasis on algebraic topology. Some common topics are missing, though: the fundamental
group, classification of surfaces, and knots. Point-set topology is presented only to a degree that
seems necessary in order to develop algebraic topology; the rest is likely to appear in a, typically
required, real analysis course. The focus is on homology.

Such tools of algebraic topology as chains and cochains form a foundation of discrete calculus. A
through introduction is provided.

The presentation is often more detailed than one normally sees in a textbook on this subject,
which makes the text useful for self-study or as a companion source.

There are over 1000 exercises. They appear just as new material is being developed. Some of
them are quite straight-forward; their purpose is to slow down your reading.

There are over 1000 pictures. They are used – but only as metaphors – to illustrate topological
ideas and constructions. When a picture is used to illustrate a proof, the proof still remains
complete without it.

Applications are present throughout the book. However, they are neither especially realistic nor
(with the exception of a few spreadsheets to be found on the author’s website) computational in
nature; they are mere illustrations of the topological ideas. Some of the topics are: the shape of
the universe, configuration spaces, digital image analysis, data analysis, social choice, exchange
economy, and, of course, anything related to calculus. As the core content is independent of the
applications, the instructor can pick and choose what to include.

The way the ideas are developed may be called “historical”, but not in the sense of what actually
happened – it’s been too messy – but rather what ought to have happened.

All of this makes the book a lot longer than a typical book with a comparable coverage. Don’t
be discouraged!

A rigorous course in linear algebra is an absolute necessity. In the early chapters, one may be
able to avoid the need for a modern algebra course but not the maturity it requires.

• Chapter I: Cycles contains an informal introduction to homology as well as a sample:
homology of graphs.
• Chapter II: Topologies is the starting point of point-set topology, developed as much as

is needed for the next chapter.
• Chapter III: Complexes introduces first cubical complexes, cubical chains, unoriented

and then oriented, and cubical homology. Then a thorough introduction to simplicial homology
is provided.
• Chapter IV: Spaces continues to develop the necessary concepts of point-set topology

and uses them to advance the ideas of algebraic topology, such as homotopy and cell complexes.
• Chapter V: Maps presents homology theory of polyhedra and their maps.
• Chapter VI: Forms introduces discrete differential forms as cochains, calculus of forms,

cohomology, and metric tensors on cell complexes.
• Chapter VII: Flows presents applications of calculus of forms to ODEs, PDEs, and social

choice.



By the end of the first semester, one is expected to reach the section on simplicial homology in
Chapter III, but maybe not the section on the homology maps yet. For a single-semester first
course, one might try this sequence: Chapter II, Sections III.4 - III.6, Chapter IV (except IV.3),
Section V.1. For a one-semester course that follows point-set topology (and modern algebra), one
can take an accelerated route: Chapters III - V (skipping the applications). For discrete calculus,
follow: Sections III.1 - III.3, Chapters VI and VII.

The book is mostly undergraduate; it takes the student to the point where the tough proofs are
about to start to become unavoidable. Where the book leaves off, one usually proceeds to such
topics as: the axioms of homology, singular homology, products, homotopy groups, or homological
algebra. Geometry and Topology by Bredon is a good choice.

Peter Saveliev

About the cover. Once upon a time I took a better look at the poster of Drawing Hands by Escher
hanging in my office and realized that what it depicts looks symmetric but isn’t! I decided to
fix the problem and the result is called Painting Hands. This juxtaposition illustrates how the
antipodal map (aka the central symmetry) reverses the orientation in the odd dimensions and
preserves it in the even dimensions. That’s why to be symmetric the original would have to have
two right hands!



Contents

I Cycles 9
1 Topology around us . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.1 Topology – Algebra – Geometry . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2 The integrity of everyday objects . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.3 The shape of the Universe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.4 Patterns in data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.5 Social choice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2 Homology classes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.1 Topological features of objects . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2 How to define and count 0-dimensional features . . . . . . . . . . . . . . . . . . 22
2.3 How to define and count 1-dimensional features . . . . . . . . . . . . . . . . . . 24
2.4 Homology as an equivalence relation . . . . . . . . . . . . . . . . . . . . . . . . 26
2.5 Homology in calculus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3 Topology of graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.1 Graphs and their realizations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2 Connectedness and components . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.3 Holes vs. cycles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.4 The Euler characteristic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.5 Holes of planar graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.6 The Euler Formula . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4 Homology groups of graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.1 The algebra of plumbing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2 Chains of nodes and chains of edges . . . . . . . . . . . . . . . . . . . . . . . . 45
4.3 The boundary operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.4 Holes vs. cycles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.5 Components vs. boundaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.6 Quotients in algebra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.7 Homology as a quotient group . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.8 An example of homological analysis . . . . . . . . . . . . . . . . . . . . . . . . 57

5 Maps of graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.1 What is the discrete counterpart of continuity? . . . . . . . . . . . . . . . . . . 58
5.2 Graph maps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.3 Chain maps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.4 Commutative diagrams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.5 Cycles and boundaries under chain maps . . . . . . . . . . . . . . . . . . . . . 68
5.6 Quotient maps in algebra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.7 Homology maps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

6 Binary calculus on graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.1 The algebra of plumbing, continued . . . . . . . . . . . . . . . . . . . . . . . . 73
6.2 The dual of a group . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.3 Cochains of nodes and cochains of edges . . . . . . . . . . . . . . . . . . . . . . 76
6.4 Maps of cochains . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

1



2 CONTENTS

6.5 The coboundary operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

II Topologies 83
1 A new look at continuity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

1.1 From accuracy to continuity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
1.2 Continuity in a new light . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
1.3 Continuity restricted to subsets . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
1.4 The intrinsic definition of continuity . . . . . . . . . . . . . . . . . . . . . . . . 89

2 Neighborhoods and topologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
2.1 Bases of neighborhoods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
2.2 Open sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
2.3 Path-connectedness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
2.4 From bases to topologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
2.5 From topologies to bases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

3 Topological spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
3.1 Open and closed sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
3.2 Proximity of a point to a set . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
3.3 Interior - frontier - exterior . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
3.4 Convergence of sequences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
3.5 Metric spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
3.6 Spaces of functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
3.7 The order topology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

4 Continuous functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
4.1 Continuity as preservation of proximity . . . . . . . . . . . . . . . . . . . . . . 112
4.2 Continuity and preimages . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
4.3 Continuous functions everywhere . . . . . . . . . . . . . . . . . . . . . . . . . . 115
4.4 Compositions and path-connectedness . . . . . . . . . . . . . . . . . . . . . . . 118
4.5 Categories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
4.6 Vector fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
4.7 The dynamics of a market economy . . . . . . . . . . . . . . . . . . . . . . . . 124
4.8 Maps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
4.9 Homeomorphisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
4.10 Examples of homeomorphic spaces . . . . . . . . . . . . . . . . . . . . . . . . 129
4.11 Topological equivalence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

5 Subspaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.1 How a subset inherits its topology . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.2 The topology of a subspace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
5.3 Relative neighborhoods vs. relative topology . . . . . . . . . . . . . . . . . . . 138
5.4 New maps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
5.5 The extension problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
5.6 Social choice: looking for compromise . . . . . . . . . . . . . . . . . . . . . . . 144
5.7 Discrete decompositions of space . . . . . . . . . . . . . . . . . . . . . . . . . . 147
5.8 Cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

III Complexes 151
1 The algebra of cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

1.1 Cells as building blocks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
1.2 Cubical cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
1.3 Boundaries of cubical cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
1.4 Binary chains and their boundaries . . . . . . . . . . . . . . . . . . . . . . . . . 158
1.5 The chain groups and the chain complex . . . . . . . . . . . . . . . . . . . . . . 160
1.6 Cycles and boundaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
1.7 Cycles = boundaries? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163



CONTENTS 3

1.8 When is every cycle a boundary? . . . . . . . . . . . . . . . . . . . . . . . . . . 165
2 Cubical complexes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

2.1 The definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
2.2 Realizations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
2.3 The boundary operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
2.4 The chain complex . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
2.5 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
2.6 Computing boundaries with a spreadsheet . . . . . . . . . . . . . . . . . . . . . 182

3 The algebra of oriented cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
3.1 Are chains just “combinations” of cells? . . . . . . . . . . . . . . . . . . . . . . 183
3.2 The algebra of chains with coefficients . . . . . . . . . . . . . . . . . . . . . . . 185
3.3 The role of oriented chains in calculus . . . . . . . . . . . . . . . . . . . . . . . 187
3.4 Orientations and boundaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
3.5 Computing boundaries with a spreadsheet, continued . . . . . . . . . . . . . . . 191
3.6 A homology algorithm for dimension 2 . . . . . . . . . . . . . . . . . . . . . . . 193
3.7 The boundary of a cube in the N -dimensional space . . . . . . . . . . . . . . . 195
3.8 The boundary operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198

4 Simplicial complexes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
4.1 From graphs to multi-graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
4.2 Simplices in the Euclidean space . . . . . . . . . . . . . . . . . . . . . . . . . . 203
4.3 Realizations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
4.4 Refining simplicial complexes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208
4.5 The simplicial complex of a partially ordered set . . . . . . . . . . . . . . . . . 210
4.6 Data as a point cloud . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
4.7 Social choice: the lottery of life . . . . . . . . . . . . . . . . . . . . . . . . . . . 214

5 Simplicial homology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
5.1 Simplicial complexes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
5.2 Boundaries of unoriented chains . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
5.3 How to orient a simplex . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220
5.4 The algebra of oriented chains . . . . . . . . . . . . . . . . . . . . . . . . . . . 223
5.5 The boundary operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225
5.6 Homology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 228

6 Simplicial maps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231
6.1 The definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231
6.2 Chain maps of simplicial maps . . . . . . . . . . . . . . . . . . . . . . . . . . . 234
6.3 How chain maps interact with the boundary operators . . . . . . . . . . . . . . 236
6.4 Homology maps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 238
6.5 Computing homology maps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 240
6.6 How to classify simplicial maps . . . . . . . . . . . . . . . . . . . . . . . . . . . 243
6.7 Realizations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 244
6.8 Social choice: no compromise . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247

7 Parametric complexes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249
7.1 Topology under uncertainty . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249
7.2 Persistence of homology classes . . . . . . . . . . . . . . . . . . . . . . . . . . . 251
7.3 The homology of a gray scale image . . . . . . . . . . . . . . . . . . . . . . . . 254
7.4 Homology groups of filtrations . . . . . . . . . . . . . . . . . . . . . . . . . . . 257
7.5 Maps of filtrations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 258
7.6 The “sharp” homology classes of a gray scale image . . . . . . . . . . . . . . . 259
7.7 Persistent homology groups of filtrations . . . . . . . . . . . . . . . . . . . . . . 262
7.8 More examples of parametric spaces . . . . . . . . . . . . . . . . . . . . . . . . 265
7.9 Multiple parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 266



4 CONTENTS

IV Spaces 269
1 Compacta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269

1.1 Open covers and accumulation points . . . . . . . . . . . . . . . . . . . . . . . 269
1.2 The definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 272
1.3 Compactness of intervals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 274
1.4 Compactness in finite and infinite dimensions . . . . . . . . . . . . . . . . . . . 277

2 Quotients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 279
2.1 Gluing things together . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 279
2.2 Quotient sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 280
2.3 Quotient spaces and identification maps . . . . . . . . . . . . . . . . . . . . . . 283
2.4 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 287
2.5 Topology of pairs of spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 292

3 Cell complexes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 295
3.1 Gluing cells together . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 295
3.2 Examples and definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 297
3.3 The topology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 301
3.4 Transition to algebra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 302
3.5 What we can make from a square . . . . . . . . . . . . . . . . . . . . . . . . . . 304
3.6 The nth homology of the n-dimensional balls and spheres . . . . . . . . . . . . 310
3.7 Quotients of chain complexes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 311

4 Triangulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 314
4.1 Simplicial vs. cell complexes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 314
4.2 How to triangulate topological spaces . . . . . . . . . . . . . . . . . . . . . . . 317
4.3 How good are these triangulations? . . . . . . . . . . . . . . . . . . . . . . . . . 321
4.4 Social choice: ranking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 324
4.5 The Simplicial Extension Theorem . . . . . . . . . . . . . . . . . . . . . . . . . 328

5 Manifolds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 329
5.1 What is the topology of the physical Universe? . . . . . . . . . . . . . . . . . . 329
5.2 The locally Euclidean property . . . . . . . . . . . . . . . . . . . . . . . . . . . 331
5.3 Two locally Euclidean monstrosities . . . . . . . . . . . . . . . . . . . . . . . . 333
5.4 The separation axioms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 336
5.5 Manifolds and manifolds with boundary . . . . . . . . . . . . . . . . . . . . . . 339
5.6 The connected sum of surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . 342
5.7 Triangulations of manifolds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 344
5.8 Homology of curves and surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . 347
5.9 The nth homology of n-manifolds . . . . . . . . . . . . . . . . . . . . . . . . . . 351
5.10 Homology relative to the boundary . . . . . . . . . . . . . . . . . . . . . . . . 353

6 Products . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 354
6.1 How products are built . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 354
6.2 Products of spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 358
6.3 Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 361
6.4 The projections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 364
6.5 Products of complexes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 366
6.6 Chains in products . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 369
6.7 The Universe: 3-sphere, 3-torus, or something else? . . . . . . . . . . . . . . . . 371
6.8 Configuration spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 374
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Chapter I

Cycles

1 Topology around us

1.1 Topology – Algebra – Geometry

In an attempt to capture the essence of topology in a single sentence, one usually says that
topology is the science of spatial properties that are preserved under continuous transformations:
you can bend, stretch, and shrink but not tear or glue. Thus, topology studies spatial properties
of a special kind...

In order to illustrate this idea in the context of mathematics as a whole, let’s take a look at these
delicious donuts:

TOPOLOGY: Count: One, two, three, four... five!

9
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ALGEBRA: Compute: Two times three... six!

GEOMETRY: Measure: Seven... eighths!

In order to see how topology is necessary for counting, consider the fact that the first step is
to recognize that these are separate objects – disconnected from each other! In fact, counting,
computing, and measuring are all preceded by our ability to perceive the topology in these
pictures. Furthermore, if we want to count the holes, we will need to recognize them as a
different kind of topological feature.

Now, why do we need to know topology? The answer is, because we already know a lot and this
knowledge deserves a precise, mathematical treatment. We will start with a few elementary ex-
amples. They come from four seemingly unrelated areas: vision and computer vision, cosmology,
data analysis, and social choice theory.

1.2 The integrity of everyday objects

As we would like to be able to delegate some of the decision making to computers, we start with
what we intuitively understand and try to describe it in absolutely unambiguous terms.

In an industrial context, one might need to consider the integrity of objects being manufactured
or inspected.

The first question may be: this bolt is supposed to hold two things together; is it still capable of
that, or is there a crack in it?

In other words: would the bolt hold a hair or would the hair slip through?

The second question may be: this porous material is supposed to stop a flow of liquid; is it still
water-tight or is there leakage?

In other words: would the sheet hold water or might some permeate through?
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The third question may be: to be strong, this alloy is supposed to be fully solid; is it still solid,
or are there air bubbles?

In other words: would the alloy hold no air, or did some get in?

It is important to understand now that those are three different kinds of integrity loss – as there
may be a crack but no hole or vice versa, etc.:

We can describe the three situations informally as follows. The objects have:
• cuts, or
• tunnels, or
• voids.

Exercise 1.1. Sketch examples for all possible combinations of cuts, tunnels, and voids with one
or none of each and indicate corresponding real-life objects.

Of course, the presence of one of these features doesn’t have to mean that the object is defective,
as in the above examples: a rope, a bucket, and paint. The examples of objects that are intended
to have such a topological feature are respectively: sliced bread, a strainer, and a balloon.

Next, we will classify these three types of “defects”, according to their dimensions.

To understand why and how, let’s recall from the elementary geometry (or linear algebra) this
list 0-dimensional, 1-dimensional and 2-dimensional spaces:
• 0. points,
• 1. lines,
• 2. planes.

If these spaces are allowed to be deformed, the list becomes:
• 0. points,
• 1. curves,
• 2. surfaces.
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In every dimension, some of those spaces are special – in the sense that they have no endpoints
or edges, known as boundaries, such as these:
• 0. points,
• 1. circles,
• 2. spheres.

These, as well as their deformed versions, may collectively be called cycles. What makes them
special is certain topological features. Meanwhile, objects or figures that don’t have such features
are called acyclic.

Finally, our conclusions.

• 0. Any two points form a 0-cycle and, since this is the simplest example of a cut, the latter is
a 0-dimensional feature:

• 1. Any circle is a 1-cycle and, since this is the simplest example of a tunnel, the latter is a
1-dimensional feature:

• 2. Any sphere is a 2-cycle and, since this is the simplest example of a void, the latter is a
2-dimensional feature:
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Exercise 1.2. Using this terminology, describe the topology of the following objects: a bas-
ketball, a football, a cannonball, a doughnut, an inner tire, a steering wheel, a bicycle wheel, a
potter’s wheel, a fingerprint, a tree, an envelope.

Exercise 1.3. Suggest your own examples of topological issues in everyday life and describe
them using this terminology.

What if we deform these objects as if they are made of rubber? We can stretch and shrink them
and, as long as we do not cut or glue, the number of topological features will remain the same.
Indeed, the cuts, holes, and voids may narrow but won’t disappear. Indentations may appear
but they won’t turn into topological features.

This property is exemplified by an amoeba – a single-cell organism able to freely change its form.

Exercise 1.4. Sketch a sequence of steps to show how this man – let us first appoint him
amoeba-like abilities – can unlock his hands while his fingers remain together and continue to
form the two loops.

What about more general continuous transformations?

Breaking a bolt is not continuous but welding it back together is. Digging a tunnel (all the way)
through a wall is not continuous but filling it shut is. Piercing a bubble is not continuous but
patching it is. Bread is cut, tires are punctured, paper is folded into an origami, fabric is sewed
into a suit or an airbag, etc., etc.

As these examples show, continuous transformations can add and remove topological features.

Exercise 1.5. Describe what happens to the three topological features in the above examples.

Exercise 1.6. Describe, in precise terms, what happens to the amoeba’s topology as it feeds?
Indicate which stages of development are continuous and which aren’t.

1.3 The shape of the Universe

What is the shape of the Universe? What is its topology? Does the Universe have “cuts”,
“tunnels”, or “voids”?
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Looking around, we don’t see any of these! But remember how, hundreds of years ago, sailors
started to notice the curvature of the horizon? They later proved – by around-the-world travel
and even later by orbiting – that the surface of the Earth curves all the way to meet itself on the
other side: it encloses everything inside.

As for the Universe, what we know is that we are not living in the flat world of Euclid and
Newton; we are living in the curved world of Riemann and Einstein:

But the Universe that curves and bends here might curve and bend everywhere! Then, no matter
how small the bend is, it might make the Universe close on itself:

It may be possible then to travel in a straight line and arrive at the starting point from the
opposite direction. In fact, the light of the Sun may come to us from an unexpected direction
and, as a result, appear to come from a distant star:

Events of this kind would provide us with clues about the topology of the Universe. We have to
rely on such indirect observations because we can’t step outside and observe the Universe from
there:

As we stay inside our Universe, we can’t see its “cuts”, “tunnels”, or “voids”. The only way we
can discover its structure is by traveling or by observing others – such as light or radio waves –
travel.

If multiple universes exist but there is no way of traveling there, we can’t confirm their existence.
So much of 0-cycles...
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Traveling in various directions and coming (or not coming) back will produce information about
loops in space. These loops, or 1-cycles, are used to detect tunnels in the Universe.

There might also be voids and, since the Universe is 3-dimensional, it might also have 3-
dimensional topological features. Studying these features would require us to add to the existing
list, currently containing the point, the line, and the plane, a new item: space, or, more accu-
rately: a 3-dimensional space. How such a space forms a 3-cycle may be hard or impossible to
visualize. Nonetheless, these cycles are detectable – once we arm ourselves with the methods
presented in this book.

Example 1.7. What if the Universe is like a room with two doors and, as you exit through one
door, you enter it through the other? You’ll realize that, in fact, it’s the same door! If you look
through this doorway, this is what you see:

�

Exercise 1.8. What kind of cycle is this?

Exercise 1.9. What if, as you exit one door, you enter the other – but upside down? Sketch
what you would see.

Elsewhere, we face even higher dimensions...

1.4 Patterns in data

Data resides outside of our tangible, physical, 3-dimensional world.

Imagine we conduct an experiment that consists of a set of 100 different measurements. We
would, of course, like to make sense of the results. First, we put the experiment’s results in the
form of a string of 100 numbers. Next, thinking mathematically, we see this string as a point in
the 100-dimensional space. Now, if we repeat the experiment 1000 times, the result is a “point
cloud” of 1000 points in this space:

Now, as scientists, we are after patterns in data. So, is there a pattern in this point cloud and
maybe a law of nature that has produced it? What shape is hinted by the data?
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Unfortunately, our ability to see is limited to three dimensions!

Exercise 1.10. What is the highest dimension of data your spreadsheet software can visualize?
Hint: don’t forget the colors.

With this limited ability to visualize, we still need to answer the same questions about the shape
outlined by the point cloud:
• Is it one piece or more?
• Is there a tunnel or a void?
• And what about possible 100-dimensional topological features?

Once again, we can’t step outside and take a look at this object.

The first question is the most important as it is the question of classification. We assign to
classes what we see: drugs, customers, movies, species, web sites, etc. The methods for solving
this problem – often called “clustering” – are well-developed in data analysis:

The rest of the questions will require topological thinking presented in this book. We will record
adjacency relation in the data and, through purely algebraic procedures, detect topological features
in it:

These features are called homology classes.

Example 1.11 (garden as data). Here is an example of data analysis one can do without a
computer. Imagine you are walking through a field of flowers: daffodils, lilies, and forget-me-nots.
You are blindfolded but you do detect the smells of the flowers as you walk, in this order:
• daffodils only, then
• daffodils and lilies, then
• lilies only, then
• lilies and forget-me-nots, then
• forget-me-nots only, then
• daffodils and forget-me-nots,
• daffodils only again.

Now, thinking topologically, you might arrive at an interesting conclusion: there is a spot in the
field, for which it is either true that:
• none of these types of flowers grow there, or
• all three types of flowers grow there.

The reason why is illustrated below:
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To be sure, the conclusion fails whenever any of the types grows in several separate, disconnected
patches. �

Exercise 1.12. What if there is one patch for each flower but it might have a hole in it?

1.5 Social choice

Next, we present examples of how the presence of topological features in the space of choices may
cause some undesirable outcomes.

Imagine the owner of a piece of land who needs to decide on the location for his new house based
on a certain set of preferences. The land varies in terms of its qualities: grass/undergrowth/forest,
hills/valleys, wet/dry, distance to the road/river/lake, etc. If the landowner only had a single
criterion for his choice, it would be simple; for example, he would choose the highest location, or
the location closest to the river, or closest to the road, etc.

Now, what if, because of such a variety of possible locations and the complexity of the issues,
the owner can only decide on the relative desirability of locations, and only for locations in close
proximity to each other? Is it possible to make a decision, a decision that satisfies his preferences?

Let us first suppose that the piece of land consists of two separate parcels. Then no two sites
located in different parcels can be considered “nearby”... Therefore, the comparison between
them is impossible and the answer to our question is No. This observation alone suggests that
the question may be topological in nature.

What if the land parcel is a single piece but there is a lake in the middle of it? We will prove
later in this book that the answer is still No.

Ideally, the preferences are expressed by a single number assigned to each location: the larger its
value, the better the choice. These numbers form what’s called a “utility function”:
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This function may have a monetary meaning in the sense that building the house will increase
the value of the real estate by an amount that depends on the chosen location.

We will prove two facts in this book. First, whenever the piece of land is known to be acyclic,
there inevitably is a utility function. Second, a piece of land that always has a utility function
must be acyclic.

So, what prevents us from constructing such a function for a non-acyclic parcel? Let’s consider a
piece of land that is a thin strip along a triangular lake. Suppose the locations within any of the
three sides of the triangle are comparable but there is no comparison between any two edges:

The result could be a cyclic preference!

Such preferences are seen elsewhere. A small child may express, if asked in a certain way, a
circular preference for a Christmas present:

bike > videogame > drum set > bike > ...

In another example, suppose we have three candidates, A,B, and C, running for office and there
are three voters with the following preferences:

First choice Second choice Third choice
Voter1 : A B C
Voter2 : B C A
Voter3 : C A B

Who won? Is it candidate C? No, because one can argue that B should win instead as two
voters (1 and 2) prefer B to C and only one voter (3) prefers C to B. Then the same argument
proves that A is preferred to B, hence C is preferred to A. Our conclusion is: sometimes a
seemingly reasonable interpretation of collective preferences can be cyclic, even if the preferences
of individual voters are not.

And let’s not forget about the familiar:

rock > paper > scissors > rock > ...

Exercise 1.13. Think of your own examples of cyclic preferences, in food, entertainment, or
weather.

This is not to say that these preferences are unreasonable but only that they cannot be expressed
by a utility function. In particular, we can’t assign dollar values to the locations when the
preferences are cyclic. We are also not saying that there is no way to make a choice when there is
a lake in the middle of the parcel, but only that we can’t guarantee that it will always be possible.

Next, let us assume that it is possible.

So, the landowner has chosen a location (based on his preferences or in some other way). What
if, however, the landowner’s wife has a different opinion? Can they find a compromise?

The goal is to have a procedure ready before their choices are revealed. The idea is that as the
two of them place – simultaneously – two little flags on the map of the land, the decision is made
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automatically:
• to every pair of locations A and B, a third, compromise, location C is assigned ahead of

time.
The obvious method is: chose the midpoint. Unfortunately, this method fails as before if the land
consists of two separate parcels.

Exercise 1.14. Sometimes this midpoint method fails even if the parcel isn’t disconnected, such
a U-shape. Find an alternative solution.

We already know what the next question ought to be: is it always possible to find a fair compro-
mise when there is a lake in the middle? The method may be: choose the midpoint as measured
along the shore. But what if they choose two diametrically opposite points? Then there are two
midpoints!

An amended method may be: choose the midpoint and, in case of diametrically opposite choices,
go clockwise from A to B. This method, however, treats the two participants unequally...

Exercise 1.15. Suggest your own alternative solutions.

Once again, we cannot guarantee that such a fair compromise-producing procedure is possible
when the land parcel might not be acyclic. This subtle result will be proven in this book. The
result implies that there may be a problem when a jointly owned satellite is to be placed on a
(stationary) orbit. We will also see how these topological issues create obstacles to designing a
reasonable electoral system.

This isn’t the end of the story though... Imagine, the husband and wife have placed their little
flags, A and B, on the map of their land and then applied the procedure designed in advance,
to place the third flag, C, at the compromise location. Imagine now that as the wife leaves the
room, the husband moves his flag in the direction away from the wife’s. Then he also moves flag
C as well to preserve the appearance of a fair compromise. As a result of this manipulation, flag
C is now closer to the husband’s ideal location!

However, as the husband leaves the room, the wife enters and makes a similar move! And the
game is on...

Such a backward movement resembles a tug-of-war.

Now, as the game goes on, one of them reaches the edge of the parcel. Then he (or she) realizes
that there is no further advantage to be gained. While the other person continues to improve her
(or his) position, eventually she (or he) too discovers that she (or he) is not gaining anything by
moving further back. It’s a stalemate!

Exercise 1.16. Try this game yourself – on the square and other shapes – using the midpoint
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method for finding the compromise location. What if the “compromise” is chosen to be twice as
close to your ideal location than to the other?

This stalemate is thought of as an equilibrium of the game: neither can improve one’s position
by a unilateral action.

Once again, we can guarantee that such an equilibrium exists but only if the land parcel is known
to be acyclic.

Exercise 1.17. Try to play this game on the shore of a lake using the amended midpoint method
described above. Show that there is no equilibrium.

2 Homology classes

2.1 Topological features of objects

At the very beginning of our study of topology we are interested in the following visible features
of everyday objects:
• cuts/gaps,
• holes/tunnels, and
• voids/bubbles.

Let’s try to describe these features mathematically.

In order to make this study independent of a lengthy development of point-set topology, we will
initially limit ourselves to the study of

subsets of a Euclidean space, X ⊂ RN .

The continuity of functions

f : X → Y ⊂ RM

between such sets is explained in calculus: it is understood via its coordinate functions

fi : R
N → R, i = 1, 2, ...,M,

each of which is continuous with respect to each of its variables.

First, we need to recognize that even though we describe these properties as visible features, our
interest is the intrinsic properties. The intrinsic properties are the ones that you can detect from
within the object. As an illustration, in the 1-dimensional case one can think of a worm moving
through a system of tubes. The topology the worm can feel and detect is limited to the forks of
the tube. It might also discover that it can come back to the beginning point of its journey:
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Meanwhile, we, the humans, can see the whole thing by being outside, in the 2-dimensional space.

On the other hand, we, the humans, couldn’t tell whether the surface of the Earth is a sphere or
a torus if it were always covered by fog or darkness:

Finally, intrinsic properties are the only properties that we can hope to capture when we study
the topology of our 3-dimensional universe. An example of such a property is a room you are
walking out of and simultaneously entering through another door (maybe upside down!).

Let’s examine, informally, a mathematical meaning of topological features of subsets of the Eu-
clidean space. We will first consider featureless objects.

Recall that we represent topological features of space X by means of cycles of dimensions 0, 1,
and 2. Of course, we can draw them anywhere in X; such as these:
• 0. two points,
• 1. circle, and other closed curves,
• 2. sphere, and other closed surfaces.

For X to be a featureless object or figure, all of its cycles have to be trivial in a sense. The
triviality is understood as our ability to “fill” the opening of the cycle, or its ability to contain
or “bound” something in X, as follows.

Cuts/gaps:
• the gap between every two points in X can be “filled” with a curve in X.

There is a simple and precise way to describe this: X ⊂ RN is called path-connected if for any
two points A,B in X there is a continuous function q : [0, 1]→ X such that q(0) = A, q(1) = B;
i.e., it is a path connecting these two points:

Exercise 2.1. Prove that any convex set is path-connected.

Exercise 2.2. Prove that the circle is path-connected.
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Holes/tunnels:
• the hole in every closed curve in X can be “filled” with a surface in X.

Exercise 2.3. Does the sphere have a non-trivial 1-cycle? Illustrate your answer with a picture.
What about the torus?

Voids/bubbles:
• the void in every closed surface in X can be “filled” with a solid in X.

Even though we are after the bubbles here, we don’t limit ourselves to just spheres. The reason
is that otherwise we would miss the void of the torus. As you can see, any sphere on the torus
has to be flattened:

Exercise 2.4. Give an example of a trivial 3-cycle.

“Filling” gaps is usually understood as the ability to connect the two points to each other – by
a curve. “Filling” holes and voids can also be understood this way:

featureless dim a feature is trivialized by a filling dim
no gaps 0 any two points are connected by a curve 1

no tunnels 1 any closed curve is connected to itself by a surface 2
no voids 2 any closed surface is connected to itself by a solid 3

The relation between the dimensions becomes clear: a k-dimensional gap is filled with a (k + 1)-
dimensional object.

2.2 How to define and count 0-dimensional features

Let’s review. We want our mathematical interpretations of the topological features to meet the
following criteria:
• 1. The description should include no measuring: then the features are preserved under stretch-
ing, bending etc.
• 2. The description should be verifiable from the inside of the object: then the features are
independent of how X might fit into some Y .
• 3. The description should be quantitative: then, without measuring, what’s left is counting.

Let’s test the above definitions against these criteria. The first two are easily fulfilled. But
how quantitative is it? So far, we are only able to say Yes or No: connected or not, trivial or
non-trivial, etc. Without counting of the features there is no evaluation of the topology of X!

We will have to go deeper.

We start with dimension 0 with the goal of learning how to count the topological features – based
somehow on the definition of path-connectedness. Furthermore, we would like to count not the
number of cuts but the number of pieces of the object instead. The reason is that the former
concept is ambiguous: one can cut a cake into 4 pieces with 4 cuts or with 2 cuts...
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As there may be infinitely many points in each piece, it wouldn’t make sense to count those.
We need a way to resolve this ambiguity. We observe that in the definition the two points are
connected to each other by a curve. Hence the idea:
• instead of counting the pieces directly, we count points, but,
• we count two of them only once if they are connected to each other by a path.

This means that we don’t count points, we count classes of points.

This analysis suggests that we are dealing with an equivalence relation. This equivalence relation
is called homology and the equivalence classes are called homology classes.

Definition 2.5. We say that two points A and B in X are homologous if there is a continuous
function

q : [0, 1]→ X such that q(0) = A, q(1) = B.

These paths are nothing but parametric curves. Naturally, self-intersections are allowed:

Theorem 2.6. Homology is an equivalence relation.

Proof. We recall and prove the three axioms.

Reflexivity: A ∼ A. A point is connected to itself; just pick the constant path, q(t) = A, ∀t.
Symmetry: A ∼ B =⇒ B ∼ A. If path q connects A to B then p connects B to A; just pick
p(t) = q(1− t), ∀t.
Transitivity: A ∼ B, B ∼ C =⇒ A ∼ C. If path q connects A to B and path p connects B to C
then there is a path r that connects A to C; just pick:

r(t) =

{
q(2t) for t ∈ [0, 1/2],

p(2t− 1) for t ∈ [1/2, 1].

�

Exercise 2.7. Sketch illustrations for the three paths above.
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Exercise 2.8. Provide the missing details in the above proof. Hint: use the definition of
continuity from calculus.

Exercise 2.9. (a) Provide an alternative definition of homology based on a path given by
q : [a, b] → X. (b) Prove that this new definition gives an equivalence relation. (c) Prove that
the two definitions are equivalent.

A couple of facts about equivalence relations:
• The equivalence classes are disjoint.
• Their union is the whole set.

In other words, we have a partition of X. The homology class of point A in X is denoted by [A].
We have partitioned X into 0-dimensional homology classes, called path-components.

Exercise 2.10. Suppose f : X → Y is continuous. Prove that A ∼ B =⇒ f(A) ∼ f(B). Hint:
the composition of two continuous functions is continuous.

2.3 How to define and count 1-dimensional features

Next, how do we capture holes and tunnels?

Giving these simple words an unambiguous meaning may be a challenge, as this picture demon-
strates:

Where is the beginning and where is the end of a tunnel? If two tunnels merge, is this one tunnel
or two? What if the tunnel splits? And then merges with another one? And so on.

To start with the simplest case, what is the hole of a doughnut?

Just pointing out that we are able to put a finger through the hole doesn’t help. We want to
learn to detect the hole from inside the object.

Curves in X could be useful. Indeed, the loops, i.e., 1-cycles, that go around the hole do capture
that hole:
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Meanwhile, loops that don’t go around the hole capture nothing; they are “trivial”.

This is a good start but, just as with the points, there are infinitely many of these loops and it
would be pointless to try to count them. Fortunately, from the discussion of dimension 0, we
know that a good way to handle this issue might be to establish an equivalence relation over the
loops in X.

Recall that if 1-cycle L does not catch any tunnels; i.e., it’s trivial, when it bounds a surface S
in X. Now, what if 1-cycle L consists of two loops, A and B? And what if these two loops –
together – bound a surface S? If such an S exists, we think of A and B as equivalent! This way
we avoid double counting:

There is now exactly one, it appears, equivalence class of loops that goes around the hole. Or is
there? What about the loops that go around it twice or thrice?

Are they all homologous to each other? How to define homology for these, more general loops is
discussed in the next subsection. We will see that the answer is No: they are not all homologous
to each other. Only the loops with the same number of turns around the hole (in the same
direction!) are homologous. But then we, once again, have infinitely many homology classes for
a single hole! We resolve this issue by taking an algebraic point of view; by counting the number
of turns we have established a correspondence between the set of all these classes and the set
of integers Z. But the integers are all multiples of a single number, 1 ∈ Z. In that sense, the
homology class that corresponds to 1 “generates” the rest of them. That’s why it is the only one
that counts.

The simplest example of a surface connecting two loops is a cylinder or a ring. One can then
justify calling these loops A and B equivalent by observing that we can gradually transform one
into the other using the surface that connects them:

These loops are also called homotopic and spaces with all loops homotopic to each other are called
simply connected. Things aren’t always this simple. In general, S might look like this:
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Exercise 2.11. Give formulas of continuous functions: (a) of the line that creates a loop, (b) of
the plane that creates a loop, (c) of the plane that creates a void.

2.4 Homology as an equivalence relation

Thus, homology is an equivalence relation – of points. Points A and B are homologous if there
is a path between them. What if A and B were curves?

Then we need to fill in the blank space below:

A ∼ B if there is a between them.

The analogy is visible:

Let’s compare:
• dimension 0: points A ∼ B if there is a curve between them.
• dimension 1: curves A ∼ B if there is a ????? between them.

We see that the dimensions go up by one:
• from 0 to 1: “point(s)” is replaced with “curve(s)”, and
• from 1 to 2: “curve(s)” is replaced with its 2-dimensional counterpart: “surface(s)”!

This is what we have: two loops are equivalent, A ∼ B, if there is a surface S “between them”.
The key insight here is the relation between S and A∪B: the latter is the boundary of the former.

The definition then becomes:
• Two closed curves (loops) A and B are homologous if there is a surface S such that A and

B form its boundary.

Exercise 2.12. Sketch illustrations for the axioms of equivalence relations for the 2-dimensional
homology.

Our new understanding of the meaning of “between them” allows us to go back to the 0-
dimensional case and discover that the endpoints A,B of the curve should also be understood as
its boundary!

We start on the path toward higher dimensions with this list:
• dimension 0: points A ∼ B if there is a curve S between them.
• dimension 1: curves A ∼ B if there is a surface S between them.
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• dimension 2: surfaces A ∼ B if there is a solid S between them.
The relation described in the last item is illustrated below by the inner and outer surfaces of this
spherical shell (a “thick sphere”):

Example 2.13. Let’s consider these two loops A,B on a sphere:

This is what we observe:
• They are homologous.
• The surface S is the whole sphere minus the “inside” of A,B.

We conclude that there seems to be no tunnels on this sphere. �

Or volcanoes: is this loop homologous to a point?

Exercise 2.14. Discuss the homology of surfaces by sketching two pairs of examples for each
of the surfaces below: (a) two closed curves, preferably not too close to each other, that are
homologous; (b) two closed curves that are not homologous, if possible.

In general, the explanation that “S is the whole sphere minus the inside of A,B” in the last
examples incorrect as this illustration shows:
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The reason is that it is impossible to be “inside” or “outside” of a curve that lies a sphere!

The next illustration suggests that whatever S is, it’s not really a surface:

The problem is easier to recognize in these three examples of pairs of homologous and non-
homologous loops in the punctured plane:

In the last example, the surface that connects the two loops, which is simply a cylinder, is flattened
by being “crushed” into the plane.

The way to straighten this out is to realize that just as we allow the curves in the 0-dimensional
case to self-intersect, we allow the same for these surfaces; we are dealing with parametric curves
and parametric surfaces.

Exercise 2.15. What is the homology class of A in R3 \ (B ∪ C)?

This approach taken to its logical end leads to a special kind of homology called “bordism”.
Instead, in the rest of the book we replace “curve”, “surface”, and “solid” with “something made
of elementary n-dimensional pieces”, n = 1, 2, 3, respectively. Then, the crucial part of our study
will be about
• how the n-dimensional pieces are attached to each other along their (n − 1)-dimensional
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boundaries.
We will start in the next section with graphs (n = 1).

2.5 Homology in calculus

We will consider three well-known theorems from elementary calculus.

Theorem 2.16 (Intermediate Value Theorem). Suppose f : [a, b]→ R is continuous. Then
for any c between f(a) and f(b), there is a d ∈ [a, b] such that f(d) = c.

Exercise 2.17. Is continuity a necessary condition?

What does this have to do with homology? The theorem tells us that the image of a path-
connected interval is also a path-connected interval, under a continuous function:

This new understanding of the theorem justifies the word “continuous”...

We can also use this theorem to evaluate the topology: a continuous function doesn’t increase
the number of path-components.

Next, let’s test how well you know calculus.

Calculus 1 question: “What is the antiderivative of 1/x?”

Calculus 1 answer: “It’s simply F (x) = ln |x|+ C!”

Wrong!

Why wrong? Hint: 1/x is undefined at 0.

Exercise 2.18. The question is wrong, too! Explain why.

First, what is our formula intended to mean? The +C in the formula indicates that
• we have found infinitely many – one for each real number C – antiderivatives, and
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• we have found all of them.
And we would have – if it were any other, continuous, function f – the following result:

the set of all antiderivatives of f is {FC(x) = F0(x) + C : C ∈ R},
where F0 is any given antiderivative of f . But the domain of 1/x consists of two rays (−∞, 0)
and (0,+∞), two separate path-components!

As a result, we can, correctly, solve this problem separately on each, as follows. All antiderivatives
are represented by: for every C ∈ bfR, we define
• f−(x) := ln(−x) + C on (−∞, 0), and
• f+(x) := ln(x) + C on (0,+∞).

But now we want to combine each of these pairs of functions into one, f , defined on (−∞, 0) ∪
(0,+∞). Then we realize that, every time, the constant might be different: after all, they have
nothing to do with each other!

We visualize the wrong answer on the left and the right on the right:

The formula and the image on the left suggest that the antiderivatives are even functions. The
image on the right shows only one antiderivative but its two branches don’t have to match!

Algebraically, the correct answer is given by

F (x) = FC,K(x) :=

{
ln(−x) + C for x ∈ (−∞, 0),
ln(x) +K for x ∈ (0,+∞)

This family of functions isn’t parametrized by the reals R anymore, but, with two parameters,
by R2. The exponent reflects the number of components of the domain!

Question: But isn’t F supposed to be continuous? Because it doesn’t look continuous...

Exercise 2.19. Verify that it is. Hint: check point-wise.

This is how we see the disconnected reality resulting in two disconnected calculi:

Next, one might recall something else from calculus:

“Theorem”: If F ′ = 0 then F is constant.
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But this isn’t the whole story, as we just saw.

Let’s state it properly.

Theorem 2.20. Given a function F : X → R, where X is an open subset of R, and
• F is differentiable on X,
• F ′(x) = 0 for all x ∈ X.

Then F is constant, provided X is path-connected.

Exercise 2.21. Give an example of a disconnected X for which the conclusion of the theorem
fails.

Exercise 2.22. Restate the theorem for a disconnected X.

Less precise, for now, are the ideas related to the role of holes in calculus. Recall that a vector
field is a function f : R2 → R2. It is called conservative on a region D if it is the gradient of a
scalar function: F = grad f .

Theorem 2.23. Suppose F = (P,Q) and Py = Qx on region D. Then F is conservative provided
D is simply connected.

Exercise 2.24. In light of this analysis, discuss Escher’s Waterfall.

We have demonstrated the importance of the interaction between calculus and topology. Above
are examples of something very common:
• −→ Given X, if we know its topology, we know a lot about calculus on X.
• ←− Given X, if we know calculus on it, we know a lot about the topology of X.

3 Topology of graphs

3.1 Graphs and their realizations

Here we take our first step toward algebraic topology.

We will concentrate initially on discrete structures, such as graphs. The reason is clear from our
attempts to answer some obvious topological questions about specific spaces. Given a subset of
the Euclidean space:
• verifying that it is path-connected requires testing infinitely many pairs of points; and
• verifying that it is simply connected requires testing infinitely many pairs of loops.

Even though there are a few theorems that we can use as shortcuts, we have no algebraic means
for solving these problems computationally, nor for computing the number of path-components
or the number of holes.

In the rest of the chapter we will:
• define discrete structures and find discrete analogs of these topological ideas,
• develop algebraic methods for solving the two topological problems above for discrete struc-

tures, and
• develop methods for studying transformations of these structures.

The very first data structure that needs to be analyzed topologically is graphs:
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The examples of graphs shown come as networks of bridges, atoms in a molecule, related indi-
viduals, or computers.

Definition 3.1. A graph G = (N,E) consists of two finite sets:
• the set of nodes N = NG, and
• the set of edges E = EG, which is a set of pairs of nodes.

We don’t allow distinct edges for the same pair of nodes, nor doubles, such as AA, and we assume
that AB = BA.

Example 3.2. In the example of a field of flowers, each type is represented by a node of a graph
and the overlapping areas by its edges:

�

Example 3.3. Let’s define a graph G by:
• N := {1, 2, 3, 4, 5}, and
• E := {12, 23, 45, 14}.

Let us be clear from the beginning that the dataset given above is the whole graph and what’s
below is just an illustration:

To draw an illustration, we first put the nodes in a more or less circular arrangement and then
add the corresponding edges.

A common representation of a graph is via its incidence matrix, i.e., the matrix with a 1 in the
(i, j)-entry if the graph contains edge ij and 0s elsewhere. For G, we have:

N 1 2 3 4 5
1 0 1 0 1 0
2 1 0 1 0 0
3 0 1 0 0 0
4 1 0 0 0 1
5 0 0 0 1 0

�

One can also think of a graph as just a collection of points in space, also called “vertices”, or
“nodes”, connected by paths, called “edges”. Thus, a graph is made of finitely many pieces that
are known to be path-connected! One can then study the topology of such sets by means of
graphs represented as discrete structures:
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Definition 3.4. A realization |G| of graph G is a subset of the Euclidean space that is the union
of the following two subsets of the space:
• a collection of points |N |, one for each node N in G, and
• a collection of paths |E|, one for each edge E in G, with no intersections other than the

points in |N |.
In other words, a, b ∈ |N | are connected by a path p ∈ |E| if and only if there is an edge in
AB ∈ E, where A,B are the nodes corresponding to points a, b as follows:
• a = |A|, b = |B|, and
• p = |AB|.

The definition is justified by the following.

Theorem 3.5. Every finite graph can be realized in R3.

Certainly, there may be many different realizations of the same graph.

Exercise 3.6. Provide an explicit realization of a graph with 4 nodes in R3. Hint: start with
two nodes.

Now we provide discrete analogs of our topological definitions.

3.2 Connectedness and components

We start with the discrete analog of the most basic topological property.

Definition 3.7. A edge-path, or simply path, from node A ∈ NG to node B ∈ NG in graph G is
a sequence of edges

A0A1, A1A2, ... , An−1An ∈ EG
with A0 = A, An = B. A graph G is called edge-connected, or connected, if for any pair of nodes
A,B ∈ N , there is a path from A to B.

We now link this new concept to its origin.

Theorem 3.8. A graph G is edge-connected if and only if its realization |G| is path-connected.
Proof. [ =⇒ ] Suppose G is an edge-connected graph and a, b ∈ |G| are two points in its
realization. Then a, b belong to the realizations of some edges of the graph: a ∈ |AA′|, b ∈ |BB′|.
Since G is edge-connected, there is an edge-path

A0A1, A1A2, ..., An−1An
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in the graph from A to B. Then a path from a to b is constructed from these three pieces:
• 1. the piece of |AA′| that connects a to |A|,
• 2. the realizations |AiAi+1| of the edges AiAi+1, and
• 3. the piece of |BB′| that connects |B| to b.

[ ⇐ ] Suppose we have a realization |G| of G and it is path-connected and suppose A,B ∈ NG
are two nodes of the graph. We know that there is a path p : [0, 1]→ |G| from |A| to |B| in |G|.
Now, starting from t = 0 every time p(t) is a realization of a node Q, add Q to the list L of nodes.
Now, this list may be infinite. Replace each repetition QQ in L with Q and L becomes finite:

L = {Q0 = A,Q1, ..., Qn = B}.

Finally, our edge-path in G from A to B is

P := Q0Q1, Q1Q2, ..., Qn−1Qn �

Exercise 3.9. Provide a formula for the path in the first part of the proof and prove that it is
continuous.

Exercise 3.10. Show that, in the second part of the proof, the list L may indeed be infinite.
Also prove that, after removing repetitions, L becomes finite.

Just as before, in order to evaluate the topology of the graph, we make a transition to homology.

Definition 3.11. Two nodes A,B ∈ NG of graph G are called homologous if there is an edge-path
from A to B.

To avoid confusion, let’s emphasize here that homology is a relation between two nodes of the
graph. It certainly is not a relation between the points of a realization, nor is it a relation between
the edges of the graph! To illustrate, the nodes in a graph normally represent some agents while
the edges may represent some pairwise relations between them, such as: people and their family
relations. We can’t allow these beings to mix.

Theorem 3.12. Homology is an equivalence relation on the set of nodes of the graph.

Exercise 3.13. Prove the theorem.

The equivalence classes are called edge-components, or simply components, of G.

Theorem 3.14. For any graph G, we have

# of edge-components of G = # of path-components of |G|.
Exercise 3.15. Prove the theorem.

The problem is solved: we have expressed the topological property entirely in terms of data and
now the computer can do this job.

That’s homology of dimension 0 (nodes) considered for objects of dimension 1 (graphs). Higher
dimensions will pose a more significant challenge.
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3.3 Holes vs. cycles

Definition 3.16. An edge-path in a graph G from node A to node A is called a cycle (i.e., a
1-cycle) in G.

In the last subsection, we studied holes and tunnels in objects by capturing them with 1-cycles.
Then, in order to deal with the unavoidable redundancy, we declared 1-cycles homologous and,
therefore, indistinguishable, if they form the boundary of some surface. In contrast, there is no
meaningful way to fit a surface into a graph; so, homology as an equivalence relation won’t be
useful or necessary.

Is there still redundancy? Yes, but of a different kind. The realization of graph G below is the
figure eight and it appears to have 2 holes. However, the graph itself has (at least) 3 cycles, a, b, c!

How do we eliminate the redundancy? We observe that combining a and b yields c:

Algebraically, it is:

a+ b = c.

In other words, the cycles are linearly dependent. That’s why c doesn’t count.

This brings us to the general idea:

# of holes = # of linearly independent cycles.

It is time now to start to recognize the need for algebra in topology.

In order to turn nodes and edges into algebraic entities, we could try something familiar first,
such as the union. Unfortunately, the algebra of unions is inadequate as there is no appropriate
meaning for subtraction: sometimes (A ∪B) \B 6= A. The algebra that does work is familiar.

Example 3.17. Let’s consider our graph again:

Now consider our two cycles:

a = 12 + 25 + 56 + 61
b = 23 + 34 + 45 + 52
a+ b = 12 + 25 + 56 + 61 + 23 + 34 + 45 + 52

= 12 + (25 + 25) + 56 + 61 + 23 + 34 + 45
= 12 + 56 + 61 + 23 + 34 + 45
= c
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Here we cancel the edge that appears twice. �

Such cancelling is assured if we use the binary arithmetic:

x+ x = 0, ∀x.

It is the arithmetic of integers modulo 2, i.e., the algebra of Z2.

This idea takes us deep into algebra. One unexpected conclusion is that

0 is also a cycle!

Now, we list the four 1-cycles that have no repeated edges:

Z1 := {0, a, b, a+ b}.

It is a group. Because a and b generate the rest of the cycles (Z1 =< a, b >), these two are the
only ones that matter. Therefore,

# of holes = 2.

Note: If we choose to stay within the realm of linear algebra, we have two options: either think
of Z1 as a vector space with coefficients over Z2 or enlarge Z1 by including all of its real-valued
linear combinations: ra+ sb, ∀r, s ∈ R. Then {a, b} is a basis of this vector space and the idea
becomes:

# of holes = dimZ1.

However, in order to assure cancellation, we would have to deal with the complexity of directed
edges, with AB 6= BA. We will postpone following this idea until later.

Above, we have justified the use of binary arithmetic for edges but it is just as appropriate for
the algebra of nodes. It suffices to consider the boundaries of edge-paths. Clearly, the boundary
of an edge-path is the sum of its end-nodes. For instance, the path 12 + 23 in the above graph
has boundary 1 + 3.

On the other hand, its boundary is the sum of the boundaries of 12 and 23. Those are 1 + 2 and
2 + 3. We end up with

1 + 3 = (1 + 2) + (2 + 3).

Hence, 2 + 2 = 0. That’s binary arithmetic again.

Let’s review:
• for dimension 0, we captured components by means of nodes, and
• for dimension 1, we captured holes by means of cycles of edges.

In either case, there is redundancy: many nodes per component and many cycles per hole. To
resolve the redundancy, we did the following:
• for dimension 0, we counted only the equivalence classes of nodes, and
• for dimension 1, we counted only the linearly independent cycles.

These are two very different solutions to two similar problems. In our study of dimension 2 (e.g.,
surfaces) and above, we’ll need to use a combination of these two techniques.
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3.4 The Euler characteristic

Definition 3.18. The Euler characteristic of graph G is

χ(G) := # of vertices −# of edges.

The topological significance of this number is revealed if we consider a simple, i.e., without
self-intersections, curve C. Let’s suppose G is a sequence of n consecutive edges:

Then

χ(G) = n− (n− 1) = 1.

So, this number is independent of n! Therefore, χ(G) could be a topological attribute, i.e., a
“characteristic”, of the curve itself that distinguishes it from curves that do have self-intersections.
To justify this conclusion, however, we need the following.

Theorem 3.19. If a simple path is a realization of a graph, this graph is a sequence of n ≥ 1
consecutive edges.

Exercise 3.20. Prove the theorem.

Exercise 3.21. Show that if C consists of k path-components each of which is a simple curve
and C = |G|, then χ(G) = k.

Then, could χ(G) be the number of path-components of |G|? The example of a triangle T shows
that this is not correct as χ(T ) = 0. Below is best we can do.

Theorem 3.22. If T is a tree, i.e., an edge-connected graph with no cycles, then

χ(T ) = 1.

Proof. Idea: Remove an edge and use induction.

So, we use induction on the number of edges on the graph.

First, tree T with a single edge has χ(T ) = 1. Now, we assume that any tree with fewer than n
edges satisfies this identity. Suppose that T is a tree with n edges.

Remove any edge, e = AB, from T . The result is a new graph G and we have:

NG = GT , EG = ET − {e}.

What kind of graph is it?
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It is disconnected. Indeed, letH := [A] andK := [B] be the edge-components of A,B respectively.
As we know, either graph is connected. Secondly, removing an edge can’t create cycles, so both
are trees. Thirdly, there is no path from A to B, because if there was one, say, P , then the
combination of P and e would be a path from A to A, a cycle in the tree T . Therefore, H and
K are disjoint.

So, G splits into two trees H and K and each has fewer than n edges. Therefore, by assumption,
we have

χ(H) = χ(K) = 1.

Let’s compute now:

χ(T ) = # of vertices of T −# of edges of T
= # of vertices of G− (# of edges of G+ 1)
= # of vertices of G−# of edges of G− 1

=

(
# of vertices of H

+# of vertices of K

)
−
(

# of edges of H

+# of edges of K

)
− 1

=
(
# of vertices of H −# of edges of H

)

+
(
# of vertices of K −# of edges of K

)
− 1

= χ(H)
+ χ(K)− 1

= 1 + 1− 1
= 1. �

Exercise 3.23. Find and fix two gaps in the proof. Hint: first prove that removing an edge
can’t create cycles.

Exercise 3.24. Repeat the proof of the theorem for e an “end-edge”.

Exercise 3.25. What about the converse?

Corollary 3.26. If G consists of n disjoint trees, then χ(G) = n.

Exercise 3.27. Prove the corollary.

Exercise 3.28. Prove the following generalization of the above theorem.

Theorem 3.29. If G is a graph, then

χ(T ) ≤ 1.

Moreover, χ(G) = 1 if and only if G is a tree.

3.5 Holes of planar graphs

What is a hole in the graph? The question isn’t as simple as it appears. Let’s investigate.

First, a tree has no holes! At the same time, it has no cycles. This looks like a match. Maybe
holes are cycles?

In general, we can’t say what a hole is. Even though we now know how to count holes – as the
number of linearly independent cycles – we can’t point at one of the cycles and say “That’s a
hole and that one isn’t”. The example below shows that which of the cycles “naturally” look like
holes depends on the realization of the graph:
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Compare the following:
• 1. for the first realization, the holes “are” cycles a (red) and b (blue) but not c (green);

while
• 2. for the second realization, it’s b and c.

This ambiguity is caused by our topological point of view; we are allowed to bend, stretch, etc.,
and the results have to hold. But this ambiguity is, in fact, a good news because it is fully
matched by the ambiguity of the algebra. Indeed, considering Z1 = {0, a, b, c = a+ b}, we have
• 1. a and b are generators, but
• 2. so are b and c!

(In the language of linear algebra, these are two bases of this vector space.)

We still would like to confirm our intuition about what holes in a graph are. For that, we will
limit our attention to a simpler kind – planar graphs. Those are the graphs that can be realized
in the plane:

The idea is, once a realization |G| of planar graph G is chosen, the holes become visible as
path-components of the complement of |G|.

We rely on the following two theorems (for the proof of the first see Munkres, Topology. A First
Course, p. 374).

Theorem 3.30 (Jordan Curve Theorem). The complement of a simple closed curve in the
plane has two path-components (one bounded and one unbounded).

Theorem 3.31. If a simple closed curve is a realization of a graph, then this graph is a cycle of
n ≥ 1 consecutive edges.

Exercise 3.32. Prove the last theorem. Hint: try to answer these questions about G: how many
components? cycles? holes? forks? endpoints?

So, we have one-to-one correspondences connecting these:
• the path-components of R2 \ |G|,
• the loops in G the realization of which bound them, and
• a certain basis of the space of cycles of G.

Let’s count holes in this environment.

Suppose we are given an edge-connected planar graph G with a specific realization |G| in the
plane. The idea is to remove some edges one by one until we have a tree.
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The process is inductive. We start with our graph G0 := G. Then at each step k, we pick an
edge in graph Gk, k = 0, 1, ..., that is a part of a cycle that bounds a hole in Gk and remove it
from the graph. This act creates a new graph Gk+1. Clearly, removing an edge in a cycle that
surrounds a hole “kills” the hole by merging it with another or with the outside. Then,

# of holes in |Gk+1| = # of holes in |Gk| − 1,

and
# of edges in Gk+1 = # of edges in Gk − 1.

Exercise 3.33. Prove that after every step the new graph is connected.

Theorem 3.34. If a plane realization |G| of an edge-connected graph G has n holes then

χ(G) = 1− n.

Proof. Above, we have shown that the graph with n holes will need n edges removed to turn it
into a tree. Then the last theorem applies. �

Example 3.35 (houses and wells). Suppose we have three houses and three wells arranged as
shown below. All three wells are public but, since the house owners don’t get along, they want
to make paths from their houses to the wells that don’t cross. The first attempt fails – there is
no way to find a path from the third house to the second well:

Let’s prove that this is indeed impossible. The graph has 6 nodes and 9 edges, therefore, by the
formula above, there must be 4 holes in this planar graph. Next, considering the way the paths
are to be arranged, each hole, and the outside area too, has to be bounded by at least 4 edges.
This makes it necessary to have 20 edges, with some repetitions. How many? Each edge is shared
by exactly two holes, counting the outside area. Therefore, there must be at least 10 edges, a
contradiction. �

Exercise 3.36. Can we rearrange the houses and wells so that the paths can be found?

Exercise 3.37. Can this problem be solved on a sphere, a cylinder, a torus? Suggest others.

An important way to rephrase the last theorem is the following.

Corollary 3.38. For any edge-connected planar graph G, we have

# of holes of |G| = 1− χ(G).

Since the number on the right is independent of a choice of realization, so is the number on the
left. This conclusion confirms the results of our algebraic analysis of cycles presented above.

Exercise 3.39. Suppose graph G is the disjoint union of m trees, find its Euler characteristic.

Exercise 3.40. Suppose graph G has m components and n holes, find its Euler characteristic.
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3.6 The Euler Formula

We have demonstrated that the Euler characteristic of a graph G,

χ(G) = # of nodes−# of edges,

captures enough topology of G so that we can tell trees from non-trees. We have also noticed
that it is the minus sign in the formula that ensures that this number is preserved when we add
or remove “topologically irrelevant” edges.

Following these ideas, we move from dimension 1 to dimension 2 and define the Euler character-
istic of a polyhedron P as the following number:

χ(P ) := # of vertices −# of edges + # of faces,

in hope of capturing some or all of its topology.

Centuries ago, a pattern was noticed by observing a lot of various polyhedra:

Theorem 3.41 (Euler Formula). For any convex polyhedron P , we have:

χ(P ) = 2.

The formula has been proven to be useful, even though convexity isn’t a topological property.

We will consider two proofs. The first one will use a result from the last subsection about planar
graphs.

We start by observing that the collection of vertices (nodes) and edges of polyhedron P is always
a realization of some graph GP , but is it planar? It is demonstrated in tow steps. First, we see
the graph realized on the sphere S2 – via the radial projection – illustrated for this cube:

Second, this spherical realization becomes planar under an appropriate choice of stereographic
projection:
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Exercise 3.42. Provide details of this construction.

Next, the corollary from the last subsection is used in the following computation:

χ(P ) = # of vertices of P −# of edges of P +# of faces of P
= # of vertices of GP −# of edges of GP + (# of holes of GP + 1)
= χ(GP ) + # of holes of GP + 1
= χ(GP ) + (1− χ(GP )) + 1
= 1 + 1
= 2.

Unfortunately, this proof relies on the convexity of the polyhedron. This constraint is unnecessary:
it might take the same number of vertices, edges, and faces to either
• add a sloped roof to a cube, or
• make an indentation in it.

Therefore, both constructions preserve the Euler characteristic:

While the former object is convex, the latter isn’t! This fact suggests that the Euler characteristic
has nothing to do with convexity and may depend only on the topology of the polyhedron.

Exercise 3.43. Try the torus.

An alternative approach to the proof of the formula is outlined below.

We assume that P is a polyhedron that satisfies these topological properties:
• 1. P is path-connected;
• 2. every loop cuts P into two disjoint pieces.

The idea of the proof is to build two trees, T and G, on P with the following properties:
• T contains all vertices of P and some edges;
• G contains all faces of P and the rest of the edges.

From what we know about trees, we conclude:

VT − ET = 1,
VG − EG = 1.

We add the equations and rearrange the terms:

VT − (ET + EG) + VG = 2.

An examination reveals that these three terms are:

# of vertices - # of edges + # of faces

of P . And the theorem follows.

We just need to build T and G satisfying these conditions.

Exercise 3.44. Prove that every graph has a subgraph that
• contains all of the original vertices, and
• is a tree.

We apply this result to the graph of P . Then we have its subgraph T which is a tree and

vertices of T = vertices of P .
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Next, we construct G from T :
• G’s vertices are the middle points of the faces of T , and
• G’s edges connect G’s vertices by crossing the edges of P , but not the edges of T .

Then G is called the “dual graph” of T .

Exercise 3.45. It is always possible to get from one face to any adjacent face without crossing
T . Why?

Exercise 3.46. A regular polyhedron is a polyhedron the faces of which have the same number
of edges and the vertices of which have the same number of faces adjacent. Prove that there are
exactly five of them (they called the Platonic solids):

While useful, this computational but non-algebraic approach is a poor-man’s substitute for ho-
mology.

4 Homology groups of graphs

4.1 The algebra of plumbing

We have been looking at the subsets of the sets of nodes and edges to study the topology of the
graph. Next, we will pursue this analysis via a certain kind of algebra. We introduce this algebra
with the following metaphor:
• One can think of a graph as a plumbing system that consists of a network of pipes and

joints. There is no water yet.

Let’s assume that each joint is equipped with an on-off switch.
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Suppose the plumbers are, when necessary, told to “flip the switch”. Then two consecutive flips
cause the switch to return to its original position. Furthermore, a sequence of such commands
will result in another simple command: either “flip the switch” again or “do nothing”. Naturally,
these two commands are represented as 1 and 0 and combining these commands is represented
by the binary arithmetic of Z2:

0 + 0 = 0, 1 + 0 = 1, 0 + 1 = 1, 1 + 1 = 0.

Now, this activity is happening at every joint. The plumber – call him the joints guy – receives
complaints from the tenants about a possible leak in a given joint and a request to flip its switch.

Then a combined request is to flip a selection of switches, such as:
• flip switches at joints A,B, ....

The joints listed appear in the requests several times or never. Requests may be issued at any time
and combined with the outstanding ones. The plumber may, using binary arithmetic, reduce his
workload one joint at a time. Or, he can combine two or more work requests into one as follows.
The joints are ordered and these requests are recorded in a vector format, coordinate-wise. For
instance, (1, 0, 1, 0, ...) means: flip the first and third switches, etc. Then,

(1, 0, 1, 0, ...) + (1, 1, 1, 0, ...) = (0, 1, 1, 0, ...).

Here, 0 is the “do nothing” request. In other words, the algebra is that of this group:

(
Z2

)n
= Z2 ⊕ Z2 ⊕ ...⊕ Z2︸ ︷︷ ︸

n times

,

where n is the number of the joints in the network.

Let’ also suppose that each pipe has, too, an on-off switch. There is also another plumber – call
him the pipes guy – who flips these switches by request from the tenants. A combined request is
to take care of a selection of pipes, such as:
• flip switches of pipes a, b, ....

Once again, the pipes listed may appear several times and the requests may be issued at any time
and combined with the outstanding one, using binary arithmetic. The set of all requests form a
group:

(
Z2

)m
, where m is the number of the pipes in the network.

Now, there is no overlap between the activities of the two plumbers so far, and there is no relation
between any two joints, or any two pipes, or a joint and a pipe. However, what if the pipes guy
doesn’t show up for work? Then one may try to amend his request, such as
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• flip the switch of pipe a,
with a request for the joints guy. The choice of a substitution is obvious, if imperfect:
• flip the switches at ends of pipe a.

The result is a function, from the pipe requests to the joint requests:

a = AB 7→ A+B.

This is the key – an algebraic way to link the network together.

Exercise 4.1. How can the pipes guy try to help the joints guy?

No-one knows the complete topology of the network: each tenant only knows the plumbing in his
apartment and the plumbers only flip switches. Nonetheless, if one has access to all plumbing
requests and, especially, the substitutions, he can use the algebra described above to understand
the topology of the whole network. We proceed to develop this theory.

4.2 Chains of nodes and chains of edges

We will now approach topology of graphs in a fully algebraic way as the second step in our study
of homology theory.

Suppose we are given a graph G:
• the set of nodes N , and
• the set of edges E ⊂ N ×N , without repetitions.

We have seen the importance of some special subsets of these sets. First, combinations of nodes
may form components:

Second, combinations of edges may form paths (and loops):

In order to deal with these sets, we follow the idea from the last section and impose algebra on
vertices and edges in the following very deliberate manner.

Definition 4.2. We define chains as formal sums of nodes or edges

a1 + a2 + ...+ as
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that follow this cancellation rule:
x+ x = 0.

It’s as if revisiting a node or an edge removes it from consideration...

A chain of edges
• cannot include doubles (such as AA), and
• cannot include edges with opposite directions (we assume AB = BA), but
• can include repetitions, and
• can include 0.

Notation: The following notation will be used throughout the book. The set of chains of nodes,
or 0-chains, is:

C0 = C0(G) :=
{ ∑

A∈Q

A : A ⊂ N
}
∪ {0}.

The set of chains of edges, or 1-chains, is

C1 = C1(G) :=
{ ∑

AB∈P

AB : P ⊂ E
}
∪ {0}.

These sets include 0 understood as the chain with all coefficients equal to 0.

Example 4.3. Consider this graph G:
• N = {A,B,C,D},
• E = {AB,BC,CA,CD}.

Its realization is shown below:

Then,

C0 = {0,
A,B,C,D,
A+B,B + C,C +D,D +A,A+ C,B +D,
A+B + C,B + C +D,C +D +A,D +A+B,
A+B + C +D},

C1 = {0,
AB,BC,CA,CD,
AB +BC,BC + CA, ...}. �

We recognize these as abelian groups. Recall that an abelian group is a set X with a binary
operation called addition

x, y ∈ X =⇒ x+ y ∈ X,
such that
• the addition is associative and commutative;
• it contains the identity element 0 ∈ X that satisfies: x+ 0 = x, ∀x ∈ X; and
• it contains the inverse element −x of each x ∈ X that satisfies x+ (−x) = 0.

Exercise 4.4. Prove this conclusion.

In fact, we can rewrite the above groups via their generators:

C0 = < A,B,C,D >,
C1 = < AB,BC,CA,CD > .
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Recall that the rank of an abelian group is the minimal number of its generators. Then,

rankC0 = 4, rankC1 = 4.

Definition 4.5. The group of chains of nodes(or 0-chains) of the graph G is given by

C0(G) =< NG >,

and the group of chains of edges (or 1-chains) by

C1(G) =< EG > .

If we fix the ordered sets of nodes N and edges E as the bases of these groups, the chains can be
written coordinate-wise as column-vectors:

A =




1
0
0
0


 , B =




0
1
0
0


 , ..., A+B =




1
1
0
0


 , ...

We can rewrite these chains of nodes in a more compact way using transposition:

A = [1, 0, 0, 0]T , B = [0, 1, 0, 0]T , ..., A+B = [1, 1, 0, 0]T , ...;

as well as the chains of edges:

AB = [1, 0, 0, 0]T , BC = [0, 1, 0, 0]T , ..., AB +BC = [1, 1, 0, 0]T , ...

4.3 The boundary operator

Now, the relation between the edges E and the nodes N is simple:

the two endpoints of an edge are nodes of the graph.

Unfortunately, as there are two nodes A,B for each edge e, this relation is not a function E → N .
However, these two nodes do form a chain, denoted by

∂e = A+B.

This is the key step:

the boundary of an edge, AB, is a chain of two nodes, A+B.

To define a function that will give us all boundaries of all edges of the graph G, we set its value
for each edge, AB ∈ EG, first:

∂(AB) = A+B.

The next step is to extend it to the rest of the chains by “additivity” (or “linearity”):

∂(x+ y) = ∂(x) + ∂(y).

Recall that a function that satisfies this identity “preserves the operations” of the group; i.e., it
is a homomorphism. The extension step is simple:

∂
(∑

i

xi

)
=

∑

i

∂(xi),

where {xi} are the edges.

Example 4.6. Here is an example of a chain of edges (blue) and its boundary, a chain of nodes
(red):
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Some nodes appear twice (orange) and are cancelled, also seen in this algebra:

∂(AB +BC + CD) = ∂(AB) + ∂(BC) + ∂(CD)
= (A+B) + (B + C) + (C +D)
= A+ (B +B) + (C + C) +D
= A+ 0 + 0 +D
= A+D.

�

As a crucial step, for any graph G we have a homomorphism

∂ = ∂G : C1(G)→ C0(G),

called the boundary operator of G. We will demonstrate that this operator contains – in the
algebraic form – all information about the topology of the graph!

Example 4.7. Let’s present the boundary operator of the graph from the last section:

We have, of course,
• 1. ∂(AB) = A+B,
• 2. ∂(BC) = B + C,
• 3. ∂(CA) = C +A,
• 4. ∂(CD) = C +D.

Rewrite these coordinate-wise:
• 1. ∂

(
[1, 0, 0, 0]T

)
= [1, 1, 0, 0]T ,

• 2. ∂
(
[0, 1, 0, 0]T

)
= [0, 1, 1, 0]T ,

• 3. ∂
(
[0, 0, 1, 0]T

)
= [1, 0, 1, 0]T ,

• 4. ∂
(
[0, 0, 0, 1]T

)
= [0, 0, 1, 1]T .

The matrix of ∂ uses those as columns:

D =




1 0 1 0
1 1 0 0
0 1 1 1
0 0 0 1


 .

At this point, we (or the computer!) can easily find the boundary of any chain via simple matrix
multiplication, as shown here:

∂(AB+BC) =




1 0 1 0
1 1 0 0
0 1 1 1
0 0 0 1







1
1
0
0


 .

�

Exercise 4.8. Compute all boundaries of all chains of edges for this graph.



4. HOMOLOGY GROUPS OF GRAPHS 49

4.4 Holes vs. cycles

We already know that the issue is challenging because multiple cycles may go around a single
hole:

We won’t examine the cycles all one by one but, instead, use the boundary operator to establish
a relation between them.

In fact, the topology of (any realization of) the graph is hidden in the algebra, as we shall see.
And this algebra is revealed by the behavior of graph’s boundary operator. Indeed, just compare:
• topology: the boundary of a loop is empty,
• algebra: the boundary of a cycle is zero.

Example 4.9. Let’s test the latter:

∂(AB +BC + CA) = ∂(AB) + ∂(BC) + ∂(CA)
= (A+B) + (B + C) + (C +A)
= A+A+B +B + C + C
= 0.

�

Exercise 4.10. State and prove this statement in full generality.

Definition 4.11. A 1-chain is called a 1-cycle if its boundary is zero. The group of 1-cycles of
graph G is defined to be

Z1 = Z1(G) := {x ∈ C1(G) : ∂Gx = 0}.

Of course, this is simply the kernel of the boundary operator:

Z1(G) := ker ∂G.

Note: “C” in C0, C1 stands for “chain”, while “Z” in Z1 stands for “Zyklus”, “cycle” in German.

We know that kernels are subgroups. Indeed, a quick proof shows that the kernel is closed under
the operations of the group:

x, y ∈ ker ∂ =⇒ ∂(x) = ∂(y) = 0
=⇒ ∂(x+ y) = ∂(x) + ∂(y) = 0 + 0 = 0
=⇒ x+ y ∈ ker ∂.

This makes Z1 a subgroup of C1. The “size” of a group is measured by its rank (or, in the
language of linear algebra, its dimension).

Example 4.12. Some simple algebra is sufficient to find the group of cycles for our example
graph:
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We use the result above, ∂(AB + BC + CA) = 0, and a direct examination of C1 to conclude
that

∂(x) = 0 =⇒ x = AB +BC + CA or x = 0.

Hence,
Z1 =< AB +BC + CA >= {0, AB +BC + CA},
rankZ1 = 1.

That’s how we know that there is only one hole! �

So, our algebraic-topological conclusion is that for any graph G,

# of holes of |G| = rank ker ∂G.

In linear algebra, the number dimker ∂ is known as the “nullity” of the linear operator.

Exercise 4.13. Compute Z1(G) for G the graph with 7 edges realized as the figure eight.

4.5 Components vs. boundaries

What about the components? The problem we are to solve is often called component labeling:

Let’s review what we know. We defined, in parallel, two equivalence relations in two different
realms and then counted their equivalence classes:
• Topology: Two points x, y ∈ X in set X are homologous, x ∼ y, if there is a path between

them. Then the number of path-components of X is the number of homology classes of points in
X.
• Combinatorics: Two nodes A,B ∈ NG in graph G are homologous, A ∼ B, if there is a path

of edges between them. Then the number of edge-components of G is the number of homology
classes of nodes in G.

Now, let’s try to understand what we need to change in the latter in order to make our analysis
fully algebraic: we need to progress from nodes and edges to chains of nodes and edges. We
approach the problem in a fashion similar to that in the last subsection:
• Algebra: Two chains of nodes P,Q ∈ C0(G) in graph G are homologous, P ∼ Q, if there

is a path (or paths?) of edges between them. These equivalence classes should form some group
and the number of components of G will be the rank of this group.

First we realize that

an edge-path from A to B = a chain of edges the boundary of which is A+B.

To confirm, consider the next example.

Example 4.14. Suppose we are given a graph:
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Then,
∂(a+ b+ c+ d) = A+B ⇐⇒ A ∼ B,
∂(u+ v) = X + Y ⇐⇒ X ∼ Y.

But such a chain of edges doesn’t have to be a single edge-path. Why not two paths? We can
join these two into one chain:

Does this make sense algebraically? Yes:

∂(a+ b+ c+ d+ u+ v) = A+B +X + Y ⇐⇒ A+X ∼ B + Y.

After all, ∂ is additive!

A more precise way to understand the result is given by this equivalence:

∂(a+ b+ c+ d+ u+ v) = A+B +X + Y ⇐⇒ A+X +B + Y ∼ 0. �

Then, our definition is very simple.

Definition 4.15. Two chains of nodes P,Q ∈ C0(G) in graph G are homologous, P ∼ Q, if there
is a chain of edges w ∈ C1(G) with ∂(w) = P +Q.

In particular, a chain of nodes P ∈ C0(G) in graph G is homologous to zero 0 if there is a chain
of edges w with ∂(w) = P . In other words,

P ∼ 0⇐⇒ P = ∂(w) for some 1-chain w.

Exercise 4.16. Prove that P ∼ Q⇐⇒ P +Q ∼ 0.

Definition 4.17. A 0-chain is called a 0-boundary if it is the boundary of some 1-chain. The
group of 0-boundaries of graph G is defined as

B0 = B0(G) := {P ∈ C0(G) : P = ∂G(w) for some w ∈ C1(G)}.

Of course, this definition can be reworded as follows:

B0(G) := Im ∂G.

We know that the images of groups under homomorphisms are subgroups. Indeed, a quick proof
shows that this set is closed under the operations:

x, y ∈ Im ∂ =⇒ x = ∂(X), y = ∂(Y )
=⇒ x+ y = ∂(X) + ∂(Y ) = ∂(X + Y )
=⇒ x+ y ∈ Im ∂.

This makes B0 a subgroup of C0.

Example 4.18. Let’s find the group of boundaries for our example graph:
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The group is generated by the values of the boundary operator on the edges, which we have
already found:

∂(AB) = A+B, ∂(BC) = B + C, ∂(CA) = C +A, ∂(CD) = C +D.

We compute:

B0 = < A+B,B + C,C +A,C +D >
= < A+B,B + C,C +D >
= {0,

A+B,B + C,C +A,C +D,B +D,A+D,
A+B + C +D},

rankB0 = 3.

It follows that rankC0 − rankB0 = 1. That’s how we know that there is only one component! �

Exercise 4.19. Modify the above analysis when edge AD is added.

The boundary group isn’t the goal of our quest however. This group represents the redundancy
that needs to be removed from the group of chains! How?

4.6 Quotients in algebra

Let’s review the quotient construction for abelian groups and vector spaces as it will reappear
many times.

We are given an abelian group L and a subgroup M (or a vector space L and a subspace M).
How do we “remove” M from L? The simple answer of L \M won’t work because it’s not a
group!

Instead, we “collapse” M to 0:

x ∼ 0 if x ∈M .

The question now is, of course, what about the rest of L?

For the end result to be a group we need to make sure that the equivalence relation we are
constructing respects the algebraic operations of L. We then extend the above equivalence ∼ to
the whole L by invoking its algebra:

x ∼ y if x− y ∼ 0,

or

x ∼ y if x− y ∈M .

Then the equivalence class of v ∈ L is

[v] := {x : x− v ∈M} = {x = v +m : m ∈M} = v +M.
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We have proved the following.

Theorem 4.20. The equivalence class of v ∈ L in L/M is a coset of the group (or the affine
subspace of the vector space) produced when M is “shifted” by v:

[v] := v +M.

Example 4.21. Suppose M is the diagonal in L = R2:

M = {(r, r) : r ∈ R}.

Then each equivalence class is a line:

We can clearly see the partition induced by this equivalence relation.

Further, we have:

[v] := {v + (r, r) : r ∈ R} = v +M.

In other words, the elements of L/M are the lines parallel to M . We notice, of course, that
these lines appear to be in a one-to-one correspondence with the points of the other diagonal line
y = −x:

A visualization of the case of free abelian groups, such as L = Z2, would be similar but those
lines would be dotted. �

Theorem 4.22. The quotient set L/M is a group with the operation of addition:
• [u] + [v] = [u+ v], u, v ∈ L,

and, in the case of vector spaces, also scalar multiplication:
• q[u] = [qu], u ∈ L, q ∈ R.

The new group is denoted by L/M as we’ve chosen to “divide” rather than “subtract”. Just
consider:

Rn/Rm = Rn−m, n > m.

Then it’s easy to see that the operations on L/M are well-defined:

[v] + [u] := (v +M) + (u+M) = v + u+ (M +M) = v + u+M =: [v + u],
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and
q[v] := q(v +M) = qv + qM = qv +M =: [qv].

Example 4.23. Finite groups, such as Zp, are harder to visualize in comparison to vector spaces.
The advantage is that such a group is nothing but a list. Let’s compute, from the definition,

(
Z2 ⊕ Z2

)
/ < (1, 0) > .

Because Z2 = {0, 1}, we have the numerator:

L =
{
(0, 0), (1, 0), (0, 1), (1, 1)

}
,

and the denominator
M = {0, 1}.

Then we compute the cosets:

[(0, 0)] := (0, 0) +M = (0, 0) +
{
(0, 0), (1, 0)

}

=
{
(0, 0) + (0, 0), (0, 0) + (1, 0)

}
=

{
(0, 0), (1, 0)

}
=M =: 0;

[(1, 0)] := (1, 0) +M = (1, 0) +
{
(0, 0), (1, 0)

}

=
{
(1, 0) + (0, 0), (1, 0) + (1, 0)

}
=

{
(1, 0), (0, 0)

}
=M =: 0;

[(0, 1)] := (0, 1) +M = (0, 1) +
{
(0, 0), (1, 0)

}

=
{
(0, 1) + (0, 0), (0, 1) + (1, 0)

}
=

{
(0, 1), (1, 1)

}
;

[(1, 1)] := (1, 1) +M = (1, 1) +
{
(0, 0), (1, 0)

}

=
{
(1, 1) + (0, 0), (1, 1) + (1, 0)

}
=

{
(1, 1), (0, 1)

}
.

So, we’ve found the quotient with the generator explicitly presented:

L/M =<
{
(0, 1), (1, 1)

}
> . �

Exercise 4.24. Compute, from the definition,
(
Z2 ⊕ Z2

)
/ < (1, 1) > .

Exercise 4.25. Compute, from the definition,

Z/ < 2 > .

Theorem 4.26. For a finitely-generated abelian group L and its subgroup M , we have

rankL/M = rankL− rankM,

and for a finitely-dimensional vector space L and its subspace M ,

dimL/M = dimL− dimM.

Note that the dimension behaves like the logarithm!

Example 4.27. In the above example, we can collapse the equivalence classes in a particular
way so that they “form” a line. The line is y = −x and it is perpendicular to M . Then one may,
informally, suggest an isomorphism of vector spaces:

L ∼=M ⊕ L/M.
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�

Exercise 4.28. Show that a choice of any other line through 0, other than M itself, would be
just as valid an illustration of this idea.

Example 4.29. To illustrate L/M = R3/R2, these are the equivalence classes, given as cosets
and as subsets:

�

Exercise 4.30. Sketch an illustration for R3/R1.

4.7 Homology as a quotient group

Below we visualize what would like to represent algebraically:

Here, each color corresponds to an element of the group we are after including zero (white).
Meanwhile, we mark one – with a star – in each as a representative.

We are after the components of the graph and they are exactly what’s left once the boundaries
are removed from consideration. As discussed above, we remove a subgroup B from group C not
by deletion but by taking its quotient H = C/B modulo B:

Here the denominator B becomes the zero of the new group.

This is how the construction applies to the chains of nodes:

x ∼ y ⇐⇒ x− y ∈ B0.
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Since we are using the binary addition, this is equivalent to:

x ∼ y ⇐⇒ x+ y ∈ B0,

so x+ y is indeed a boundary. This quotient group is the group of components of the graph:

C0(G)/∼ := C0(G)/B0(G).

Its elements are the equivalence classes of our equivalence relation as well as the cosets of the
group of boundaries:

[0] = B0, [x] = x+B0, [y] = y +B0, ...

Example 4.31. For our example graph, rankB0 = rankC0 − 1 and, therefore, the group of
components is 1-dimensional. Once again, a single component! �

Then our algebraic-topological conclusion is

# of components of G = rankC0 − rank Im ∂G.

More commonly, the group we have constructed is called the 0th homology group:

H0 = H0(G) := C0(G)/B0(G).

Meanwhile, the cycle group Z1 of a graph is also called the 1st homology group:

H1 = H1(G) := ker ∂G.

We will see later that, for an arbitrary dimension n and an arbitrary space X, the homology
group Hn(X) of X captures the interaction between:
• the n-cycles in X, that come from looking at dimension n− 1, and
• the n-boundaries in X, that come from looking at dimension n+ 1.

It is defined as
Hn(G) := Zn(G)/Bn(G).

As we have seen, this analysis applied to graphs is much simpler than that because there are only
two classes of chains. Then:
• in dimension n = 0, “everybody is a cycle”, Z0 = C0; while
• in dimension n = 1, “nobody is a boundary”, B1 = 0.

Exercise 4.32. Explain why Z0 = C0, B1 = 0.

Exercise 4.33. What conditions does a pair of abelian groups H0, H1 have to satisfy so that
there is a graph G with Hi = Hi(G), i = 0, 1?

Here is the summary of homology theory for graphs:
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4.8 An example of homological analysis

Let’s now present a complete write-up of analysis of the topology of a graph.

Example 4.34. Consider this simple graph G:

N = {A,B,C,D} and E = {AB,BC}.

Its realization may be this:

The groups of chains are fully listed:

C0 =
{
0,
A,B,C,D,
A+B,B + C,C +D,D +A,A+ C,B +D,
A+B + C,B + C +D,C +D +A,D +A+B,
A+B + C +D

}
,

rankC0 = 4;

C1 =
{
0,
AB,BC,
AB +BC

}
,

rankC1 = 2.

Based on the ranks of these groups, the boundary operator ∂ : C1 → C0 is given by a 4 × 2
matrix. It satisfies:
• 1. ∂(AB) = A+B,
• 2. ∂(BC) = B + C;

or, written coordinate-wise:
• 1. ∂

(
[1, 0]T

)
= [1, 1, 0, 0]T ,

• 2. ∂
(
[0, 1]T

)
= [0, 1, 1, 0]T .

Therefore, the matrix of ∂ is

∂ =




1 0
1 1
0 1
0 0


 .

The boundaries of all the chains of edges are then computed:

∂(AB) = A+B 6= 0,
∂(BC) = B + C 6= 0,
∂(AB +BC) = A+B +B + C = A+ C 6= 0.

Therefore, the group of cycles is

Z1 = ker ∂ = {x ∈ C1 : ∂x = 0} = {0},
rankZ1 = 0.

Conclusion: There are no holes.

The group of boundaries is computed next:

B0 = Im ∂ =< A+B,B + C >= {0, A+B,B + C,C +A},
rankB0 = 2.
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The homology group is then:
H0 = C0/B0,

with the zero element
[0] = B0 = {0, A+B,B + C,C +A}.

The rest of the cosets are computed by adding element by element:

[A] = A+B0 = {A,B,A+B + C,C},
[D] = D +B0 = {D,D +A+B,D +B + C,D + C +A},
[A] + [D] = [A+D] = A+D +B0 = {A+D,D +B,A+D +B + C,D + C}.

This gives us the list of elements of the homology group:

H0 =< [A], [D] >= {[0], [A], [D], [A] + [D]},
rankH0 = 2.

We can also see this result in the following:

rankH0 = rank(C0/B0) = rankC0 − rankB0 = 4− 2 = 2.

Conclusion: The number of components is 2. �

Exercise 4.35. Modify the above analysis for the case when (a) a new node is added with no
new edges, and (b) a new edge is added with no new nodes.

Exercise 4.36. Provide a similar analysis for the graph:

N = {1, 2, 3, 4},
E = {23, 34, 42}.

Exercise 4.37. In a similar fashion, compute the homology groups of the graph of n edges
arranged in (a) a string, (b) a circle, (c) a star.

Exercise 4.38. In a similar fashion, compute the homology groups of the graph of edges arranged
in an n×m grid.

Exercise 4.39. Compute the homology groups of an arbitrary tree.

5 Maps of graphs

5.1 What is the discrete counterpart of continuity?

Any study of topology would be incomplete without considering continuous transformations of
objects, also known as maps.

Below, we sketch a few simple examples of maps. One should notice that simply counting the
topological features, i.e., components and holes, in the domain and the target spaces doesn’t
reveal the complete picture. Instead, we want to track each of these features and record what
map does to it.
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Exercise 5.1. We “split” the hole here, why don’t we split a component?

In order to be able to employ the algebraic machinery we’ve started to develop, we would like to
match these transformations with their discrete counterparts. These counterparts are functions
of graphs:

f : G→ J,

and just have to make sure that these functions match the continuity of the originals.

To sort this out, we start with just the nodes.

Example 5.2. Let’s illustrate the behavior of those continuous functions above that preserve
and merge components. We consider two edge-less graphs G and J :

NG = {A,B}, EG = ∅, NJ = {X,Y, Z}, EJ = ∅,

and define a “function of nodes”:
fN : NG → NJ

by either
• fN (A) = X, fN (B) = Y , or
• fN (A) = X, fN (B) = X.

Then, of course, these functions generate point-by-point functions on the realizations of these
graphs and those functions demonstrate the topological behavior depicted above. �

Next, we need to understand what may happen to an edge under such a “discrete” function.

It is natural to initially assume that the edges are to be taken to edges, by means of some function:

fE : EG → EJ .

Such an assumption doesn’t seem to cause any problems; in fact, it matches our basic interpre-
tation of graphs as combinations of “agents” and the relations between them. We simply assign
an agent to an agent and a relation to a relation.

However, what about a constant function? What is the discrete counterpart of the function

f : X → Y, f(x) = y0 ∈ Y, ∀x ∈ X?

An easy answer is to allow an edge to be taken to a node, the event that we will call a “collapse”:

f(AB) = X ∈ NJ , ∀AB ∈ EG.

We just learned that a function f : G → J between graphs should be a combination of two, the
node function:

fN : NG → NJ .

and the edge function:
fE : EG → EJ ∪NJ .
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Finding a specific discrete representation, or a counterpart, of a given continuous transformation
may require approximation and even refining the graph:

This issue is discussed at a later time and for now we will be content with an analogy.

5.2 Graph maps

We can show, however, that not every function of graphs as defined above is a valid discrete
counterpart of a continuous function.

Example 5.3. Consider two single-edge graphs:

NG = {A,B}, EG = {AB}, NJ = {X,Y }, EJ = {XY }.

What functions can we define between them?

Let’s we assume that

fE(AB) = XY.

Then we can have several possible values for A,B:
• 1. fN (A) = X, fN (B) = Y ,
• 2. fN (A) = Y, fN (B) = X,
• 3. fN (A) = X, fN (B) = X,
• 4. fN (A) = Y, fN (B) = Y .

The first two options make sense because they preserve the relation between the agents. This
is not the case for options 3 and 4! By looking at the graphs of these functions (on graphs), we
realize that what we accept here is continuity:

and what we reject is the discontinuity:

�

Example 5.4. Let’s start over with the assumption:
• fN (A) = X, fN (B) = X.

The only way to make sense of these is to define the value of the edge to be a node:
• fE(AB) = X.
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And for
• fN (A) = Y, fN (B) = Y ,

we set
• fE(AB) = Y .

Then we simply have two constant functions here. �

What we have learned is that the values of the function on the nodes dictate the values on the
edges, and vice versa.

Keeping in mind that we are after a discrete analog of continuous functions, let’s consider another
example.

Example 5.5. Given two two-edge graphs:

NG = {A,B,C}, EG = {AB,BC}, NJ = {X,Y, Z}, EJ = {XY, Y Z}.

What functions can we define between them?

Consider just these three possibilities:

They are given by these functions:
• (1) fN (A) = X, fN (B) = Y, fN (C) = Z, fE(AB) = XY, fE(BC) = Y Z,
• (2) fN (A) = X, fN (B) = Y, fN (C) = Y, fE(AB) = XY, fE(BC) = Y ,
• (3) fN (A) = X, fN (B) = Y, fN (C) = Z, fE(AB) = XY, fE(BC) = Z. �

Even a casual look at the graphs reveals the difference: the presence or absence of continuity. In
fact, these three graphs look like they could have come from a calculus textbook as illustrations
of the issue of continuity vs. discontinuity:

lim
x→B−

f(x) = f(B) = lim
x→B+

f(x).

We need to ensure this kind of continuity. We plot the nodes first and then attach the edges to
them. If we discover that this is impossible, no realization of the function can be continuous and
it should be discarded.

Therefore, we require from the edge function fE the following:
• for each edge e, fE takes its endpoints to the endpoints of fE(e).

Or, in a more compact form,

fN (A) = X, fN (B) = Y ⇐⇒ fE(AB) = XY.

We say that, in this case, the edge is cloned.

But what about the collapsed edges? It’s easy; we just require:
• for each edge e, if e is taken to node X, then so are its endpoints, and vice versa.

Or, in a more compact form,

fN (A) = fN (B) = X ⇐⇒ fE(AB) = X.
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Definition 5.6. A function of graphs f : G→ J ,

f =
{
fN : NG → NJ , fE : EG → EJ ∪NJ

}
,

is called a graph map if

fE(AB) =

{
fN (A)fN (B) if fN (A) 6= fN (B),

fN (A) if fN (A) = fN (B).

In the most abbreviated form, this discrete continuity condition is:

f(AB) = f(A)f(B),

with the understanding that XX = X.

With this property assumed, we only need to provide fN , and fE will be derived.

This idea also allows us to realize graph maps as continuous functions.

Example 5.7. Suppose two graphs G, J are realized as intervals:

|G| = [A,E] ⊂ R, |J | = [X,Z] ⊂ R.

Suppose f : G→ J is a graph map, then we are looking for a continuous function

|f | : [A,E]→ [X,Z].

We will need the node function fN only. Suppose

fN (A) = X, fN (B) = Y, fN (C) = Y, fN (D) = Z, fN (E) = Y.

Then, naturally, we set

|f |(A) = X, |f |(B) = Y, |f |(C) = Y, |f |(D) = Z, |f |(E) = Y.

Now we can see how easy it is to reconstruct the rest of the function. We just need to connect
these points and, since all we need is continuity, we connect them by straight segments. The
formulas are familiar:

|f |(tA+ (1− t)B) = tX + (1− t)Y, t ∈ [0, 1].

It’s a bit trickier for the next edge:

|f |(tB + (1− t)C) = tY + (1− t)Y = Y, t ∈ [0, 1],

but it still works! We can handle collapses too. �

Exercise 5.8. Define a realization of a graph map and prove the continuity of |f |.
Below we illustrate these ideas for general graphs. Here are two continuous possibilities for a
discrete function and one discontinuous:
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Exercise 5.9. Prove that the composition of two graph maps is a graph map.

Exercise 5.10. Under what circumstances is there the inverse of a graph map which is also a
graph map?

5.3 Chain maps

We can now move on to algebra.

Example 5.11. We consider the maps of the two two-edge graphs given above:

NG = {A,B,C}, EG = {AB,BC},
NJ = {X,Y, Z}, EJ = {XY, Y Z};

and the two graph maps.

The key idea is to think of graph maps as functions on the generators of the chain groups:

C0(G) =< A,B,C >, C1(G) =< AB,BC >,
C0(J) =< X,Y, Z >, C1(J) =< XY, Y Z > .

Let’s express the values of the generators in G under f in terms of the generators in J .

The first function is given by

fN (A) = X, fN (B) = Y, fN (C) = Z,
fE(AB) = XY, fE(BC) = Y Z.

It is then written coordinate-wise as follows:

f0

(
[1, 0, 0]T

)
= [1, 0, 0]T , f0

(
[0, 1, 0]T

)
= [0, 1, 0]T , f0

(
[0, 0, 1]T

)
= [0, 0, 1]T ,

f1

(
[1, 0]T

)
= [1, 0]T , f1

(
[0, 1]T

)
= [0, 1]T .
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The second is given by

fN (A) = X, fN (B) = Y, fN (C) = Y,
fE(AB) = XY, fE(BC) = Y.

It is written coordinate-wise as follows:

f0

(
[1, 0, 0]T

)
= [1, 0, 0]T , f0

(
[0, 1, 0]T

)
= [0, 1, 0]T , f0

(
[0, 0, 1]T

)
= [0, 0, 1]T ,

f1

(
[1, 0]T

)
= [1, 0]T , f1

(
[0, 1]T

)
= 0.

The very last item requires special attention: the collapsing of an edge in G does not produce a
corresponding edge in J . This is why we make an algebraic decision to assign it the zero value.

As always, it suffices to know the values of a function on the generators to recover the whole
homomorphism. These two functions fN and fE generate two homomorphisms:

f0 : C0(G)→ C0(J), f1 : C1(G)→ C1(J).

It follows that the first homomorphism is the identity and the second can be thought of as a
projection. �

Exercise 5.12. Prove the last statement.

Exercise 5.13. Find the matrices of f0, f1 in the last example.

Exercise 5.14. Find the matrices of f0, f1 for f : G → J given by fE(AB) = XY, fE(BC) =
XY .

Let’s take another look at the “discrete continuity conditions” from the last subsection. No
matter how compact these conditions are, one is forced to explain that the collapsed case appears
to be an exception to the general case. To get around this inconvenience, let’s find out what
happens under f to the boundary operator of the graph.

Example 5.15. We have two here:

∂G : C1(G)→ C0(G)
∂J : C1(J)→ C0(J),

one for each graph.

Now, we just use the fact that
∂(AB) = A+B,

and the continuity condition takes this form:

∂(f1(AB)) = f0(∂(AB)).

It applies, without change, to the case of a collapsed edge. Indeed, if AB collapses to X, both
sides are 0:

∂(f1(AB)) = ∂(0) = 0;
f0(∂(AB)) = f0(A+B) = f0(A) + f0(B) = X +X = 0. �

We follow this idea and introduce a new concept.

Definition 5.16. The chain map generated by a graph map f : G → J is a pair of homomor-
phisms f∆ := {f0, f1}:

f0 : C0(G)→ C0(J),
f1 : C1(G)→ C1(J),
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generated by fN and fE respectively.

By design, these two homomorphisms satisfy the following.

Theorem 5.17 (Algebraic Continuity Condition). For any graph map f : G→ J , its chain
map satisfies:

∂Jf1(e) = f0(∂Ge),

for any edge e in G.

Whenever the boundary operator can be properly defined, we can use this condition in any
dimension and not just for graphs.

Exercise 5.18. Suppose a graph map collapses all edges. Find its chain map.

Exercise 5.19. Find the matrix of the chain map of a graph map that shifts by one edge a graph
of n edges arranged in (a) a string, (b) a circle.

Exercise 5.20. Find the matrix of the chain map of a graph map that folds in half a graph of
2n edges arranged in (a) a string, (b) a circle, (c) a figure eight; also (d) for a figure eight with
4n edges – the other fold.

Exercise 5.21. Find the matrix of the chain map of a graph map that flips a graph of 2n edges
arranged in (a) a string, (b) a circle, (c) a figure eight; also (d) for a figure eight with 4n edges –
the other flip.

Below are the main theorems of this theory.

Theorem 5.22. Transitioning to chain maps preserves the identity:

(IdG)0 = IdC0(G), (IdG)1 = IdC1(G).

Theorem 5.23. Transitioning to chain maps preserves the compositions:

(fg)0 = f0g0, (fg)1 = f1g1.

Theorem 5.24. Transitioning to chain maps preserves the inverses:

(f−1)0 = f−1
0 , (f−1)1 = f−1

1 .

Exercise 5.25. Prove these three theorems.

A wonderfully compact form of the above condition is below:

∂f = f∂

We will see this identity a lot. An appropriate way to describe what happens here is to say
that the chain maps and the boundary operators commute. The idea is visualized with so-called
“commutative diagrams”.

5.4 Commutative diagrams

This very fruitful approach will be used throughout.

Compositions of functions can be visualized as flowcharts:
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In general, we represent a function f : X → Y diagrammatically as a black box that takes an
input and releases an output (same y for same x):

input function output

x −−−→ f −−−→ y

or, simply,

X
f−−−−→Y.

Suppose now that we have another function g : Y → Z; how do we represent their composition
fg = g ◦ f?
To compute it, we “wire” their diagrams together consecutively:

x−−−→ f −−−→ y−−−→ g −−−→ z

The standard notation is the following:

X
f−−−−→Y

g−−−−→Z.

Or, alternatively, we may want to emphasize the resulting composition:

X
f−−−−→ Y

gf ց
yg
Z

We say that the new function “completes the diagram”.

The point illustrated by the diagram is that, starting with x ∈ X, you can
• go right then down, or
• go diagonally;

and either way, you get the same result:

g(f(x)) = (gf)(x).

In the diagram, this is how the values of the functions are related:

x ∈ X
f−−−−→ Y ∋ f(x)

gf ց
yg

(gf)(x) ∈ Z ∋ g(f(x))

Example 5.26. As an example, we can use this idea to represent the inverse function f−1 of f .
It is the function that completes the diagram with the identity function on X:

X
f−−−−→ Y

IdX
ց

yf−1

X �
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Exercise 5.27. Plot the other diagram for this example.

Example 5.28. The restriction of f : X → Y to subset A ⊂ X completes this diagram with the
inclusion of A into X:

A →֒ X

f |A ց
yf
Y �

Diagrams like these are used to represent compositions of all kinds of functions: continuous
functions, graph functions, homomorphisms, linear operators, and many more.

Exercise 5.29. Complete the diagram:

ker f →֒ X

? ց
yf
Y

A commutative diagram may be of any shape. For example, consider this square:

X
f−−−−→ Yyg′ ց

yg

X ′ f ′

−−−−−→Y ′

As before, go right then down, or go down then right, with the same result:

gf = f ′g′.

Both give you the function of the diagonal arrow!

This identity is the reason why it makes sense to call such a diagram “commutative”. To put it
differently,

vertical then horizontal is same as horizontal then vertical.

The illustration above explains how the blue and green threads are tied together in the beginning
– as we start with the same x in the left upper corner – and at the end – where the output of these
compositions in the right bottom corner turns out to be the same. It is as if the commutativity
turns this combination of loose threads into a piece of fabric!

The algebraic continuity condition in the last subsection

∂Jf1(e) = f0(∂Ge)
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is also represented as a commutative diagram:

C1(G)
f1−−−−−→ C1(J)y∂G ց

y∂J

C0(G)
f0−−−−−→C0(J).

Exercise 5.30. Draw a commutative diagram for the composition of two chain maps.

Exercise 5.31. Restate in terms of commutative diagrams the last two theorems in the last
subsection.

5.5 Cycles and boundaries under chain maps

Ultimately, our interest is to track the topological changes as one graph is mapped to another.
Given a graph map f : G→ J , the main two questions are about the two topological features we
have been studying:
• 1. What is the counterpart in J of each component of G under f?
• 2. What is the counterpart in J of each hole of G under f?

Unfortunately, these questions are imprecise.

As we know, the topological features are fully captured by the homology groups of these graphs
so that we can rephrase these questions as follows:
• 1. How does f transform the 0th homology group H0(G) (components) of G into the 0th

homology group H0(J) of J?
• 2. How does f transform the 1st homology group H1(G) (cycles) of G into the 1st homology

group H1(J) of J?

To answer these questions we need to conduct a further algebraic analysis of f .

Let’s review. First, f is a pair of functions:
• 1. fN : NG → NJ , and
• 2. fE : EG → EJ ∪NJ .

These two generate the chain map f∆ of f , which is a pair of homomorphisms:
• 1. f0 : C0(G)→ C0(J), and
• 2. f1 : C1(G)→ C1(J).

These two “commute” with the boundary operator:

f0∂ = ∂f1.

These homomorphisms reveal what happens to the cycles. First, we have no interest in the 1-
chains that aren’t 1-cycles. That’s why we consider the restriction of f1 to the group of cycles
Z1(G):

f1

∣∣∣
Z1(G)

: Z1(G)→ C1(J);

it has the same values as the original. Now a crucial step.

Theorem 5.32. f1 takes cycles to cycles.

Proof. Suppose ∂G(x) = 0, then by the commutativity property above, we have So, we’ve found
the quotient with the generator explicitly presented:

∂J(f1(x)) = f0(∂G(x)) = f0(0) = 0. �

Remember, zero is also a cycle...
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So, not only the restriction makes sense but also the values of this new function lie in Z1(J).
Reusing “f1” for this new function, we state this fact as follows.

Corollary 5.33. The map of cycles f1 : Z1(G)→ Z1(J) is well-defined.

Example 5.34. Consider the graph in the form of a triangle:

NG = NJ = {A,B,C}, EG = EJ = {AB,BC,CA};

and suppose f is this rotation:

fN (A) = B, fN (B) = C, fN (C) = A.

Its realization is on the left:

A quick computation shows that

Z1(G) = Z1(J) =< AB +BC + CA > .

Now,

f1(AB +BC + CA) = f1(AB) + f1(BC) + f1(CA)
= BC + CA+AB = AB +BC + CA.

So, f1 : Z1(G)→ Z1(J) is the identity (even though f isn’t). Conclusion: the hole is preserved.

Now, the other realization is that of the collapse of the triangle onto one of its edges given by

fN (A) = A, fN (B) = B, fN (C) = A.

Then
f1(AB +BC + CA) = f1(AB) + f1(BC) + f1(CA)

= AB +BA+ 0 = 0.

So, the homomorphism is zero. Conclusion: the hole collapses. �

Exercise 5.35. Carry out the “quick computation”.

Exercise 5.36. Modify the computations for another rotation and another collapse.

Next, the components. This issue is more complicated because the 0th homology groups of G
and J are both quotients. We already have a homomorphism

f0 : C0(G)→ C0(J),

with the commutativity property, and we need to define somehow another homomorphism

? : H0(G) =
C0(G)

B0(G)
→ H0(J) =

C0(J)

B0(J)
.

The challenge is that a map on homology groups would have to handle classes of chains. Fortu-
nately, the problem is fully resolved in group theory. We review quotient maps next.
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5.6 Quotient maps in algebra

Suppose we have two groups A,B, and pairs of their subgroups

A′′ ⊂ A′ ⊂ A, B′′ ⊂ B′ ⊂ B.
Suppose also that there is a homomorphism between these two groups:

F : A→ B.

Then the only reasonable way to define the quotient map

[F ] : A′/A′′ → B′/B′′

of F is by setting its value for each equivalence class [x] of x to be the equivalence class of F (x);
i.e.,

[F ]([x]) := [F (x)], ∀x ∈ A′.

But is this function well-defined?

What can possibly go wrong here?

First, the new function might miss its target: F (x) 6∈ B′. We have to require that such a
restriction of F to A′ makes sense; i.e.,
• (1) F (A′) ⊂ B′.

Second, the formula might produce a different result if we choose another representative of the
equivalence class [x] of x. We want to ensure that this doesn’t happen:

[y] = [x] =⇒ [F ]([y]) = [F ]([x]),

or
y ∼ x =⇒ F (y) ∼ F (x).

Recall the definition of the quotient group modulo X:

a ∼ b mod (X)⇐⇒ a− b ∈ X.
So, we want to ensure that

x− y ∈ A′′ =⇒ F (x)− F (y) ∈ B′′,

or
x− y ∈ A′′ =⇒ F (x− y) ∈ B′′.

Thus, it suffices to ask, once again, that the restriction of F to A′′ makes sense; i.e.,
• (2) F (A′′) ⊂ B′′.

This constraint isn’t surprising. After all, the new homomorphism is supposed to take the zero
of the first quotient group, which is A′′ = 0 ∈ A′/A′′, to the zero of the second quotient, which is
B′′ = 0 ∈ B′/B′′. The idea is illustrated below:
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Example 5.37. To illustrate condition (2), consider linear operators f : R → R3 and the
quotient R3/R2. These are the equivalence classes:

Which operators have well-defined quotient operators with respect to this quotient? The reflec-
tions do, but the rotations do not, unless the axis of rotation is the z-axis. �

Exercise 5.38. What about the stretches?

To summarize, the quotient map is well-defined provided the conditions (1) and (2) are satisfied.
These two conditions can be conveniently stated as, F is a function of pairs; i.e.,

F : (A′, A′′)→ (B′, B′′).

Exercise 5.39. Find all homomorphisms f : Z2 ⊕Z2 → Z2 ⊕Z2 such that their quotient maps,

[f ] :
(
Z2 ⊕ Z2

)
/ < (1, 1) >→

(
Z2 ⊕ Z2

)
/ < (1, 0) >,

are well-defined.

Exercise 5.40. Do the same for homomorphisms f of integers and their quotients:

[f ] : Z/ < n >→ Z/ < m > .

5.7 Homology maps

As we examine the two requirements in the last subsection in our particular situation, we realize
that for maps of components we only need the latter:

f0(B0(G)) ⊂ B0(J).

Theorem 5.41. The 0th chain map f0 of a graph map f takes boundaries to boundaries.

Proof. Suppose x = ∂G(y), then by the commutativity formula above, we have

f0(x) = f0(∂G(y)) = ∂J(f1(y)). �

Recall that [A] stands for the homology class of vertex (or a 0-cycle) A that consists of all 0-cycles
homologous to A.

Corollary 5.42. The map of components [f0] : H0(G)→ H0(J) given by

[f0]([A]) = [f0(A)]

is well-defined.

Proof. If x ∈ B0(G) then f0(x) ∈ B0(J). Hence, f0(B0(G)) ⊂ B0(J). Further,

[f0]([A]) = [f0](A+B0(G)) = [f0](A)+B0(J) = [f0(A)]. �

Example 5.43. Consider this two-node graph and this single-edge graph:

NG = NJ = {A,B}, EG = ∅, EJ = {AB},
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Merging of components is easy to illustrate with the following map between them:

fN (A) = A, fN (B) = B.

This is its realization:

It follows that

C0(G) = H0(G) =< [A], [B] >,
C0(J) =< A,B >, H0(J) = {[A] = [B]},
f0([A]) = f0([B]) = [A]. �

We now combine the maps of components with the map of cycles from the last subsection.

Definition 5.44. The pair f∗ := {[f0], f1} is called the homology map of the graph map f .

Exercise 5.45. Find the matrices of the homology map of a graph map that folds in half a graph
of 2n edges arranged in (a) a string, (b) a circle, (c) a figure eight.

Exercise 5.46. Devise a graph map that “splits a hole” and then conduct a homological analysis
to confirm this.

The following three theorems give us the main features of homology theory.

Theorem 5.47. Transitioning to homology maps preserves the identity:
[
(IdG)0

]
= IdH0(G),

(
IdG

)
1
= IdH1(G).

Theorem 5.48. Transitioning to homology maps preserves the compositions:
[
(fg)0

]
= [f0][g0],

(
fg

)
1
= f1g1.

Theorem 5.49. Transitioning to homology maps preserves the inverses:
[
(f−1)0

]
= [f0]

−1,
(
f−1

)
1
= f−1

1 .

Exercise 5.50. Prove these three theorems.

Example 5.51 (self-maps of circle). Let’s try to classify the continuous functions of circle to
circle. The best we can do, for now, is to think of the circles as realizations of two circular graphs
G, J made of n,m nodes and n,m edges respectively:

NG = {A0, A1, ..., An = A0}, NJ = {B0, B1, ..., Bm = B0},
EG = {A0A1, ..., An−1An}, EJ = {B0B1, ..., Bm−1Bm},

and then classify the graph maps f : G → J . We have to allow all possible values of n ≥ m in
order to be able to reproduce multiple wraps; one needs n = 2m for a double wrap.
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The outcome we might hope for is the one that reveals the difference of a loop that goes around 1
time from one that goes around 2 times from one that goes around 3 times, etc., and from those
that go in the opposite direction:

For these functions, the numbers of turns are: 1, 1,−1, 0, 2. Meanwhile, homology theory as it
has been so far developed produces results that fall short of our goal. The homology groups of
the graphs are very simple:

H0(G) =< [A0] >, H0(J) =< [B0] >,
H1(G) =< A0A1 + ...+An−1An >, H1(J) =< B0B1 + ...+Bm−1Bm > .

Both of these 1st homology groups are isomorphic to Z2; therefore, there can be only two possible
homology maps: the zero and the isomorphism. In the former case, the graph map doesn’t make
a full turn or makes an even number of turns and in the latter case, it makes an odd number of
turns, clockwise or counterclockwise. In binary arithmetic, the numbers of turns for the above
functions become: 1, 1, 1, 0, 0.

To be able to count the turns, we’d have to use directed edges and the integer arithmetic. This
development is presented in the later chapters. �

Exercise 5.52. Provide the missing details of the example: compute the homology groups of the
graphs, represent the depicted functions as realizations of graph maps, compute their homology
maps, etc.

6 Binary calculus on graphs

6.1 The algebra of plumbing, continued

We introduce more algebra with the familiar metaphor.

We think of a graph as a plumbing system that consists of a network of pipes and joints, and
each joint and each pipe is equipped with an on-off switch.

The two plumbers “flip the switch” on a joint or a pipe which is recorded with binary numbers
and the repeated flips are cancelled via binary addition. Since this activity is happening at every
joint and every pipe, we have the two groups: the chains of nodes and the chains of edges:

C0
∼= (Z2)

n, C1
∼= (Z2)

m.
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Let’s concentrate on a single switch. We assume that it is closed in the beginning of the day.
Then the combined request will tell us the state of each switch in the end of the day. We use 0
for closed and 1 for open.

We add water now.

Behind the switch is a reservoir. We look at:
• the state of the reservoir (full or empty),
• the request for the switch, and
• the resulting flow of water.

All of these are binary numbers, 0 or 1. How this works is obvious:
• pump on (1) and switch flipped (1), then water flows (1);
• pump off (0) and switch flipped (1), then water doesn’t flow (0); etc.

We discover that this isn’t binary addition but binary multiplication:

1× 1 = 1, 0× 1 = 0, 1× 0 = 0, 0× 0 = 0.

It is important that the two numbers in the left-hand side refer to two very different entities
and it would be misleading to suggest that these are group operations. Instead, let’s rename the
states of the reservoir as 0∗ and 1∗. Then we have:

1∗ × 1 = 1, 0∗ × 1 = 0, 1∗ × 0 = 0, 0∗ × 0 = 0.

In fact, the best way to think of these two numbers is as functions:

1∗(1) = 1, 0∗(1) = 0, 1∗(0) = 0, 0∗(0) = 0.

Furthermore, the distributive property proves that these are homomorphisms

x∗ : Z2 → Z2.

These simple functions, 0∗ and 1∗, are defined for every switch and, therefore, for all chains; these
functions are called cochains.

6.2 The dual of a group

What follows is the algebra we need in order to understand these binary cochains.

Given a group L, its dual L∗ (over Z2) is the set of all homomorphisms on L,

s : L→ Z2.

Let’s start with this simplest group:

L = {0, A} ∼= Z2,
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with A + A = 0, etc. There are only two such homomorphisms: the zero and the identity. The
former may be thought of as the multiplication by 0 and the latter by 1. We can denote them by
0∗ and 1∗, just as in the last subsection. Then,

L∗ := {0∗, 1∗}.

In other words, we see the following again:

0∗(0) = 0, 0∗(1) = 0, 1∗(0) = 0, 1∗(0) = 1.

A more general case is:

L := Z2 ⊕ Z2 ⊕ ...⊕ Z2︸ ︷︷ ︸
n times

=
(
Z2

)n
.

Every element of L is written as

x = (x1, ..., xn), xi ∈ Z2.

Then every element of L∗ is written as

x = (x∗1, ..., x
∗
n), xi ∈ Z2.

Therefore,

L∗ ∼=
(
Z2

)n
.

Since the sum of two homomorphisms is a homomorphism, we make the following conclusion.

Proposition 6.1. The dual of Z2 is a group isomorphic to Z2.

So, L ∼= L∗! However, this doesn’t mean that those two are the same thing.

The first crucial difference is that we canmultiply the elements of the latter, because the product of
two homomorphisms to a given group is also a homomorphism. We make the following conclusion.

Proposition 6.2. The dual L∗ is a ring.

Exercise 6.3. Prove the proposition.

Exercise 6.4. Define and find the dual over Z2 of the group Z3.

Further, what happens to the dual L∗ under homomorphisms of L?

As it turns out, this is a wrong question to ask. Suppose there is another group K and suppose
h : L → K is a homomorphism. Then, for any s ∈ L∗, what happens is seen in the following
diagrams:

L
s−−−−→Z2 A 7→ 0 or 1yh ||

yh || ?

K
t−−−−→Z2 h(A) 7→ 0 or 1

It would be natural to try to express the “new” function t in terms of the “old” s, but it’s
impossible to combine s with h. In fact, it is the opposite that we need to consider – th makes
sense and ht doesn’t. Then we simply require the first diagram to be commutative or, which is
the same thing, that the outputs of the two homomorphisms coincide on the right in the second
diagram. As a result, s is defined in terms of t:

s(A) := th(A).

Then t ∈ K∗ is the input and s ∈ L∗ is the output of the new homomorphism.
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To summarize, the dual homomorphism of a homomorphism

h : L→ K

is the homomorphism (note the direction of the arrow)

h∗ : K∗ → L∗,

defined by the identity:

h(y∗)(x) := y∗h(x),

for any x ∈ L and any y ∈ K.

Exercise 6.5. For L and K chosen to be either Z2 or Z2⊕Z2, provide a formula for h∗ for every
possible h.

Exercise 6.6. How many homomorphisms (Z2)
n → Z2 are there?

6.3 Cochains of nodes and cochains of edges

We apply the algebra developed in the last subsection to cochains.

Suppose we are given a graph G with the set of nodes N and the set of edges E. Then the group
of chains of nodes, or 0-chains, and the group of chains of edges, or 1-chains, are respectively:

C0 = C0(G) :=
{ ∑

A∈Q

A : A ⊂ N
}
∪ {0} =< N >,

C1 = C1(G) :=
{ ∑

AB∈P

AB : P ⊂ E
}
∪ {0} =< E > .

Definition 6.7. A k-cochain on graph G is a homomorphism s : Ck(G)→ Z2.

Since the sum of two homomorphisms is a homomorphism, we make the following conclusion.

Proposition 6.8. The 0- and 1-cochains on graph G form groups, denoted by C0(G) and
C1(G) respectively (not to be confused with the set of differentiable functions).

If we consider one node (or edge) at a time, we are in the setting of the last subsection. As we
know, there are only two such homomorphisms: the zero 0∗ and the identity 1∗. Therefore,
• a 0-cochain assigns a number, 0 or 1, to each node, and
• a 1-cochain assigns a number, 0 or 1, to each edge.

Just like chains!

There is a special way to present the cochains in terms of the “basic chains”, i.e., the nodes and
the edges. For every such chain x ∈ Ck, k = 0, 1, define a “basic cochain” x∗ : Ck → Z2, by

x∗(t) :=

{
1 if t = x,

0 if t 6= x.

Then every cochain is simply the sum of a set of the basic cochains.



6. BINARY CALCULUS ON GRAPHS 77

Proposition 6.9.

C0 :=
{ ∑

A∗∈Q

A : A ⊂ N
}
∪ {0} ∼= Z2,

C1 :=
{ ∑

AB∗∈P

AB : P ⊂ E
}
∪ {0} ∼= Z2.

Proposition 6.10. The function x 7→ x∗ generates an isomorphism between the groups of chains
and cochains:

Ck ∼= Ck.

Since everything is expressed in terms of these generators, this isomorphism is given explicitly by

(∑

i

Ai

)∗

:=
∑

i

A∗
i .

Exercise 6.11. Prove the propositions.

Next, with ordered sets of nodes N and edges E fixed as bases of the groups of chains, both
chains and cochains can be written coordinate-wise, as column-vectors and row-vectors.

Example 6.12. Let’s once again consider this graph G:
• N = {A,B,C,D},
• E = {AB,BC,CA,CD}.

Then its chains of nodes are

A =




1
0
0
0


 , B =




0
1
0
0


 , ..., A+B =




1
1
0
0


 , ...

Then the cochains of nodes are:

A∗ = [1, 0, 0, 0], B∗ = [0, 1, 0, 0], ..., (A+B)∗ = [1, 1, 0, 0], ...

Similarly, the cochains of edges are:

AB∗ = [1, 0, 0, 0], BC∗ = [0, 1, 0, 0], ..., (AB +BC)∗ = [1, 1, 0, 0], ... �

Proposition 6.13. The value of a cochain s at a given chain a is the dot-product of the two:

s(a) = 〈s, a〉.

We always put the cochain first in this dot product. This way, the output is simply the matrix
product sa of a 1× n matrix s and an n× 1 matrix a.

Example 6.14. To illustrate this formula, let’s consider a very simple example:
• G, a graph with 8 edges numbered from 0 to 8,
• a, a chain equal to the sum of the edges from 1 to 5, and
• s, a cochain with 1s and 0’s shown.
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Then,

a = [0, 1, 1, 1, 1, 1, 0, 0, 0]T , s = [1, 1, 0, 1, 1, 0, 1, 1].

We compute:

s(a) = 〈s, a〉 = ∑
i siai

= 1 · 0 + 1 · 1 + 0 · 1 + 1 · 1 + 1 · 1 + 0 · 0 + 1 · 0 + 1 · 0
= 1 · 1 + 0 · 1 + 1 · 1 + 1 · 1 = 1.

This is the (binary) area under the graph of s! (One can also imagine the plumber keeping a
binary count of how many times he has flipped the switch.) �

The notation so justified is:

s(a) =

∫

a

s, or s(AB) =

∫ B

A

s.

Meanwhile, in this context, cochains are called discrete differential forms, to be discussed later.

Exercise 6.15. Verify the counterparts of the Linearity, Additivity, and other properties of the
Riemann integral.

Exercise 6.16. Provide a similar, integral interpretation of 0-cochains.

6.4 Maps of cochains

Now, what happens to chains under graph maps is very simple. If f : G → J is such a map, its
chain maps

fk : Ck(G)→ Ck(J)

are defined as follows. If A is a node in G, then we have the following:

f0(A) = f(A).

What about the cochains? We already know that the arrows will be reversed, in a “dual” way.

Suppose s is a k-cochain in G and t in J . Then the relation between them is seen in the following
commutative diagram:

Ck(G)
s−−−−→Z2yfk ||

Ck(J)
t−−−−→Z2

Definition 6.17. The k-cochain map, k = 0, 1, ..., of a graph map f : G→ J are the homomor-
phisms (note the direction of the arrow):

fk : Ck(J)→ Ck(G),
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defined by
fk(t)(a) := tfk(a),

for any k-chain a in G and any k-cochain t in J .

Example 6.18. Let’s consider the formula for a specific f : G→ G, the shift (with one collapse)
of the three-edge graph G:
• G := {0, 1, 2, 3; 01, 12, 23},
• f(0) = 1, f(1) = 2, f(2) = 3, f(3) = 3.

First, the nodes. We have
• f0(0) = 1, f0(1) = 2, f0(2) = 3, f0(3) = 3.

It suffices to compute the cochain map f0 for
• all basic 0-chains of G, a = p, and
• all basic 0-cochains of G, t = q∗;

with p, q = 0, ..., 3. We use the formula:

f0(q∗)(p) := q∗f0(p),

with the latter equal to 0 (the number, not the node) unless q = f0(p). Then, f0(q∗)(p) = 0
unless q = p+ 1 or q = p = 3. The answer is:
• f0(0∗) = 0 (i.e., it’s trivial);
• f0(q∗) = (q − 1)∗, q = 1, 2;
• f0(3∗) = 3∗.

We next compare the matrices:

f0 =




0 0 0 0
1 0 0 0
0 1 0 0
0 0 1 1


 , f0 =




0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 1


 .

The second matrix is the transposes of the first!

Second, the edges. We have
• f1(01) = 12, f1(12) = 23, f1(23) = 0.

It suffices to compute the cochain map f1 for
• all basic 1-chains of G, a = p, and
• all basic 1-cochains of G, t = q∗;

with p, q = 01, 12, 23. We use the above formula:

f1(q∗)(p) := q∗f1(p),

which is equal to 0 unless q = f1(p) 6= 0. The answer is:
• f1(01∗) = 0;
• f1

(
[m,m+ 1]∗

)
= [m− 1,m]∗, m = 2, 3.

Compare the matrices:

f1 =




0 0 0
1 0 0
0 1 0


 , f1 =




0 1 0
0 0 1
0 0 0


 .

Once again, they are the transposes of each other. �
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Exercise 6.19. Compute the cochain maps of other specific choices of f – shift, flip, fold – for
the graph in the last example.

To make sense of the formula in the definition, let’s use the integral notation above (k = 1):

∫

a

f1(t) =

∫

f1(a)

t.

Then, if we set a = AB, we have ∫ B

A

f1(t) =

∫ f(B)

f(A)

t.

But this is just the formula of integration by substitution...

6.5 The coboundary operator

Recall that the boundary operator

∂ : C1(G)→ C0(G)

is set by its value for each edge:
∂(AB) = A+B.

What happens to the cochains? Just as in the last subsection, we expect that the arrows will be
reversed, in a “dual” way.

Suppose s is a 1-cochain in G and Q a 0-cochain. Then the relation between them is seen in the
following commutative diagram, similar to the one in the last subsection:

C1(G)
s−−−−→ Z2y∂ ||

C0(G)
Q−−−−−→Z2

Definition 6.20. The coboundary operator of a graph G is the homomorphism:

d = ∂∗ : C0(G)→ C1(G),

defined by
d(Q)(a) := Q∂(a),

for any 1-chain a and any 0-cochain Q in G.

Example 6.21. Here is an example:
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Our claim is that
dA∗ = AB∗ +AC∗ +AD∗ +AE∗.

We prove it by evaluating dA∗ for each of the four basic 1-chains:

dA∗(AB) = (AB∗ +AC∗ +AD∗ +AE∗)(AB) = 1 + 0 + 0 + 0 = 1,

and, similarly:
dA∗(AC) = 1, dA∗(AD) = 1, dA∗(AE) = 1.

We can also use the definition with Q = A∗:

�

Exercise 6.22. Generalize this example.

Example 6.23. Consider the boundary operator for this graph one more time:

Then:

∂
(
[1, 0, 0, 0]T

)
= [1, 1, 0, 0]T , d

(
[1, 0, 0, 0]

)
= [1, 0, 1, 0];

∂
(
[0, 1, 0, 0]T

)
= [0, 1, 1, 0]T , d

(
[0, 1, 0, 0]

)
= [1, 1, 0, 0];

∂
(
[0, 0, 1, 0]T

)
= [1, 0, 1, 0]T , d

(
[0, 0, 1, 0]

)
= [0, 1, 1, 1];

∂
(
[0, 0, 0, 1]T

)
= [0, 0, 1, 1]T , d

(
[0, 0, 0, 1]

)
= [0, 0, 0, 1];

Therefore, the matrices are

∂ =




1 0 1 0
1 1 0 0
0 1 1 1
0 0 0 1


 , d =




1 1 0 0
0 1 1 0
1 0 1 0
0 0 1 1


 .

They are the transposes of each other. �

Exercise 6.24. Provide the details of the computations above.

To make sense of the formula in the definition we use the integral interpretation again, with
a = AB: ∫

AB

dQ =

∫

∂(AB)

Q =

∫

A+B

Q = Q(A) +Q(B).

But that’s the (binary) Fundamental Theorem of Calculus! That’s why, when we think of cochains
as differential forms, d is called the exterior derivative (or the differential). In this sense, Q is an
antiderivative of dQ.

We are in a position to conjecture that this isn’t a coincidence...
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Chapter II

Topologies

1 A new look at continuity

1.1 From accuracy to continuity

The idea of continuity can be introduced and justified by comparing the accuracy of direct and
indirect measurements.

Let’s imagine that we have a collection of square tiles of various sizes and we need to find the
area A of each of them in order to know how many we need to cover the whole floor.

The answer is, of course, to measure the side, x, of each tile and then compute

A = x2.

83
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In particular, we may have (in inches):

x = 10 =⇒ A = 100.

But what if the measurement isn’t exactly accurate? What if there is always some error? It’s
never x = 10 but, say,

x = 10± .3.
It follows that the computed value of the area of the tile – what we care about – will also have
some error! Indeed, the area won’t be just A = 100 but

A = (10± .3)2.

Hence,
A = 102 ± 2 · 10 · .3 + .32

= 100.09± 6.

This means that the actual area must be somewhere within the interval (94.09, 106.09).

Suppose next that we are in a position to improve the accuracy of the measurement of the side of
the tile x – as much as we like. The question is, can we also improve the accuracy of the computed
value of A – to our, or somebody else’s, satisfaction?

The standard of accuracy is subject to change... Suppose x = 10. The above computation
shows that if the desired accuracy of A is ±5, we haven’t achieved it with the given accuracy of
measurement x, which is of ±.3. We can easily show, however, that ±.2 would solve the problem:

A = (10± .2)2 = 102 ± 2 · 10 · .2 + .22

= 100.04± 4.

It follows that the actual area must be within 4.04 from 100.

Let’s rephrase this problem in order to solve it for all possible values of the desired accuracy of
A.

Let’s assume that the measurement of the side is a and, therefore, the assumed area A is a2. Now
suppose we want the accuracy of A to be some small value ε > 0 or better. What accuracy δ of
x do we need to be able to guarantee that?

Suppose the actual length is x and, therefore, the actual area is A = x2. Then we want to ensure
that A is within ε from a2 by making sure that x is within δ from a. What should δ be?

To rephrase algebraically, we want to find δ such that

|x− a| < δ =⇒ |x2 − a2| < ε.
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The definition suggested by the above discussion is familiar from calculus.

Definition 1.1. A real-valued function f is called continuous at x = a if for any ε > 0 there is
a δ > 0 such that

|x− a| < δ =⇒ |f(x)− f(a)| < ε.

So, the answer to our question is:
• yes, we can always improve the accuracy of the computed value of A = x2 – to anybody’s

satisfaction – by improving the accuracy of the measurement of x.
The reason to be quoted is that f(x) = x2 is continuous at x = 10.

Note: The word “continuous” itself is justified on other grounds.

Exercise 1.2. Prove that f(x) = x2 is continuous at x = 0, x = 1, x = a.

Exercise 1.3. Carry out this kind of analysis for: a thermometer put in a cup of coffee to find
its temperature. Assume that the thermometer gives perfect readings. Hint: it’ll take time for it
to warm up.

To further illustrate this idea, consider a different situation. Suppose we don’t care about the
area anymore; we just want to fit these tiles into a strip 10 inches wide. We take a tile and if it
fits, it is used; otherwise it is discarded.

So, we still get a measurement a of the side of the tile but our real interest is whether a is less or
more than 10.

Just as in the previous example, we don’t know the actual length x exactly; it’s always within
some limits: 5.0± 0.5 or a± δ. Here δ is the accuracy of measurement of x. The algebra is much
simpler than before. For example, if the length is measured as 11, we need the accuracy δ = 1 or
better to make the determination. It’s the same for the length 9.

But what if the measurement is exactly 10? Even if we can improve the accuracy, i.e., δ, as long
as δ > 0, we can’t know whether x is larger or smaller than 10.

Let’s define a function f :

f(x) =

{
1 (pass) if x ≤ 10,

0 (fail) if x > 10.

Suppose we need the accuracy of y = f(x) to be ε = 0.5. Can we achieve this by decreasing δ?
In other words, can we find δ such that

|x− 10| < δ =⇒ |f(x)− 1| < ε?

Of course not:
x > 10 =⇒ |f(x)− 1| = |0− 1| = 1.

So, the answer to our question is:
• No, we cannot always improve the accuracy of the computed value of f(x) – to anybody’s

satisfaction – by improving the accuracy of the measurement of x.
The reason to be quoted is that f is discontinuous at x = 10.

Exercise 1.4. Carry out this kind of analysis for: the total test score vs. the corresponding
letter grade. What if we introduce A-, B+, etc.?

Thus, the idea of continuity of the dependence of y on x is:
• We can ensure the desired accuracy of y by increasing the accuracy of x.

Exercise 1.5. In addition to being continuous, f(x) = x2 is also differentiable. What additional
information can we derive about the accuracy? Hint: there is a simple dependence between ε
and δ.
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1.2 Continuity in a new light

The discussion in the last subsection reveals that continuity of a function f : R → R at point
x = a can be introduced in terms of closeness (proximity) of its values, informally:

if x is close to a then f(x) is close to f(a).

This description applies to the function shown on the left:

On the right, even though x is close to a, f(x) does not have to be close to f(a): the discontinuity
of the function does not allow us to finely control its output by controlling the input.

Let’s rephrase the second part of the continuity definition:
• for any ε > 0 there is a δ > 0 such that
• |x− a| < δ =⇒ |f(x)− f(a)| < ε.

It is advantageous to restate the latter part as follows:

every x ∈ (a− δ, a+ δ) is taken by f to y = f(x) ∈
(
f(a)− ε, f(a) + ε

)
.

Next, there is a concept that will help to make things more compact.

Definition 1.6. The image of subset A ⊂ X under function f : X → Y , is defined as

f(A) := {f(x) : x ∈ A}.

Now the last formulation of continuity means simply that f takes a certain subset of the x-axis
to a subset of the y-axis:

f
(
(a− δ, a+ δ)

)
⊂

(
f(a)− ε, f(a) + ε

)
.

Both sets are open intervals:

We look at these intervals as 1-dimensional “balls”, while in general, we define an open ball in
Rn to be

B(p, d) = {u : ||u− p|| < d}, d > 0.
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We simply used the norm,

||x|| = ||(x1, , ..., xn)|| :=

√√√√
n∑

i=1

|xi|2,

to replace the absolute value.

In mathematics, we see a lot of examples of functions between higher-dimensional Euclidean
spaces f : Rn → Rm: parametric curves, parametric surfaces, vector fields, etc. We can accom-
modate the need to understand continuity of these functions by using the same idea of proximity:

||x− a|| < δ =⇒ ||f(x)− f(a)|| < ε.

Then our definition becomes even more compact, as well as applicable to all dimensions:

Definition 1.7. A function f : Rn → Rm is continuous at point x = a if
• for any ε > 0 there is a δ > 0 such that

• f
(
B(a, δ)

)
⊂ B

(
f(a), ε

)
.

The final simplification of the latter part is:

f(V ) ⊂ U,

where
V = B(a, δ), U = B

(
f(a), ε

)
.

In dimension 2, the relation between these sets is illustrated as follows:

Exercise 1.8. Using the definition, prove that constant functions c : Rn → Rm and the identity
function are continuous.

Exercise 1.9. Prove that the norm is continuous.

Exercise 1.10. Prove that the composition of continuous functions is continuous.

Exercise 1.11. Provide an analog of this definition for “continuity from the left and right” of
a function the domain of which is a closed interval. For a function of two variables, what if the
domain is a closed square, a closed disk?

1.3 Continuity restricted to subsets

Our interest is mainly algebraic topology. Consequently, apart from pointing out some dangers
to avoid, we will keep our attention limited to
• “nice” subsets of Euclidean spaces, such as cells, and
• those subsets “nicely” glued together.
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We have already seen an example: realizations of graphs. When we come back to algebra, it will
explain how these pieces fit together globally to form components, holes, voids, etc. Right now,
in a way, we are interested in local topological properties, such as continuity.

Now, an example of an especially “nice” set is

B̄(a, δ) = {u ∈ Rn : ||u− a|| ≤ δ},

the closed ball centered at a ∈ Rn of radius δ > 0. In dimension 1, this is simply a closed interval,
yet functions defined on such a set won’t fit into the last definition of continuity.

As a simple example, the continuity at the endpoints has to be treated as an exception, i.e., as
a separate definition. Suppose we are considering continuity of a function f at x = a when its
domain is [a, b]. Then a half of the interval (a − δ, a + δ) lies outside the domain! A way to
simplify this is to verify the proximity condition only for the points inside [a, b] and ignore the
rest. This way, it doesn’t matter how the domain fits into some bigger space.

To accommodate this idea, we retrace the analysis in the last subsection, for a function

f : X → Y

with
X ⊂ Rn, Y ⊂ Rm.

Recall that this notation simply means that

x ∈ X =⇒ f(x) ∈ Y.

We will need to adjust the second part of the definition a tiny bit more:
• ||x− a|| < δ, and x ∈ X =⇒ ||f(x)− f(a)|| < ε.

With this little addition, “x ∈ X”, we have sidestepped the issue of continuity from the left/right
and, in higher dimensions, the case when a point x is close to a but outside the domain of the
function.

As before, the inequalities indicate simply that f takes x that lies in a certain subset of the
domain of f to y = f(x) in another subset of its range:
• if x ∈ B(a, δ) and x ∈ X then f(x) ∈ B(f(a), ε).

Of course, it was assumed from the beginning that f(x) ∈ Y . The condition can be further
rewritten:
• f

(
B(a, δ) ∩X

)
⊂ B

(
f(a), ε

)
∩ Y.

Adding “∩Y ” is not a matter of convenience; we want to be clear that we don’t care about
anything outside X and Y .

Let’s state this most, for now, compact definition.

Definition 1.12. A function f : X → Y with X ⊂ Rn, Y ⊂ Rm is called continuous at x = a if
• for any ε > 0, there is a δ such that
• f(V ) ⊂ U,

where
V = B(a, δ) ∩X, U = B

(
f(a), ε

)
∩ Y.

In dimension 2, the relation between these sets is illustrated as follows:
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Exercise 1.13. Show how this new definition incorporates the old definition of one-sided conti-
nuity.

The following is familiar.

Definition 1.14. A function f is called continuous if it is continuous at every point of its domain.

The question, “What do you know about continuity of 1/x?” might be answered very differently
by different students:
• a calculus 1 student: “1/x is discontinuous... well, it’s discontinuous at x = 0 and continuous

everywhere else.”
• a topology student: “The function f : (−∞, 0) ∪ (0,∞) → R given by f(x) = 1/x is

continuous.”
...because we don’t even consider continuity at a point where the function is undefined.

Exercise 1.15. Show that continuity of a function of two variables defined on the x-axis (its
domain) as a function of (x, y) is equivalent to its continuity as a function of x only.

There is still an even more profound generalization to be made. We already test for continuity
of f from the inside of its domain X, without mention of any x 6∈ X. Now we would like to take
this idea one step further and avoid referring to open balls that come from the ambient Euclidean
spaces.

1.4 The intrinsic definition of continuity

Let’s start with the case of X = Rn, Y = Rm. Suppose that
• γX is the set of all open balls in X = Rn, and
• γY is the set of all open balls in Y = Rm.

We can restate the definition in a more abstract form:

f : X → Y is continuous if for any U ∈ γY there is a V ∈ γX such that f(V ) ⊂ U .

Exercise 1.16. Prove that this definition is equivalent to the original.

Now, once again, what if the domain is a subset X of the Euclidean space?

Then, we just choose for γX , instead of the open balls, the intersections of the open balls with
the subset X ⊂ Rn:

γX := {B(x, δ) ∩X : x ∈ X, δ > 0}.
The definition above remains the same.
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This approach fits into our strategy of studying the intrinsic properties of objects. It’s as if
nothing outside X even exists!

Moreover, if our interest is to study X, we need to consider all and only functions with domain
X. For the new definition, we will make no reference to the Euclidean space that contains X.
For that, we just need to determine what collections γX are appropriate.

First we observe that these balls can be easily replaced with sets of any other shape:

The importance of these intervals, disks, and balls for continuity is the reason why we start
studying topology by studying these collections of sets. We will call them neighborhoods. For
example, B(a, δ) is a ball neighborhood of a.

Second, we notice that continuity is a local property and, therefore, we don’t need a single
yardstick to measure closeness (i.e., distances between points) throughout X (or Y ). We just
need the ability for each a ∈ X, to answer the question: “How close is x to a?” And the new
answer doesn’t look that different:
• Calculus 1: “It’s within δ”;
• Topology: “It’s within V ”.

Thus, all references to numbers are gone!

In order to have a meaningful concept of continuity, we need these collections of neighborhoods
to satisfy certain properties...

First, no doubt, we want to be able to discuss continuity of f : X → Y at every point a ∈ X. So,
these neighborhoods have to cover the whole set:

Second, we want to be able to zoom in on every point to ensure any desired accuracy (or to detect
breaks in the graphs of functions). So, we must be able to “refine” the collection:

This is how we understand the refining process, illustrated below for the disks:
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In summary, we will require:
• (B1) ∪γ = X;
• (B2) for any two neighborhoods U, V ∈ γ and any point c ∈ U ∩ V in their intersection,

there is a neighborhood W ∈ γ of c such that W ⊂ U ∩ V .

We will demonstrate that this is all the extra structure we need to have on sets X and Y to be
able to define and study continuity!

Definition 1.17. Suppose X is any set. Any collection γ satisfying properties (B1) and (B2) is
called a basis of neighborhoods in X.

And the new definition of continuity is wonderfully compact:

Definition 1.18. Given two sets X,Y with bases of neighborhoods γX , γY , function f : X → Y
is continuous if for any U ∈ γY there is a V ∈ γX such that f(V ) ⊂ U .

Exercise 1.19. Prove that the definition of continuity in the last subsection satisfies this defini-
tion.

2 Neighborhoods and topologies

2.1 Bases of neighborhoods

Let’s recall our main definition.

Definition 2.1. Suppose X is any set. A collection γ of subsets of X satisfying the properties
of:
• (B1) Covering: ∪γ = X; and
• (B2) Refining: for any neighborhoods U, V ∈ γ and any point x ∈ U∩V in their intersection,

there is a neighborhood W ∈ γ of x such that W ⊂ U ∩ V ;
is called a basis of neighborhoods (or simply “basis”) on X. The elements of γ are called neigh-
borhoods, and if x ∈W ∈ γ, we say that W is a neighborhood of x.
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The purpose of this definition is to enable us to discuss continuity of functions in the most general
setting. Indeed, X doesn’t have to have either algebraic (such a vector space) or geometric (such
as a metric space) structure.

In the case of the 1-dimensional Euclidean space R, our neighborhoods γ have been simply open
intervals, which makes the refining condition of γ especially short:

(a, b), (c, d) ∈ γ, a < c < x < b < d =⇒ x ∈ (a, b) ∩ (c, d) = (c, b) ∈ γ.

Now, we can modify this collection γ by choosing open intervals with the endpoints being:
• only rational, or
• only irrational, or
• left rational and right irrational, etc.

The proof of the refining condition above won’t change!

However, closed intervals (of non-zero length) won’t work:

[a, b], [b, c] ∈ γ, a < b < c =⇒ [a, b] ∩ [b, c] = {b} 6∈ γ.

Another basis in R is the rays R(s) = {u : u > s} (only left or only right). Indeed, we have:

(a,∞), (c,∞) ∈ γ, a < c =⇒ (a,∞) ∩ (c,∞) = (c,∞) ∈ γ.

Exercise 2.2. Find more examples of γ for the line that satisfy (B1) but not (B2). Hint: try to
narrow the choice of possible centers.

Exercise 2.3. Prove that the collection of all open arcs is a basis of the circle.

The collection of all open balls in X = Rn,

γb = {B(a, δ) : a ∈ Rn, δ > 0},

is a basis.

We will call it the standard Euclidean basis.

What are other bases in Rn?

An important example is the squares. The collection of all squares (with sides parallel to the
axes) in R2 is

γs = {S
(
(a, b), d

)
: (a, b) ∈ R2, d > 0},
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with
S
(
(a, b), d

)
:= {(x, y) : |x− a| < d, |y − b| < d},

is a basis:

Exercise 2.4. Prove this statement. Hint: you will have to be specific.

Exercise 2.5. Is the collection of all rectangles (with sides parallel to the axes) in R2 a basis?
What is its analog in Rn? Hint: think “boxes”.

The collection of closed balls,

B̄(p, d) = {u : ||u− p|| ≤ d}, d > 0,

however is not a basis. It is easy to see if we observe that two closed balls may intersect by a
single point, which is not a closed ball. If we wanted to turn this collection into a basis, we’d
have to add all singletons, i.e., the one-point sets, to the collection. Since those are simply balls
of diameter 0, we end up with

γp = {B(a, δ) : a ∈ Rn, δ ≥ 0}.

Exercise 2.6. Prove that this is a basis.

The sets of all:
• rectangles,
• ellipses,
• stars, etc.,

are also bases.

Exercise 2.7. Prove that disks with rational centers and/or radii form a basis.

Example 2.8. Suppose we have a parametric curve p : R → R2 in the plane without self-
intersections. Then the image of the curve

Im p := {p(t) : t ∈ R}

will acquire a basis from the standard basis of R, as follows. Let

γ :=
{
p
(
(a, b)

)
, a < b

}
.

�

Exercise 2.9. Provide a similar construction for parametric surfaces. What happens to these
bases if there are self-intersections? What difference does continuity of the parameters make?
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2.2 Open sets

Below, we assume that a basis of neoghborhoods γ is fixed.

Now we define open sets as the ones where every point has its own neighborhood:

Definition 2.10. A subsetW of X is called open (with respect to a given basis of neighborhoods
γ) if for any x ∈W there is a neighborhood U ∈ γ of x that lies entirely within W :

x ∈ U ⊂W.

For example, all “open” balls and “open” squares are open.

Exercise 2.11. What sets are open with respect to the set of all right rays?

When drawing open sets, we use various visual clues to suggest that the points on the boundary
of the sets don’t belong to the set:

Theorem 2.12. The intersection of two open sets is open.

To approach the proof, lets start with some analysis. We will need to write the definition three
times for each of the three sets involved.

Suppose U, V are open with respect to γ and let W := U ∩ V . Suppose x ∈W is given.

Now, due to W = U ∩ V , we have
x ∈ U and x ∈ V.

Because both U and V are open, we conclude from the definition:

x ∈ N ⊂ U and x ∈ N ⊂ V.

Can we conclude that
x ∈ N ⊂ U ∩ V =W?

No, we can’t! The flaw in this argument is that, applied separately, the definition will produce
two different Ns.

Fortunately, the refining condition (B2) will give us the desired – smaller – neighborhood of x.

We are now prepared to write the proof.

Proof. Given x ∈W = U ∩ V . Since both U, V are open by assumption, we have:
• there is a P ∈ γ such that x ∈ P ⊂ U ;
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• there is a Q ∈ γ such that x ∈ Q ⊂ V .
In particular, we have x ∈ P ∩Q, and we can apply (B2) to this situation: there is B ∈ γ with

B ⊂ P ∩Q.

To continue,

B ⊂ P ∩Q ⊂ U ∩ V =W.

So, we have shown that there is a B ∈ γ such that

x ∈ B ⊂W.

By definition, W is open. �

The construction is illustrated below:

The illustration is inserted after the proof to emphasize that the latter can’t rely on – or even
refer to – pictures.

What about the union? Let’s try to recycle the proof for intersection. After all, we will need to
use the definition of openness three times, once again.

Theorem 2.13. The union of two open sets is open.

Proof. We copy the proof from before and replace each ∩ with ∪. This is what we get:

“Suppose U, V are open with respect to γ and let W := U ∪ V . Suppose x ∈W is given.

Given x ∈W = U ∪ V . Since both U, V are open by assumption, we have:
• there is a P ∈ γ such that x ∈ P ⊂ U ;
• there is a Q ∈ γ such that x ∈ Q ⊂ V .[

In particular, we have x ∈ P ∪Q and we can apply (B2) to this situation: there is a B ∈ γ with

B ⊂ P ∪Q.

To continue,
]

B ⊂ P ∪Q ⊂ U ∪ V =W.

So, we have shown that there is a B ∈ γ such that

x ∈ B ⊂W.

By definition, W is open.”

Turns out, the part in brackets is unnecessary. Instead, we just choose either B = P or B = Q
depending on whether P or Q contains x. �

Why the proof is easy is illustrated below:
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Theorem 2.14. The union of any collection of open sets is open.

Exercise 2.15. Prove this theorem (a) by following the proof of the last theorem, and (b) as a
corollary.

Naturally, a subset A ⊂ X will be called closed if its complement X \A in X is open.

2.3 Path-connectedness

Since we defined continuity in terms of open sets, the idea of what functions are continuous will
entirely depend on the choice of topology for our spaces. We now investigate path-connectedness
in this environment.

We will need these three items here:

• A topological space X is path-connected, if for any two points A,B ∈ X there is a continuous
function q : [0, 1]→ X such that q(0) = A, q(1) = B.

• function f : X → Y is continuous if for any U ∈ γY there is a V ∈ γX such that f(V ) ⊂ U .

• the topology of [0, 1] is Euclidean generated by the set of all open intervals γ.

You are to demonstrate now how misleading the above illustration is.

Exercise 2.16. Suppose X,Y are two topological spaces, one of which is (a) discrete or (b) anti-
discrete. Determine under what circumstances a function f : X → Y is continuous. Specifically,
answer these questions:
• What topology for the domain or target space would guarantee that f is continuous?
• What function f would be continuous regardless of the topology these spaces?

The diagram below illustrates the idea that simple topological concepts, such as path-connectedness,
are meaningless until the topology is specified. Two sets, the interval [0, 1] and two points {0, 1},
are equipped with various topologies and then path-connectedness is determined for either of
them.
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It appears that the two topologies at the two extremes of our hierarchy are indeed extreme.

Exercise 2.17. Prove that
• with respect to discrete topology, only the singletons are a path-connected;
• with respect to anti-discrete topology, all sets are path-connected.

Exercise 2.18. For both discrete topology and anti-discrete topology, what are the path-
components.

2.4 From bases to topologies

Let’s summarize the results of this section.

Theorem 2.19. Given a basis of neighborhoods γ, let τ be the set of all open sets with respect
to γ. Then τ satisfies the following conditions:
• (T1) ∅, X ∈ τ ;
• (T2) if α ⊂ τ then ∪α ∈ τ ;
• (T3) if U, V ∈ τ then U ∩ V ∈ τ .

Exercise 2.20. Prove (T1).

Definition 2.21. Given a basis of neighborhoods γ, the collection τ of all sets open in X with
respect to γ is called the topology of X generated by γ.

The smallest possible basis on set X is

γa := {X}.

The topology it generates is called the anti-discrete topology:

τa = {∅, X}.

The largest possible basis is the set of all subsets of X:

γd := {A ⊂ X} = 2X .

The topology it generates is called the discrete topology; it coincides with the basis:

τa = {A ⊂ X} = 2X .

Note that this topology is more economically generated by the basis of all singletons:

γs =
{
{x} : x ∈ X

}
.

Theorem 2.22. All neighborhoods are open; i.e., γ ⊂ τ .
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Proof.
• (T1) =⇒ (B1);
• (T3) =⇒ (B2). �

A basis can now be easily enlarged with open sets.

Proposition 2.23. If U is open with respect to basis γ, then γ ∪ {U} is also a basis.

Exercise 2.24. Prove the proposition.

We can refine the basis of disks B(x, ε) with that of squares S(x, δ) and vice versa:

Lemma 2.25. For any x ∈ R2,
• for any ε > 0 there is a δ > 0 such that B(x, δ) ⊂ S(x, ε); and
• for any ε > 0 there is a δ > 0 such that S(x, δ) ⊂ B(x, ε).

Theorem 2.26. The topology τd generated by the disks γd is the same as the topology generated
by the squares.

Exercise 2.27. Prove the lemma and the theorem.

Another basis in R2 is γq, the set of all quadrants:

Q(r, s) = {(x, y) ∈ R2 : x > r, y > s}.

Exercise 2.28. Prove that it is.

Disks refine quadrants but not vice versa! This fact suggests the following.

Theorem 2.29. The topology τd generated by the disks γd is not the same as the topology τq
generated by the quadrants γq.

Exercise 2.30. Prove the theorem. Hint: you just need a single example of an open set.

When two bases generate the same topology they are called equivalent.

For a given set X, the “sizes” of topologies on X vary – between the anti-discrete and the discrete.
This is the hierarchy for X = R2:

τa ⊂ τq ⊂ τd ⊂ τd.

Exercise 2.31. Determine which of the following collections are bases of neighborhoods; find
their topologies when they are, and identify the equivalent ones:
• {[a, b) ⊂ R : a ≤ b},
• {(n, n+ 2) ⊂ R : n ∈ Z},
• {[a, b] ⊂ R : a < b},
• {[a, b] ⊂ R : ab},
• {(−x, x) ⊂ R : x ∈ R},
• {(−∞, q) ⊂ R : q ∈ Q},
•
{
{a} × (b, c) ⊂ R2 : a, b, c ∈ R

}
.
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Exercise 2.32. Prove that the set of all right half-intervals in R is a basis of neighborhoods:

γ = {[a, b) : a < b}.

Exercise 2.33. Provide formulas for these neighborhoods on the cylinder and the ring and prove
that they form bases:

2.5 From topologies to bases

We may choose to enter topology, as we did, through the door that leads to the bases of neigh-
borhoods and then to the topologies, or we might start with the topologies. We simply turn the
theorem into a definition, as follows:

Definition 2.34. Given a set X, any collection τ of subsets of X is called a topology on X if it
satisfies the following three conditions:
• (T1) ∅, X ∈ τ ;
• (T2) if α ⊂ τ then ∪α ∈ τ ;
• (T3) if U, V ∈ τ then U ∩ V ∈ τ .

The elements of τ are still called open sets. The set paired up with a topology, (X, τ), is called
a topological space.

Just as before, the smallest possible topology on X is the anti-discrete topology:

τa := {∅, X},

and the largest possible is the discrete topology:

τd := {A ⊂ X} = 2X .

We restate the theorem from the last subsection as one about a relation between bases and
topologies.

Theorem 2.35. Given a basis γ, the collection τ of all sets open with respect to γ is a topology.

In this case, we still say that basis γ generates topology τ .

The issue of “topological space vs. its basis” is similar to that of “vector space vs. its basis”.
Indeed, in either case there are many possible bases for the same space. The dissimilarity is in
the fact that there is no requirement for a basis of neighborhoods to be as small as possible. In
fact, τ is generated by τ .

Exercise 2.36. Suppose
• X is a set,
• γ is a basis of neighborhoods on X,
• τ is a topology on X (unrelated to γ),
• A is a subset of X.

Define:
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• γ′ := {N ∩A : N ∈ γ},
• τ ′ := {U ∩A : U ∈ τ}.

Prove:
• (a) γ′ satisfies condition (B2),
• (b) τ ′ satisfies conditions (T2) and (T3).

Theorem 2.37. The intersection of any finite collection of open sets is open.

Exercise 2.38. Prove the theorem.

3 Topological spaces

3.1 Open and closed sets

In order to define and study
• continuity,
• path-connectedness,

and other related issues, all we need is to equip each of the sets involved with an additional
structure.

Definition 3.1. Given an arbitrary set X, a collection τ of subsets of X is called a topology on
X if it satisfies the following conditions:
• (T1) ∅, x ∈ τ ;
• (T2) if α ⊂ τ then ∪α ∈ τ ;
• (T3) if U, V ∈ τ then U ∩ V ∈ τ .

The pair (X, τ) is called a topological space. The elements of τ are called open sets.

Of course, instead, we can, and did, start with the set of all neighborhoods γ in X and then
define open sets as ones where every point has its own neighborhood: a subset W of X is called
open (with respect to γ) if for any x in W there is a neighborhood U (∈ γ) of x that lies entirely
within W :

Then, as we have proven, the set of all such sets, say τγ , satisfies (T1) - (T3).

We will use both approaches, whichever is more convenient at the time.

As an example, all “open”, as we have known them, intervals, finite or infinite, are open in R:

(0, 1), ..., (0,∞), (−∞, 0), ...

“Open” disks on the plane, and balls in the Euclidean space, are also open.
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Definition 3.2. A subset is called closed if its complement is open.

In particular, all “closed” intervals, finite or infinite, are closed in R:

[0, 1], ..., [0,∞), (−∞, 0], ...

“Closed” disks on the plane, and “closed” balls in the Euclidean space are also closed. Points
too.

There is a standard way to visualize open vs. closed sets. For the former, the borders are drawn
“hollow” or dashed in order to suggest that they are not included (for dimensions 1 and 2):

Some sets are neither closed nor open (unlike doors!). Examples in R are:
• s half-open interval: [0, 1), and
• a convergent sequence: S =

{
1
n : n = 1, 2, ...

}
that doesn’t include its limit.

To see that the latter is neither (with respect to the standard Euclidean topology), consider these
two facts:
• x = 1 does not have an interval around it that lies entirely inside an open S, =⇒ not

open;
• x = 0 is in the complement of S but it does not have an interval around it that lies inside

in R \ S, =⇒ not closed.

However, S ∪ {0} is closed.
Theorem 3.3. The set σ of all closed sets satisfies the following conditions:
• (T1′) ∅, X ∈ σ;
• (T2′) if α ⊂ σ then ∩α ∈ σ;
• (T3′) if P,Q ∈ σ then P ∪Q ∈ σ.

Proof. (T3′) follows from (T3), illustrated below:

We simply used the de Morgan’s Laws. �
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Exercise 3.4. Given a basis of neighborhoods γ, prove directly, i.e., without using the de
Morgan’s Laws, that the set σγ of all closed sets with respect to γ satisfies (T1′) - (T3′). Hint:
imitate the proof for τγ .

Plainly, condition (T3′) implies that the union of any finite collection of closed sets is closed.

To see why the (T3′) cannot be extended to infinite collections of sets, consider these examples:

⋂{(
− 1

n ,
1
n

)
: n = 1, 2, ...

}
= {0};

⋃{[
−1 + 1

n , 1− 1
n

]
: n = 1, 2, ...

}
= (−1, 1).

So, just as there is no (T3) for closed sets, there is no (T3′) for open sets.

A note on terminology. Once we assume that the topology τ is fixed, all references to it will
be routinely omitted. Instead of a topological space (X, τ), we will speak of a topological space
X, along with some assumed fixed τ , and
• “open sets in X” = the elements of τ ,
• “closed sets in X” = the complements of the elements of τ ,
• “neighborhoods of points in X” = the elements of some fixed basis γ that generates τ .

A profound (but not unexpected) benefit of limiting yourself to using only the language of open
sets is that all properties you are able to discuss are intrinsic! They are called topological invari-
ants.

3.2 Proximity of a point to a set

There are no measurements in topology. Does the distance between a point and a set make any
sense?

Let’s narrow down this problem and just try to decide whether the distance is 0 or not.

Suppose we are given a subset A of a topological space X. We can state, without hesitation,
that, if x ∈ A, then the distance between them is 0!

Now, for X := R, suppose A is the set of points of the sequence

A :=
{

1
n : n = 1, 2, ...

}
.

What is the distance between A and 0 6∈ A? Since the sequence converges to this point, the
distance also appears to be 0... But the distance to −1 can’t be 0.

What makes a difference topologically? There is a neighborhood of −1, or any number x < 0,
that separates it from the set A. That’s what makes it “far from” A.

This idea of separation of a point from a set, or from its complement, by a neighborhood is
developed below.

Definition 3.5. A point x ∈ X is called an interior point of A if there is a neighborhood W of
x that lies entirely in A. The set of interior points of a set is called its interior denoted by

Int(U).

In other words, these are the points that are “far from” X \ A as each is isolated from the
complement of A by a neighborhood.
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Then an open set U coincides with its interior. In fact, we have the following:

Theorem 3.6. Int(A) is open for any A.

Exercise 3.7. Prove the theorem.

Example 3.8. The interior points of A = [0, 1] in R are (0, 1). Same for (0, 1], [0, 1), and (0, 1).

In R2, let
• A := {(x, y) : x2 + y2 ≤ 1} (the closed disk). Then,
• Int(A) = D = {(x, y) : x2 + y2 < 1} (the open disk); also
• Int(D) = D.

The interior of a circle C = {(x, y) : x2 + y2 = 1} in the plane is empty. �

Definition 3.9. A point x is called an exterior point of A if there is a neighborhood W of x that
lies entirely in X \A. We will use notation

Ext(A)

for this set called the exterior.

These are the points that are “far from” A. Thus, exterior points are interior points of the
complement.

Example 3.10. In R, suppose P is the set of the points of the sequence

P :=
{

1
n : n = 1, 2, ...

}
.

Then the exterior points of P are all points in the complement of P except for 0. Why not 0?
Because 1

n → 0; hence, for any ε > 0 there is a large enough n so that 1
n ∈ B(0, ε). Also, Int(P )

is empty. �

Definition 3.11. A point x is called a limit point of A if for any neighborhood W of x

W ∩A 6= ∅.

Certainly, 0 is a limit point for the set P above. But we also note that any point x in A is a limit
point of A because x ∈ W ∩ A. To exclude this possibility and to be able to study convergence
of sequences in sets, we introduce one more concept.

Definition 3.12. A point x is an accumulation point of A if for any neighborhood W of x

W ∩ (A \ {x}) 6= ∅.

A point x that is a limit point but not an accumulation point of A satisfies: there is a neighborhood
W of x such that

W ∩A = {x}.

Definition 3.13. A point x in a set A is called isolated if there is a neighborhood W of x the
intersection of which with the set A is {x}.
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Example 3.14. Suppose Q is the set that consists of the points of the same sequence as above
but combined with its limit, 0:

Q :=
{

1
n : n = 1, 2, ...

}
∪ {0}.

Then all points of Q are isolated except for 0. �

Definition 3.15. A point x is called a frontier point of A if it is a limit point for both the set
A and its complement. The set of all frontier points is called the frontier Fr(A) of subset A.

The condition can be reworded: any neighborhood W of x intersects both A and X \A.
Example 3.16. The frontier Fr(D), of the open disk A is the circle C. �

The frontier is not to be confused with the “boundary” (to be discussed later), even though they
are sometimes equal.

Given a subset A of a topological space X, all points of X can now be classified according to how
close (0 or not 0) they are to A and to its complement.

3.3 Interior - frontier - exterior

Theorem 3.17. For any set A in X, the interior, the frontier, and the exterior of A form a
partition of X:

X = Int(A) ⊔ Fr(A) ⊔ Ext(A).

Proof. We want to show that the complement of the union of the interior and exterior consists of
all points that are limit points of both A and its complement. This is just a matter of manipulating
the definitions in a predictable way:

Suppose γ is the basis of neighborhoods. Then
• (1) a ∈ Int(A)⇐⇒ ∃Na ∈ γ,Na ⊂ A;
• (2) b ∈ Ext(A)⇐⇒ ∃Na ∈ γ,Nb ⊂ X \A.

Now,
• x ∈ Int(A) ∪ Ext(A)⇐⇒
• (1) ∃Na ∈ γ, x ∈ Na, Na ⊂ A; OR
• (2) ∃Nb ∈ γ, x ∈ Nb, Nb ⊂ X \A.

Therefore, a point is in the complement if and only if it satisfies the negation of (1) and (2):
• c /∈ Int(A) ∪ Ext(A)⇐⇒ c ∈ X \ (Int(A) ∪ Ext(A)) = (X \ Int(A)) ∩ (X \ Ext(A))⇐⇒

⋄ (1′) ∀Nc ∈ γ,Nc ∩A 6= ∅; AND
⋄ (2′) ∀Nc ∈ γ,Nc ∩X \A 6= ∅;

Putting these two together:
• c /∈ Int(A) ∪ Ext(A)⇐⇒

⋄ ∀Nc ∈ γ,Nc ∩A 6= ∅ and Nc ∩ (X \A) 6= ∅. �

Definition 3.18. The closure, Cl(A), of A is the set of all limit points of A.

The following two theorems are obvious:

Theorem 3.19.
Int(A) ⊂ A ⊂ Cl(A).
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Theorem 3.20.

Cl(A) = Int(A) ∪ Fr(A).

Theorem 3.21.
• 1. Int(A) is open.
• 2. Fr(A) is closed.
• 3. Cl(A) is closed.

Proof. (1) is obvious. (2) and (3) are below. �

To summarize these definitions, let’s consider the gaps in this sentence, for a given x ∈ A, and
the three ways they can be filled:

“If ∃Wx so that ... , x is an ... point.”
... Wx ⊂ A ... interior ...
... Wx ⊂ X \A ... exterior ...
... Wx ∩A = {x} ... isolated ...

Now consider another sentence with gaps and the three ways they can be filled:

“If ∀Wxwe have ... , x is a ... point.”
... Wx ∩A 6= ∅ ... limit ...
... Wx ∩ (A \ {x}) 6= ∅ ... accumulation ...
... Wx ∩A 6= ∅,Wx ∩ (X \A) 6= ∅ ... frontier ...

Theorem 3.22.
• (1) The closure is the intersection of a certain collection of closed sets. =⇒
• (2) The closure is closed. =⇒
• (3) The frontier is closed.

The theorem follows from this result.

Theorem 3.23. The closure of a set is the smallest closed set containing the set:

Cl(A) =
⋂
{G : G closed in X,A ⊂ G}.

Proof. Let
α := {G : G closed in X,A ⊂ G},
Ā := ∩α.

Then we need to show
• Ā = Cl(A).

A proof of equality of sets often contains two parts:
• 1. Ā ⊂ Cl(A), and
• 2. Ā ⊃ Cl(A).

Part 1. We start on the right. Suppose x /∈ Cl(A). Then, by definition, x is not a limit point of
A, so
• there is an open neighborhood N of x such that
• N ∩A = ∅.

Now, we need to connect N to Ā and, hence, to α. But the latter consists of closed sets, while
N is open! So, let’s try

P := X \N.
This clever idea is illustrated below:
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Observe:
• P is closed because N is open, and
• P contains A because N ∩A = ∅.

Hence, P ∈ α. It follows that
Ā = ∩α ⊂ P.

Hence, x /∈ Ā.
To summarize what has been proven,

x /∈ Cl(A) =⇒ x /∈ Ā.

Finally, we rephrase this as follows:
Cl(A) ⊃ Ā.

Note: except for choosing to consider P , the proof can be seen as routine and based entirely on
the definition. �

Exercise 3.24. Prove:
Ā ⊃ Cl(A).

Exercise 3.25. (a) Prove:
Cl(A ∩B) ⊂ Cl(A) ∩ Cl(B).

(b) What if we face infinitely many sets?

Theorem 3.26. The interior of a set is the largest open set contained by the set:

Int(A) =
⋃
{U : U open in X,A ⊃ G}.

Exercise 3.27. Prove this theorem based entirely on the definition, just as the last theorem.

Exercise 3.28. Prove:
B(p, d) = B̄(p, d).

3.4 Convergence of sequences

Recall from calculus that a sequence of numbers {xn : n = 1, 2, ...} converges to number a if for
any ε > 0 there is an N > 0 such that for any integer n > N we have

|xn − a| < ε.

In other words, the elements of the sequence will be eventually within ε from a. In the case of an
m-dimensional Euclidean space, the last part will be

||xn − a|| < ε,

with the norm || · || replacing the absolute value.

This idea is visualized through a repeated zooming in on the “tail” of the sequence:
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Based on our experience with continuity, we know how to recast this definition in terms of bases
of neighborhoods. We just observe that the last part is simply:

xn ∈ B(a, ε).

This means that the elements of the sequence will be eventually within U = B(a, ε), an element
of the Euclidean basis, from a. Finally, we just replace the standard Euclidean neighborhood
with one of arbitrary nature, as follows.

Definition 3.29. Suppose X is a set with a basis of neighborhoods γ. Suppose also {xn : n =
1, 2, ...} is a sequence of elements of X and a ∈ X. Then we say that the sequence converges to a,

lim
n→∞

xn = a, or xn → a as n→∞,

if for any U ∈ γ there is an N > 0 such that

n > N =⇒ xn ∈ U.

Exercise 3.30. Prove that the definition is remains equivalent if we replace “basis γ” with
“topology τ”.

As squares refine disks, every convergent (in the usual sense) sequence in R2 will also converge
with respect to the squares.

Exercise 3.31. Prove that if xn → a then (xn, 0)→ (a, 0):

Exercise 3.32. Show that if a sequence converges with respect to a basis γ, it also converges
with respect to any basis equivalent to γ.

Let’s consider convergence in the two extreme cases: discrete and anti-discrete.

Example 3.33. When do we have xn → a in discrete topology? So many choices for U ... Let’s
try U := {a}! Then, xn ∈ U means simply that xn = a. So, the only sequences that converge to
a are those that are equal to a, eventually:
• x1, x2, ..., xk, a, ..., a, ... converges to a; however,
• 1, 1/2, 1/3, ..., 1/n, ... diverges. �

Example 3.34. When do we have xn → a in anti-discrete topology? There is only one choice
for us, U := X! But then xn ∈ U means that there is no constraint whatsoever. Consequently,
every sequence converges ... to every point ... at the same time. Yes, even this one:

lim
n→∞

1 = 0. �
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Just as the analysis of path-connectedness in the last section, these examples are intended to
demonstrate how little we can rely on intuition and visualization at this level of abstraction.
They also set the standard of proof in point-set topology.

Exercise 3.35. What condition on the topology of X would guarantee the uniqueness of limits?

Theorem 3.36. Continuous functions preserve convergence; i.e., given f : X → Y which is
continuous, if xn → a as n→∞ in X then f(xn)→ f(a) as n→∞ in Y .

Exercise 3.37. Prove the theorem.

Exercise 3.38. Given a sequence α = {xn : n = 1, 2, ...} in a topological space X. View the
sequence as a subset A = {xn : n ∈ N} of X and compare the meanings of the limit points of A
and the accumulation points of A. What about the limit of α?

Exercise 3.39. Suppose we have a set X. Suppose also a collection α of sequences in X is given
and each sequence q in α is associated with a point xq ∈ X. What is an appropriate topology for
X? Construct a topology on X such that p→ xp for any p ∈ α and the rest diverge. Hint: what
constraints on α would guarantee that this is possible?

3.5 Metric spaces

Notice that, in the Euclidean space, convergence of points

xn → a

simply means convergence of certain numbers (the distances to the limit point):

||xn − a|| → 0.

These numbers converges, in R. Then, in a given topological space, can we express convergence
of its sequences in terms of an appropriate distance function?

Definition 3.40. Given a set X, any function

d : X ×X → R

is called a metric (or a “distance function”) if it satisfies the following conditions, for every
x, y, z ∈ X,
• (M1) positivity: d(x, y) ≥ 0, with equality if and only if x = y;
• (M2) symmetry: d(x, y) = d(y, x);
• (M3) triangle inequality: d(x, z) ≤ d(x, y) + d(y, z).

In this case, the pair (X, d) is called a metric space.

For a ∈ X and ε > 0, the open ball around a of radius ε is the set

B(a, ε) := {x ∈ X : d(x, a) < ε}.

These sets form a basis of neighborhoods γm for X. Indeed, (B2) follows from (M3). Then the
topology on X generated by γm, or any other metric, is called a metric topology.

The Euclidean space Rn is a metric space with the metric defined by

d(x, y) = dE(u, v) := ||u− v||.

Example 3.41 (taxicab metric). Let’s compare the Euclidean metric on the plane,

dE(u, v) :=
√
|u1 − v1|2 + |u2 − v2|2
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to the taxicab metric (aka “Manhattan metric”). To find the distance between two vectors, we
go along the grid:

dM (u, v) := |u1 − v1|+ |u2 − v2|.

Taxicab’s circle is a square... but, as we know, the squares generate the same topology as the
disks: the geometry is different but the topology is the same! �

Exercise 3.42. The post office metric is based on the idea that postman’s has to always go
through the post office. Find the formula and prove that this is a metric.

Exercise 3.43. Prove that (a) the discrete topology is generated by this trivial metric:

dD(x, y) :=

{
1 if x 6= y,

0 if x = y;

while (b) the anti-discrete topology (with more than one point) cannot be generated by a metric.

Exercise 3.44. Suppose d is a metric on X. Prove that the function d1 : X ×X → R given by

d1(x, y) := min{d(x, y), 1}

is also a metric. Are they equivalent?

3.6 Spaces of functions

Notation: Let C(X) stand for the set of all real-valued continuous functions on X.

Consider C[a, b],the set of all continuous functions f : [a, b]→ R, b > a.

One may equip this set with a variety of topologies, starting with discrete and anti-discrete.
However, the main “meaningful” examples come from the two primary ways sequences of functions
may converge.

The first is the uniform convergence: a sequence fn, n = 1, 2, ..., uniformly converges to f if

max
x∈[a,b]

|fn(x)− f(x)| → 0.

This convergence is produced by the sup-metric (or sup-norm) on C[a, b]:

dS(f, g) := max
x∈[a,b]

|f(x)− g(x)|.

The picture below (middle) shows an ε-neighborhood of f : a function g can behave arbitrarily
as long as it stays within the “tunnel” with the two “walls” determined by: y = f(x) − ε and
y = f(x) + ε.



110 CHAPTER II. TOPOLOGIES

Exercise 3.45. Why is the sup-norm well-defined?

The following result, which we accept without proof, underscores the importance of this topology
and the reason why it is the default choice.

Theorem 3.46. The uniform limit of continuous functions is continuous.

The second way is the point-wise convergence: a sequence fn, n = 1, 2, ..., point-wise converges
to f if

|fn(x)− f(x)| → 0, ∀x ∈ [a, b].

The picture above (right) shows a neighborhood of f : a function g can behave arbitrarily as long
as it passes through, not a “tunnel”, but a series of “gates”, with these “posts”: f(p) − ε and
f(p) + ε, f(q)− δ and f(q) + δ, etc.

Exercise 3.47. Explain why the depicted set is a neighborhood.

There can be multiple values of x for which the “gates” are built, with different widths, but not
infinitely many! That’s why they can’t hold the functions as tight as a “tunnel”. There is no
metric for this topology.

Example 3.48. The point-wise limit of continuous functions doesn’t have to be continuous. Just
choose:

a := 0, b := 1, fn(x) := xn,

and

f(x) :=

{
0 if x ∈ [0, 1),

1 if x = 1.

The limit function is discontinuous! �

Exercise 3.49. (a) Prove that uniform convergence implies point-wise convergence. (b) Give an
example of a sequence fn ∈ C[a, b] with
• fn → f ∈ C[a, b] point-wise, but
• fn 6→ f ∈ C[a, b] uniformly.

Exercise 3.50. (a) Define a metric on C[a, b] based on the definite integral. (b) Compare it to
the uniform and point-wise convergence.

3.7 The order topology

The standard basis of the topology of the reals consists of all open intervals:

{(a, b) : a, b ∈ R, a < b}.

But what is an interval? It is a set of all elements in R that lie strictly between two given elements
of R. That’s not a coincidence: this is how a basis is formed for all partially ordered sets.
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The three types of intervals in a linearly ordered set, such as R or Z, are illustrated below:

What about partially ordered sets? Recall that a partial order is a binary relation “≤” between
pairs of elements of a set X that satisfies these three axioms:
• 1. reflexivity: x ≤ x;
• 2. antisymmetry: if x ≤ y and y ≤ x then x = y;
• 3. transitivity: if x ≤ y and y ≤ z then x ≤ z.

Naturally, we write x < y when x ≤ y and x 6= y. Then X is called a partially ordered set or
poset.

Given an order on a set X, the basis β of topology of X is chosen to be the collection of all
intervals of all three types:
• (A,∞) = {x ∈ X : x > A},
• (−∞, B) = {x ∈ X : x < B},
• (A,B) = {x ∈ X : x > A, x < B}.

It is called the order topology generated by the order.

Exercise 3.51. Prove that β is a basis.

As an example, R2 and Z2 are ordered by:

(a, b) ≤ (a′, b′) if and only if a ≤ a′ and b ≤ b′.
Consider the three types of intervals in R2:

Observe that, except for the points A,B themselves, the (Euclidean) boundaries of these regions
are included in the open intervals!

Exercise 3.52. Show how “open rays” define the same topology.

Exercise 3.53. Define a partial order on C[a, b] and compare the order topology with the
sup-metric topology.

Above we used for R2 = R×R and Z2 = Z×Z the product order on the product set X × Y set
of two ordered sets X,Y :

(a, b) ≤ (a′, b′) if and only if a ≤ a′ and b ≤ b′.
Alternatively, this is how the product X × Y set of two ordered sets X,Y is ordered via the
so-called the lexicographical order:

(a, b) ≤ (a′, b′) if and only if a < a′ or (a = a′ and b ≤ b′).
Exercise 3.54. Present the intervals with respect to the lexicographical order on R2.

Example 3.55. A different kind of ordered set is any group of people ordered by their ancestor-
descendant relations: A > B if A is a direct descendant of B. Then some typical open intervals
are:
• (parent, child) = ∅;
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• (grandparent, grandchild) = {parent};
• (husband, wife) = ∅;
• (cousin, cousin) = ∅; etc. �

Exercise 3.56. Given an arbitrary set X, let P be any collection of subsets of X. Prove that P
is partially ordered by inclusion and describe the intervals of its order topology.

4 Continuous functions

4.1 Continuity as preservation of proximity

We are not done with continuity!

Let’s review the stages our definition of continuity went through.

First we, informally, discussed continuity of a function as a transformation that does not tear
things apart and interpreted this idea in terms of closeness (proximity) of the input values vs.
that of the output values:

if x is close to a then f(x) is close to f(a):

Then, this informal idea brought us to the calculus definition of continuity of f at point x = a:

for any ε > 0 there is a δ > 0 such that |x− a| < δ =⇒ |f(x)− f(a)| < ε,

and, further, the absolute value replaced by the norm:

for any ε > 0 there is a δ > 0 such that ||x− a|| < δ =⇒ ||f(x)− f(a)|| < ε.

Next we realized that these inequalities are simply inclusions:

for any ε > 0 there is a δ > 0 such that x ∈ B(a, δ) =⇒ f(x) ∈ B
(
f(a), ε

)
,

where B(p, d) = {u : ||u− p|| < d} is an open ball in Rn:
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Furthermore, using the simple concept of the image of subset, we rewrote the definition one more
time:

for any ε > 0 there is a δ > 0 such that f
(
B(a, δ)

)
⊂ B

(
f(a), ε

)
.

As the last step, we interpreted these Euclidean balls as “neighborhoods” of points, i.e., elements
of a basis that generates the topology. In the purely topological setting that we have developed,
the definition becomes as follows.

Definition 4.1. Given two sets X,Y with bases of neighborhoods γX , γY , a function f : X → Y
is continuous if

for any U ∈ γY there is a V ∈ γX such that f(V ) ⊂ U .

We further explore this definition next.

We start with a simple observation that if we replace neighborhoods with open sets in the def-
inition, it would still guarantee that the function is continuous. In fact, the converse is also
true.

Theorem 4.2. Given two topological spaces X,Y , a function f : X → Y is continuous if and
only if

for any open U ⊂ Y there is an open V ⊂ X such that f(V ) ⊂ U .

Exercise 4.3. Prove the theorem.

4.2 Continuity and preimages

The concept of image has proven to be very convenient, but the following, related, concept is
even more fruitful in this context.

Definition 4.4. For any function f : X → Y the preimage of subset B ⊂ Y under f is defined
to be

f−1(B) := {x : f(x) ∈ B}.
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This set is defined explicitly and is independent of the existence of the inverse function f−1.
However, then f−1 dies exist, f−1(B) is indeed the image of B under f−1.

To appreciate the difference, consider this diagram of consecutive functions:

X
f−−−−→Y

g−−−−→Z
h−−−−→U −−−→ ...

Here, we can trace both points and sets in the forward direction:

x 7→ y := f(x) 7→ z := g(y) 7→ u := h(z) 7→ ...,
A 7→ B := f(A) 7→ C := g(B) 7→ D := h(C) 7→ ...,

but, since the preimages of points don’t have to be points, we can only follow sets in the reverse
direction:

f−1(T )← T := g−1(R)← R := h−1(S)← S...

To be sure, preimages appear implicitly in many areas of mathematics. For example, the solution
set of the equation f(x) = b is f−1({b}). In particular, the kernel of a linear operator is the
preimage of the zero:

ker f = f−1(0).

We will now consider the preimage of an open set under a continuous function.

This is actually quite simple: the inclusion

f(V ) ⊂ U

of the definition can now be rewritten as

V ⊂ f−1(U) :

The fact that, according to the definition, such a V exists for any point in f−1(U) suggests that
this set is open.

Theorem 4.5. Suppose f : X → Y is continuous. Then, if U ⊂ Y is open then so is f−1(U).

Proof. Suppose U is open in Y . Let a ∈ f−1(U) be arbitrary. Let b := f(a). Then, b ∈ U . Since
U is open, b has a neighborhood E that lies entirely in U :

b ∈ E ⊂ U.

Now, the last version of the definition of continuity applies: there is a neighborhood D of a such
that f(D) ⊂ E. The last inclusion can be rewritten,

D ⊂ f−1(E),

and, due to E ⊂ U , we have
D ⊂ f−1(U).
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Hence, f−1(U) is open. �

Warning: the image of an open set does not have to be open, as the example of a constant
function shows.

We’ve gone far from the original definition of continuity! Let’s illustrate the new idea, “preimages
of open sets are open”, by trying to think of a function f with
• open range, such as (c, d), but
• closed domain, such as [a, b].

Then one can imagine a scenario:

dn → d  dn = f(bn)  bn → b  f(b) 6= d.

So, the values of f approach d but never reach it, thus exhibiting a familiar discontinuous behavior.

The converse of the last theorem is also true:

Theorem 4.6. Suppose a function f : X → Y satisfies: if U ⊂ Y is open then so is f−1(U).
Then f is continuous.

Exercise 4.7. Prove the theorem.

Exercise 4.8. Prove that f is continuous if and only if the preimage of any closed set is closed.

Exercise 4.9. Is the image of a closed set under a continuous function closed?

Exercise 4.10. Prove that the image of a closed set under a continuous periodic function from
R to R is closed (i.e., the function is “closed”).

Exercise 4.11. Suppose f : X → Y is continuous. Prove
• for any A ⊂ X, f(Cl(A)) ⊂ Cl(f(A)), and
• for any B ⊂ Y , Cl(f−1(B)) ⊂ f−1(Cl(B)).

4.3 Continuous functions everywhere

A typical continuity argument is as follows.

Example 4.12 (Laffer curve). The exact dependence of the revenue on the tax rate is unknown.
It is, however, natural to assume that both 0% and 100% rates will produce zero revenue.

If we also assume that the dependence is continuous, we conclude that increasing the rate may
yield a decrease in revenue. �

Exercise 4.13. Show that the two hands of a clock will meet at least once a day. What if the
clock is malfunctioning?
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In our study, we will borrow results from calculus.

First, we have a long list of continuous functions.

Proposition 4.14. The following functions are continuous on their domains:
• polynomials;
• rational functions;
• sinx, cosx, tanx, and other trigonometric functions;
• ex, lnx, and other exponential and logarithmic functions.

Second, we know that the four algebraic operation on functions preserve continuity – within the
intersection of their domains – as follows.

Proposition 4.15. If two functions f : A → R, g : B → R, A,B ⊂ R, are continuous, then so
are
• f + g : A ∩B → R;
• f − g : A ∩B → R;
• f · g : A ∩B → R;
• f/g : A ∩B ∩ {x : g(x) 6= 0} → R.

Exercise 4.16. Interpret the proposition in terms of C[a, b] (assume A := B := [a, b]). These
operations make C[a, b] into?...

Third, the compositions of functions preserve continuity, as long as the domains and range match,
as follows.

Proposition 4.17. If two functions f : A→ R, g : B → R, B ⊂ R, are continuous, then so is
gf : A→ R provided f(A) ⊂ B.

Exercise 4.18. Relax the last condition.

Fourth, the minimum and the maximum preserve continuity.

Proposition 4.19. If two functions f, g : X → R, are continuous, then so are these:

M(x) := max{f(x), g(x)}, m(x) := min{f(x), g(x)}.

Exercise 4.20. Prove the proposition.

Fifth, a function of several variables is continuous if and only if it is continuous with respect
to each of its variables. And a vector-valued function is continuous if and only if every of its
coordinate functions is continuous. And so on.

More advanced calculus results are the following.

Proposition 4.21. Evaluation is continuous; i.e., given a c ∈ [a, b], the function Ψ : C[a, b]→ R
defined by

Ψ(f) := f(c)

is continuous.

Proposition 4.22. Definite integration is continuous; i.e., the function Φ : C[a, b]→ R given by

Φ(f) :=

∫ b

a

f(x)dx

is continuous.

Exercise 4.23. (a) Prove the two propositions – for the topology of uniform convergence. (b)
Consider their analogs for the point-wise convergence. (c) What about anti-differentiation? (d)
What about differentiation?
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Definition 4.24. The graph of a function f : X → Y is the set

Graph f := {(x, y) ∈ X × Y : y = f(x)}.

Proposition 4.25. The graph of a continuous function f : R→ R is closed in R2.

Exercise 4.26. Prove the proposition.

Proposition 4.27. In case of metric spaces, a function f : X → Y is continuous if and only if
the function commutes with limits; i.e.,

lim
n→∞

f(xn) = f
(

lim
n→∞

xn

)
,

for any convergent sequence {xn} in X.

Exercise 4.28. Prove the proposition.

We know that continuity depends on the choice of topology. Nonetheless, there are functions –
between topological spaces – that are always continuous.

Terminology: In the context of the above examples, the term commonly used is continuous
functions but in topology it is maps. The latter will be used predominantly throughout.

Definition 4.29. Suppose we have a topological spaceX, then we can define the identity function
IdX : X → X by

IdX(x) := x for all x ∈ X.

Proposition 4.30. The identity function is continuous.

Proof. For every open U ,

f−1(U) = U

is open. �

Definition 4.31. Suppose we have topological spaces X and Y , then for any given b ∈ Y , we
can define a constant function f : X → Y by

f(x) = b for all x ∈ X and some fixed b ∈ Y.
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Proposition 4.32. Any constant function is continuous.

Proof. Suppose U is open in Y . Then we have two cases:
• Case 1: b ∈ U =⇒ f−1(U) = X, which is open.
• Case 2: b ∈ X \ U =⇒ f−1(U) = ∅, which is open too. �

Exercise 4.33. Under what circumstances is the function f : X → X given by (a) f(x) = x, or
(b) f(x) = c for a fixed c ∈ X, continuous?

Exercise 4.34. Suppose X is a topological space.
• Suppose f : X → R is continuous. Show that the solution set of any equation with respect

to f , i.e., {x ∈ X : f(x) = r} for some r ∈ R, is closed.
• Show that this conclusion fails for a general continuous f : X → Y , where Y is an arbitrary

topological space.
• What condition on Y would guarantee that the conclusion holds?

Continuity isn’t synonymous with good behavior.

Example 4.35 (space filling curve). These continuous curves are constructed iteratively and
we will accept without proof that the limit is also continuous:

We will later demonstrate however that even such a monstrous function can be slightly “deformed”
so that, while still continuous, it isn’t onto anymore. �

Exercise 4.36. Given ga(x) = x3 − x + a, a ∈ R, let f(a) be the largest root of ga. Is f
continuous?

4.4 Compositions and path-connectedness

This is our new definition.

Definition 4.37. A function f : X → Y is continuous if for any open U , its preimage f−1(U) is
also open.

It isn’t only much more compact than the original but also allows us to make some theorems
quite transparent.

Theorem 4.38. The composition of continuous functions is continuous.

Proof. Suppose we have two continuous functions f : X → Y and g : Y → Z. Let h : X → Z
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be their composition: h = gf . Observe first that, in the commutative diagram:

X
f−−−−→ Y

h=gf ց
yg
Z,

we can trace back any set U ⊂ Z:

h−1(U) = (gf)−1(U) = f−1(g−1(U)).

Suppose U is open in Z. Then V := g−1(U) is open in Y , since g is continuous. Then W :=
f−1(V ) is open in X, since f is continuous. Therefore, the set

h−1(U) = f−1(g−1(U)) = f−1(V ) =W

is open in X; h is continuous. �

Our original understanding of a continuous function in calculus was as one with no gaps in its
graph. The idea was confirmed (without proof) by the following.

Theorem 4.39 (Intermediate Value Theorem). Suppose f : [a, b]→ R is continuous. Then,
for any c between f(a) and f(b), there is a d ∈ [a, b] such that f(d) = c.

We are ready to prove it now, in a more general context.

Recall the definition: a topological space Q is path-connected if for any A,B ∈ Q there is a
continuous function p : [0, 1]→ Q such that

p(0) = A and p(1) = B.
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Exercise 4.40. Prove first that [a, b] is path-connected, and so are (a, b), [a, b).

Theorem 4.41. Path-connectedness is preserved by continuous functions; i.e., given f : X → Y
which is continuous and onto, if X is path-connected then so is Y .

Proof. The idea is to restate the problem of finding the necessary path in Y as a problem of
finding a certain path in X:

Then, the problem of finding a path from A to B can be solved in X. But we are facing the
problem of finding a path from C to D in Y instead! Where would it come from? The answer is,
from X via f .

Since f is onto, every point is Y comes from X, hence there are A,B ∈ X such that

C = f(A), D = f(B).

We then use the path-connectedness of X and find a continuous function

q : [0, 1]→ X

such that

q(0) = A, q(1) = B.

Now choose

p := fq.

To sum up,
• 1. p is continuous as the composition of two continuous functions (last theorem),
• 2. p(0) = f(q(0)) = f(A) = C,
• 3. p(1) = f(q(1)) = f(B) = D.

Thus, function p satisfies the above definition. �

The proof is summarized in this commutative diagram:

{0, 1} q−−−−→ X

p=fq ց
yf
Y

 

[0, 1]
q−−−−→ X

p=fq ց
yf
Y



4. CONTINUOUS FUNCTIONS 121

Exercise 4.42. Derive the Intermediate Value Theorem from the last theorem.

Exercise 4.43. A topological space is called connected if it can’t be represented as a disjoint
union of two closed sets. Prove that every path-connected space is connected.

4.5 Categories

The results we have proven about topological spaces and continuous functions, especially the one
about the composition, have a far-reaching generalization.

Suppose we have a collection C that consists of
• a collection Obj(C ) of objects;
• a collection Hom(C ) of morphisms between some pairs of objects.

Morphisms are also called “arrows” sometimes, which emphasizes the point that they are not
functions just as the objects aren’t sets.

Each morphism f has unique source object X ∈ Obj(C ) and target object Y ∈ Obj(C ). We
write then f : X → Y .

Then, the category as a whole can be illustrated by this diagram:

C =





X ∈ Obj(C )yf ∈ Hom(C )

Y ∈ Obj(C )





We write HomC (X,Y ) (or simply Hom(X,Y ) when there is no confusion about to which category
it refers) to denote the class of all morphisms from X to Y .

Suppose we have three objects X,Y, Z ∈ Obj(C ). Then, for any two morphisms f : X → Y and
g : Y → Z, there is a third called their composition written as gf : X → Z. The composition
completes the following commutative diagram:

X
f−−−−→ Y

gf
. . .

yg
Z

Definition 4.44. The collection C is a category if the following axioms hold:
• identity: for every object X ∈ Obj(C ), there exists a morphism IdX ∈ HomC (X,X), called

the identity morphism for X, such that for every morphism f : X → Y , we have

IdY f = f = f IdX .

• associativity: if f : X → Y, g : Y → Z and h : Z →W then h(gf) = (hg)f .

The axioms can be illustrated with diagrams. For the former, it’s simply this:

X
f−−−−→ Y X

f−−−−→ Y

f ց
yIdY

yIdX րf

Y X
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For the latter, it’s a commutative diagram of commutative diagrams:

X
f−−−−→ Y X Yyg =⇒ ցgf

W
h←−−−− Z W

h←−−−− Z

⇓ ⇓

X
f−−−−→ Y X Y

ւhg =⇒
yhgf

W Z W Z

The axioms justify the illustration of objects and morphisms below:

Exercise 4.45. Prove that these are categories with morphisms as indicated:
• sets with functions,
• topological spaces with continuous functions,
• groups with group homomorphisms,
• rings with ring homomorphisms,
• vector spaces with linear operators,
• graphs with graph maps.

Exercise 4.46. Prove that there is exactly one identity morphism for every object.

Exercise 4.47. Define isomorphisms on a category in such a way that it incorporates group
isomorphisms when the category is groups.

The axioms appear similar to those of groups. Indeed, the composition is a binary operation:

HomC (X,Y )×HomC (Y, Z)→ HomC (X,Z).

The difference is that morphisms don’t have to produce a binary operation on the whole Hom(C )
because not all compositions have to be available. The reverse connection is valid though as this
example of a category C produced from a group (G, ∗) shows:
• Obj(C ) = {∗},
• Hom(C ) = G.

Exercise 4.48. Prove that this is a category.

4.6 Vector fields

This is how we commonly describe motion.

We take as a model a fluid flow. The phase space S ⊂ Rn of the system is the space of all possible
locations. Then the position of a given particle is a function x : I → S of time t, where I is some
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interval. Meanwhile, the dynamics of the particle is governed by the velocity of the flow, at each
location and each moment of time. Let f : [0,∞)×S → Rn be a function and let the velocity at
time t of a particle, if it happens to be at point x, be f(t, x).

Let’s start with dimension 1 and S := R. Then this dynamics is given by an ordinary differential
equation (ODE):

x′(t) = f(t, x(t)),

Suppose we have such a system in R. Now, suppose we are given a current state a and a forward
propagation time t. Then, by the Euler method, there is a map, called the Euler map, that
approximates the solution of the ODE at a given point:

Qt(a) = a+ tf(a).

The Euler map is continuous if the right-hand side f of the ODE is continuous!

In dimension 2, we are talking about vector fields. A vector field is given when there is a vector
attached to each point of the plane:

point 7→ vector.

So, vector field is just a function

V : R2 → R2.

The following vector field

V = (fx, fy)

could be the velocity field of a flow:

One can think of vector fields as systems of time-independent ODEs:

x′(t) = fx(x(t), y(t)),
y′(t) = fy(x(t), y(t)).

This is still a model for a flow: u = (x, y) is the position of a given particle as a function of time
t and (fx(x, y), fy(x, y)) is the velocity of this particle (or any other) if it happens to be at point
(x, y).

For any vector field in Rn, the Euler map

Qt : R
n → Rn
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is defined by the same formula
Qt(a) = a+ tV (a).

Theorem 4.49. If V is continuous, the Euler map Qt : R
n → Rn is continuous too, for each t.

Exercise 4.50. Prove this theorem.

This map is then studied to discover such properties of the system as the existence of stationary
points:

Exercise 4.51. What can you say about the Euler map for the motion patterns above?

4.7 The dynamics of a market economy

Let’s imagine that we have a “closed” market with n commodities freely traded. The possible
prices,

p1, ..., pn,

of these commodities form a price vector,

p = (p1, ..., pn),

at each moment of time. Then, the space of prices is

P := Rn
+ := {(p1, ..., pn) : pi ∈ R+} ⊂ Rn.

Suppose also that there are m “agents” in the market, each owning a certain amount of each
commodity. We suppose that
• the ith agent owns cij of the jth commodity.

These amounts form the ith commodity vector,

ci ∈ Rn
+.

Then, the ith agent’s wealth is
wi = 〈p, ci〉,

where 〈·, ·〉 is the dot product. We suppose also that this agent wants to own a different com-
bination of commodities. This vector, di, constitutes the demand of the agent. The demand, of
course, depends on the current prices p.

One can argue now that the demand function di = di(p) is continuous. The argument is based on
the idea that the demand is elastic enough so that a small change in the price of a commodity will
produce a small change in the person’s demand for this commodity, as well as other commodities.
Even though one-time purchases may require a certain threshold to be reached to become afford-
able, we argue that approaching this threshold is accompanied by an increase of the likelihood
of the purchase. In other words, the person’s desire for a certain commodity is unchanged but
the affordability does change – continuously – with his wealth wi = 〈p, ci〉 as the price vector p
changes.

It follows that the market-wide demand function d =
∑
i d
i is continuous too. Now, the continuous

change of the demand will have a continuous effect on the prices.
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Next, let’s examine the dynamics of prices.

First, we assume that the tomorrow’s prices depend only on the today’s prices. We need to justify
this assumption. First, we think of the market as truly “closed” so that there is no outside
influence on the prices by non-market events, such as wars, natural disasters, new laws and
regulations etc. We can simply think that the time gap is so short that these events don’t affect
the prices. At the same time, the time gap has to be long enough for the information about price
changes to disseminate to all participants. In addition, we assume that the prices don’t depend
on time – of the day, week, or year.

This dependence, then, is a price function F : P → P . And the analysis above suggests that this
dependence is continuous.

Exercise 4.52. What difference would price controls have?

What about the commodities? The total amount is the vector

c̄ :=
∑

i

ci ∈ Rn
+.

It may be fixed or, assuming continuous production and continuous consumption, it varies con-
tinuously. If we also assume that the trading is also continuous, we conclude that the commodity
vectors ci, i = 1, 2, ...,m, vary continuously as well. Then the dynamics is represented by a
continuous function

G : C → C,

where

C := {(c1, ..., cm) : ci ∈ Rn
+} =

(
Rn

+

)m
,

is the space of distributions of commodities.

Exercise 4.53. Incorporate into the model the money as a new commodity.

The state of the system is then a combination of the prices and a distribution of the commodities.
Then the state space is

S := P × C,

and the state dynamics is given by a continuous function D : S → S. In other words, tomorrow’s
prices and distributions are determined by today’s prices and distributions.

One can easily incorporate other quantities into this extremely oversimplified model. As an
illustration, suppose the interest rates are to be included as they influence and are being influenced
by the prices. Then the state space becomes P ×C × [0,∞). Any new quantity can be added to
this model by simply extending P in this fashion.

Exercise 4.54. What happens if we add currency exchange rates to this model? Suggest your
own parameters.

A more abstract way to model motion and dynamics is a discrete dynamical system, which is
simply any continuous function F : P → P on any topological space P , applied repeatedly:

xn+1 = F (xn).

Dynamical systems are known for exhibiting a complex behavior even with a simple choice of
F . Modelling is uncomplicated for dimension 1; one can simply use a calculator. Just enter a
function and then repeatedly apply it. A spreadsheet will allow you visualize the dynamics for
dimensions 1 and 2.
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4.8 Maps

We know that path-connectedness is preserved under continuous transformations. This means
that we can’t tear things!

That’s the reason why continuous functions are also called maps or mappings. After all, mapping
is a process of transferring the terrain – point by point – to a piece of paper, a map.

This process should better be continuous!

What if it’s not? Then we won’t be able to answer the most basic question maps are intended to
answer:

Can we get from point A to point B?

The simplest case is when the map itself is torn:

Such a “discontinuous” map might give the answer “No” while, in fact, the terrain it came from
answers “Yes”. A more subtle case is when the actual process of mapping was erroneous, such as
when a peninsula is turned into an island:

Thus, the continuity of the mapping prevents it from tearing the map and guarantees that a “No”
is correct.

Furthermore, even though we can’t tear the map, we might still end up gluing its pieces. A
“glued” map might give the answer “Yes” to our question while, in fact, the terrain it is supposed
to depict answers “No”. One might glue – by mistake – islands together, or even continents:
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That’s a different topologically – kind of mapping error!

Example 4.55. Consider these two examples of gluing. First, merging two points:

f : {A,B} → {C}, f(A) = f(B) = C,

and, second, parametrization of the circle:

f : [0, 2π]→ S1 ⊂ R2, f(t) = (cos t, sin t). �

Exercise 4.56. Prove that these are continuous functions.

Thus, while a continuous map can’t bring the number of components up, it can bring it down.

As we just saw, sometimes gluing is bad – even though it is a continuous operation. The reason
is that the inverse of gluing is tearing. Then the match between the map and the terrain is
inadequate.

That’s why we will define a class of maps so that both the function

f : X → Y

and its inverse

f−1 : Y → X

are continuous.

Note that even though tearing isn’t allowed, we can cut – if you glue it back together exactly as
before. For example, this is how you can un-knot this knot:

One can achieve this without cutting by manipulating the knot in the 4-dimensional space.

Exercise 4.57. What is this, topologically?

4.9 Homeomorphisms

Let’s make this idea more precise. Recall a couple of definitions.
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A function f : X → Y is called one-to-one, or injective, if

f(x) = f(y) =⇒ x = y.

Or, the preimage of a point, if non-empty, is a point.

A function f : X → Y is called onto, or surjective, if

for every y ∈ Y there is an x ∈ X such that y = f(x).

Or, the image of the domain space is the whole target space, f(X) = Y .

A function that is one-to-one and onto is also called bijective.

Theorem 4.58. A bijective function f : X → Y has the inverse, i.e., a unique function f−1 :
Y → X such that f−1f = IdX and ff−1 = IdY .

Definition 4.59. Suppose X and Y are topological spaces and f : X → Y is a function. Then
f is called a homeomorphism if
• f is bijective,
• f is continuous
• f−1 is continuous.

Then X and Y are said to be homeomorphic, as well as topologically equivalent.

The word “homeomorphism” comes from the Greek words “homoios” for “similar” and “morphō”
for “shape” or “form”. One may understand the meaning of this word as follows: the shapes of
two figures are similar by being topologically identical.

Let’s examine informally how the definition may be applied to demonstrate that spaces are not
homeomorphic.

Example 4.60. Consider X a segment and Y two segments. We already know that the number
of path-components is supposed to be preserved. Therefore, these two aren’t homeomorphic. �

Example 4.61. Consider now X letter “T” and Y a segment. Both are path-connected so this
information doesn’t help. The question remains, are they homeomorphic? One trick is to pick
a point a in X, remove it, and see if X \ {a} is homeomorphic to Y \ {b} for any b ∈ Y . Let’s
choose a to be in the cross of “T”:

Removing this point creates a mismatch of components regardless what b is.

Therefore, the method is to examine how many components can be produced by removing various
points from the space. �

Exercise 4.62. Using just this approach classify the symbols of the standard computer keyboard
(think of them as if they are made of wire):
• ‘ 1 2 3 4 5 6 7 8 9 0 - =
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• q w e r t y u i o p [ ]
• a s d f g h j k l ; ’
• z x c v b n m , . /

and
• ∼ ! @ # $ % ̂ & ∗ ( ) +
• Q W E R T Y U I O P {} —
• A S D F G H J K L : “
• Z X C V B N M < > ?

More general is this almost trivial fact.

Proposition 4.63. If spaces X and Y are homeomorphic, then for any a ∈ X there is a b ∈ Y
such that X \ {a} is homeomorphic to Y \ {b}.
Exercise 4.64. Prove the proposition. Suggest an example when counting components, as we
did above, is no longer sufficient, but the proposition still helps.

Proposition 4.65. An isometry, i.e., a bijection between two metric spaces that preserves the
distance, is a homeomorphism.

Exercise 4.66. (a) Prove the proposition. (b) Show that self-isometries form a group.

Example 4.67 (non-example). It might be hard to quickly come up with an example of a
continuous bijection that isn’t a homeomorphism. The reason is that our intuition always takes
us to the Euclidean topology. Instead, consider the identity function for any set X,

f = Id : (X, τ)→ (X,κ),

where κ is the anti-discrete topology and τ isn’t. Then, on the one hand,
• f−1(X) = X is open in (X, τ),

so that f is continuous. On the other hand, there is a proper subset A of X open in τ , but
• f(A) = A isn’t open in (X,κ)

Therefore, f−1 : (X,κ)→ (X, τ) isn’t continuous. A specific example is:
• X = {a, b},
• τ =

{
∅, {a}, {b}, X

}
,

• κ =
{
∅, {a}, X

}
.

This example suggests a conclusion: the identity function will be a desired example when κ is a
proper subset of τ . Consider, for example, X = R, while τ is the Euclidean topology and κ any
topology with fewer open sets (it’s “coarser” or “sparser”), such as the topology of rays. �

Exercise 4.68. Provide another non-example: a continuous bijection f : X → Y that isn’t a
homeomorphism; this time both X and Y are subspaces of R2.

Exercise 4.69. We are given a continuous function f : R→ R. Define a function g : R→ R2 by
g(x) = (x, f(x)). Prove that g is continuous and that its image, the graph of f , is homeomorphic
to R.

Exercise 4.70. To what space is the Möbius band with the center line cut out homeomorphic?

4.10 Examples of homeomorphic spaces

Theorem 4.71. All closed intervals of a non-zero, finite length are homeomorphic.
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Proof. Let X := [a, b], Y := [c, d], b > a, d > c. We will find a function f : [a, b] → [c, d] with
f(a) = c and f(b) = d. The simplest function of this kind is linear:

To find the formula, use the point-slope formula from calculus. The line passes through the points
(a, c) and (b, d), so its slope is m = d−c

b−a 6= 0. Hence, the line is given by

f(x) = c+m(x− a).

We can also give the inverse explicitly:

f−1(y) = a+ 1
m · (y − b).

Finally we recall that linear functions are continuous. �

Theorem 4.72. Open intervals of finite length are homeomorphic.

Exercise 4.73. Prove the theorem.

Theorem 4.74. An open interval is not homeomorphic to a closed interval (nor half-open).

Exercise 4.75. Prove the theorem. Hint: focus on the endpoint(s).

No interval of non-zero length can be homeomorphic to a point because there can be no bijective
function between them.

Theorem 4.76. All open intervals, even infinite ones, are homeomorphic.

Proof. The tangent gives you a homeomorphism between (−π/2, π/2) and (−∞,∞). �

Example 4.77. Another way to justify this conclusion is given by the following construction:

Here the “north pole” N is taken out from a circle to form X. Then X is homeomorphic to a
finite open interval, and to an infinite interval, Y . The function f : X → Y is defined as follows:
• given x ∈ X, draw a line through x and N , find its intersection y with Y , then let y := f(x).

�
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Exercise 4.78. Prove that this f is a homeomorphism.

Example 4.79 (stereographic projection). The above construction is a 2-dimensional version
of what is, literally, a map:

This construction is used to prove that the sphere with a pinched point is homeomorphic to the
plane.

In the n-dimensional case, we place Sn in Rn+1 as the unit “sphere”:

Sn = {x ∈ Rn+1 : ||x|| = 1},

and then remove the north pole N = (0, 0, ..., 0, 1). The stereographic projection

P : Sn \N → Rn

is defined by the formula:

P (x) :=

(
x1

1− xn+1
,

x2
1− xn+1

, ...,
xn

1− xn+1

)
, ∀x = (x1, ...xn+1).

Its inverse is

P−1(y) =
1

1 + ||y||
(
2y1, 2y2, ..., 2yn, ||y||2 − 1

)
, ∀y = (y1, ..., yn). �

Exercise 4.80. Prove that this is a homeomorphism.

Exercise 4.81. Show that the sphere and the hollow cube are homeomorphic. Hint: imagine
inserting a balloon inside a box and then inflating it so that it fills the box from the inside:

Or we can concentrate on the inverse of f . Let’s illustrate the idea in dimension 2, i.e., square Y
and circle X. One can give an explicit representation of the function:

f−1(u) =
u

||u|| ,

where ||u|| is the norm of u. This function is a radial projection.

Exercise 4.82. Prove that f−1 is continuous.

Exercise 4.83. Let a, b be two distinct points on the sphere X = S2. Find a homeomorphism
of the sphere to itself that takes a to b. What if X is the plane, or the torus?

Exercise 4.84. Are these two spaces, A ⊔B ⊔ C, homeomorphic?
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4.11 Topological equivalence

Theorem 4.85. Homeomorphisms establishes an equivalence relation on the set of all topological
spaces.

Exercise 4.86. Prove the theorem.

This is the reason why it makes sense to call two spaces topologically equivalent when they are
homeomorphic. We will use the following notation for that:

X ≈ Y.

There is more to this equivalence... Suppose

f : (X, τX)→ (Y, τY )

is a homeomorphism. From the definition,
• if U is open in Y then f−1(U) is open in X, and
• if V is open in X then f(V ) is open in Y .

In other words,

V ∈ τX ⇐⇒ f(V ) ∈ τY and f−1(U) ∈ τX ⇐⇒ U ∈ τY .

Therefore, we can define a function between the two topologies, as sets of open sets:

fτ : τX → τY ,

by setting
fτ (V ) := f(V ).

It is a bijection!

The result is that whatever is happening, topologically, in X has an exact counterpart in Y :
open and closed sets, their unions and intersections, the exterior, interior, closure of sets, and
convergent and divergent sequences, continuous and discontinuous functions, etc. To put it
informally,

homeomorphic spaces are topologically indistinguishable.

The situation is similar to that in algebra when isomorphic groups (or vector spaces) have the
exact matching of every algebraic operation and, in that sense, they are algebraically indistin-
guishable.

Exercise 4.87. Prove that the classes of homeomorphic spaces form a category.

This idea justifies the common language about topological spaces that is often appropriate:
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“X is homeomorphic to Y ” means “X is Y ”.

This is the reason why we speak of some classes of homeomorphic spaces as if they are represented
by specific topological spaces:
• the circle S1,
• the disk B2,
• the sphere S2,
• the torusT2, etc.

The attitude is similar to that of algebra: a group is Z,Zp,Sn, etc. (Furthermore, “the lion”
refers to all the lions as a species, etc.)

It would be dangerous, however, to apply this idea to bases instead of topologies. Consider the
fact that the bases of this cylinder and the Möbius band may seem indistinguishable but the
spaces aren’t homeomorphic:

Properties “preserved” under homeomorphisms are called topological invariants.

Exercise 4.88. Prove that the “number of points (including infinity)” is a topological invariant.

In anticipation of our future studies, we mention that the homology groups of homeomorphic spaces
are isomorphic. In other words, homology is a topological invariant. However, the converse isn’t
true. Indeed, even though a point and a segment aren’t homeomorphic, their homology groups
coincide.

Exercise 4.89. Prove that for a given topological space, the set of all of its self-homeomorphisms
form a group with respect to composition.

5 Subspaces

5.1 How a subset inherits its topology

Is there a relation between the topology of the xy-plane and the topology of the x-axis?

The question may be that of convergence of sequences: if xn → a then (xn, 0)→ (a, 0):

Or that of continuity of functions: if f(·, ·) is continuous, then f(·, 0) is continuous too:
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Or it may be about the interior, exterior, closure, etc.

There must be a relation!

Example 5.1. Let’s start with a simple example. Suppose X is the xy-plane and A is the x-
axis. We know that the closeness (proximity) of points in X is measured simply by the distance
formula, the Euclidean metric. The distance between (x, y) and (a, b) is

d
(
(x, y), (a, b)

)
:=

√
(x− a)2 + (y − b)2.

But if these two points happen to lie on the x-axis (y = b = 0), the formula becomes:

dA(x, a) = |x− a|,

which is the Euclidean metric of the x-axis. Not by coincidence, the proximity of points in A is
measured in a way that matches that for X. �

The case of metric spaces is thus clear: we take the metric d of X and apply it to the elements
of A. The result is a metric for A.

Exercise 5.2. Prove that this construction does produce a metric.

Next, we consider the respective topologies. Suppose we are given a point a in A.
• If we treat a as a point in X, then a neighborhood W of a in X consists of points in X

within some d > 0 from a.
• If we treat a as a point in A, then a neighborhood WA of a in A consists of points in A

within some d > 0 from a.
Of course, this is the same d. Then,

WA =W ∩A!

Example 5.3. In our example, the construction is easy to visualize:
• the Euclidean basis of X := R2 is the open disks;
• the Euclidean basis of A := R is the open intervals.

Now, intersections of disks with the x-axis produce intervals and, conversely, every interval in the
x-axis is its intersection with a disk:

To be sure, there are many different disks for each interval and some disks have no matching
intervals. �

This idea applies to all topological spaces.
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Following our original approach to topology via neighborhoods, a subset A of a topological space
X with basis γ will acquire its own collection γA as the set of all of its intersections with the
elements of γ:

In other words,
γA := {W ∩A : W ∈ γX}.

Alternatively, we acquire the new topology τA for A from the topology τ of X, in the exact same
manner.

Theorem 5.4. The collection γA so defined is a basis of neighborhoods in A.

Proof. If x ∈ A ⊂ X, then also x ∈ X. Since γX is a basis on X, it satisfies (B1): there is some
W ∈ γX such that x ∈ W . Thus, we have x ∈ A and x ∈ W , hence x ∈ A ∩W ∈ γA. Hence, γA
satisfies (B1).

We need to prove (B2). Suppose we are given U,W ∈ γA and a point x ∈ U ∩W . We need to
prove that there is some V ∈ γA such that x ∈ V ⊂ U ∩W .

By definition of γA, we have

U = U ′ ∩A, W =W ′ ∩A for some U ′,W ′ ∈ γ.

From (B2) for γX we conclude:

there is some V ′ ∈ γ such that x ∈ V ′ ⊂ U ′ ∩W ′.

Now let
V := V ′ ∩A.

Then, x ∈ A and x ∈ V , hence
x ∈ A ∩ V = V ′ ∈ γA.

Also, V ′ ⊂ U ′ ∩W ′ implies that

V = V ′ ∩A′ ⊂ U ′ ∩W ′ ∩A = (U ′ ∩A) ∩ (W ′ ∩A) = U ∩W.
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Hence, γA satisfies (B2). �

Definition 5.5. The topology generated by γA is called the relative topology on A generated by
the basis γ of X.

Let’s review what happens to the neighborhoods in X as we pass them over to A. Suppose X is
Euclidean with nice round neighborhoods:

The neighborhoods in A are now explicit while X is gone:

In fact, since it doesn’t matter how A used to fit into X anymore, we can even rearrange its
pieces:

5.2 The topology of a subspace

What if, instead of a basis, the topology is given directly, i.e., by a collection τ of open sets?
Then how do we set up a topology for a subset?

In our example, all open sets in the x-axis A can be seen as intersections of open sets in the
xy-plane X:

Whether this is true in general is less obvious and will need a proof.

Generally, suppose we have a set X and suppose A is a subset of X. As we know, there are many
ways to define a topology on A – if it is just another set. But suppose X already has a topology,
a collection of open sets τ . Then,

what ought to be the topology for A?



5. SUBSPACES 137

All we need to do is to point out the sets we deem open within the subset. We choose, just as
before,

WA :=W ∩A for all W open in X.

Suppose τ is the topology of X, then we have a collection of subsets of A:

τA := {W ∩A :W ∈ τ}.

Theorem 5.6. τA is a topology on A.

Proof. Needless to say, the axioms of topology (T1) - (T3) for τA will follow from (T1) - (T3)
for τ .

For (T1):
• ∅ ∈ τ =⇒ ∅ = A ∩ ∅ ∈ τA,
• X ∈ τ =⇒ A = A ∩X ∈ τA.

For (T3):
• U, V ∈ τA =⇒
• U = U ′ ∩A, V = V ′ ∩A for some U ′, V ′ ∈ τ =⇒
• W = U ∩ V = (U ′ ∩A) ∩ (V ′ ∩A) = (U ′ ∩ V ′) ∩A ∈ τA,

since
• W ′ = U ′ ∩ V ′ ∈ τ . �

Exercise 5.7. Prove (T2).

Definition 5.8. Given a topological space (X, τ) and a subset A ⊂ X, the topological space
(A, τA) is called a subspace of X and we say that its topology is the relative topology induced by
X.

Compare this idea to that of a subspace of a vector space. In either case, the structure (topological
or algebraic) is inherited by a subset. The main difference is that for vector spaces (or groups) the
subset needs to be closed under the operations while for topological spaces a subset can always
be seen as a subspace.

Note: In the illustrations above, we attempt to choose a subset A to be depicted as something
“thin” in comparison to a “thick” X. The reason is that a thick A could implicitly suggest that
A is an open subset of X and that might make you rely on this subconscious assumption in your
proofs.
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Exercise 5.9. What is so special about the relation between τ and τA when A is an open subset
of X?

Once the topology on A is established, all the topological concepts become available. We can
speak of open and closed sets “in A” (as opposed to “in X”), the interior, exterior, closure,
frontier, continuity, etc.

The following is obvious.

Theorem 5.10. The sets closed in A are the intersections of the closed, in X, sets with A.

Exercise 5.11. If A is closed in X then the sets closed in A are...

Theorem 5.12. If xn → a in A ⊂ X then xn → a in X.

Exercise 5.13. Prove the theorem.

The converse isn’t true: while xn = 1/n converges to 0 in X := R, it diverges in A := (0, 1).
This affects the limit points of subsets and, therefore, the closure.

Example 5.14. Here’s a simple example that illustrates the difference between the closure in X
and the closure in A ⊂ X. Suppose
• X := R, A := (0, 1), B := (0, 1), then
• in X, Cl(B) = [0, 1],
• in A, Cl(B) = (0, 1). �

Exercise 5.15. Find a non-Euclidean topology (or a basis) on X := R2 that generates the
Euclidean topology on A the x-axis.

Exercise 5.16. Describe the relative topology of the following subsets of X := R:
• A := {1, 2, ..., n},
• A := Z,
• A := {1, 1/2, 1/3, ...},
• A := {1, 1/2, 1/3, ...} ∪ {0},
• A := Q.

Exercise 5.17. Show that if B is a subspace of A and A is a subspace of X, then B is a subspace
of X.

Exercise 5.18. Suppose A,B are disjoint subsets of a topological space X. Compare these three
topologies:
• A relative to X,
• B relative to X, and
• A ∪B relative to X.

It is a default assumption that any subset A ⊂ X is a topological space with the relative
topology acquired from X.

5.3 Relative neighborhoods vs. relative topology

An important, but easy to overlook, question remains, do γA and τA match?

What do we mean by “match”? Starting with base γ of X, we have acquired the topology τA of
A in two different ways:
• 1. taking all sets open with respect to γ creates τ and then taking the latter’s intersections

with A creates τA; or
• 2. taking intersections with A of γ creates γA and then taking all sets open with respect to

the latter creates τA.
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These two methods should produce the same result, as informally illustrated by the commutative
diagram below:

γ
open−−−−−−→ τy∩A

y∩A

γA
open−−−−−−→ τA

We can now reword the question we started with, as follows: why are all the open sets in the
x-axis the intersections of all the open sets in the xy-plane with the x-axis?

Theorem 5.19.
• τA
• = the set of all intersections of the elements of τ with A
• = the set of all sets open with respect to γA.

Proof. To prove the equality we prove the mutual inclusions for these two sets.

Part 1: [⊂] Given U ∈ τA, show that U is open with respect to γA. Suppose x ∈ U , we need to find
N ∈ γA such that x ∈ N ⊂ U . Naturally, we construct N as the intersection with a neighborhood
of x in X. Since U is open in A, there is an open U ′ in X such that U = U ′ ∩ A. Since U ′ is
open, there is a neighborhood N ∈ γ such that x ∈ N ′ ⊂ U ′. Now we take N := N ′ ∩A.

Part 2: [⊃] It is less straight-forward and will require a subtle step. Suppose U ∈ τA; i.e., it’s
open with respect to γA. We need to find U ′ open in X such that U = U ′ ∩ A. Since U is
open in A, it follows that for every x ∈ U there is an Nx ∈ γA such that x ∈ Nx ∈ U . Further,
Nx = N ′

x ∩ A for some N ′
x ∈ γX . But, even though this set is open in X, it can’t possibly give

us the desired U ′. The ingenious idea is to take all of these neighborhoods together:

U ′ :=
⋃

x∈U

N ′
x.

It is open by (T2). �

Relative topology is the simplest way to create new topological spaces from old. The second
simplest is the disjoint union.

Suppose two (unrelated to each other) topological spaces X and Y are given. One can form
the disjoint union Z := X ⊔ Y of the underlying sets but what about the topology? What the
definition of the topology of the disjoint union of these spaces ought to be? In other words,
given topologies τX and τY , what ought to be the topology τZ on set Z? Out of the multitude
of possibilities, we need to choose the one that makes most sense. What we want is for the
topologies of X and Y to remain intact in Z. But just taking the union of τX ∪ τX would not
produce a topology as (T1) fails...
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In light of the above discussion, we want the relative topology of X with respect to Z to coincide
with τX and same for Y . So,

W ∈ τZ ⇐⇒W ∩X ∈ τX , W ∩ Y ∈ τY .

The choice becomes clear:
τZ = {U ∪ V : U ∈ τX , V ∈ τY }.

Exercise 5.20. Prove that this is a topology. Also, what happens to the bases?

5.4 New maps

In light of this new concept of relative topology, we can restate a recent theorem, as follows.

Theorem 5.21. Suppose f : X → Y is continuous. If X is path-connected the so is f(X).

Proposition 5.22. If f : X → Y is continuous then so is f ′ : X → f(X) given by f ′(x) =
f(x), ∀x ∈ X.

To follow the idea of piecewise defined functions, two continuous functions can be “glued together”
to create a new continuous function, as follows.

Theorem 5.23 (Pasting Lemma). Let A,B be two closed subsets of a topological space X
such that X = A ∪ B, and let Y also be a topological space. Suppose fA : A → Y, fB : B → Y
are continuous functions, and

fA(x) = fB(x), ∀x ∈ A ∩B.

Then the function f : X → Y defined by

f(x) :=

{
fA(x) if x ∈ A,
fB(x) if x ∈ B,

is continuous.

Exercise 5.24. (a) Prove the lemma. Hint: you’ll have to use relative topology. (b) State and
prove the analog of the theorem with “closed” replaced by “open”.

Exercise 5.25. Show that the theorem fails if A,B aren’t closed. What if just one of them isn’t?

Definition 5.26. Suppose we have a topological space X and a subset A of X. Then the
inclusion i = iA : A→ X of f is given by

iA(x) := x, ∀x ∈ A.
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For any open set U in X, we have
i−1
A (U) = U ∩A.

Then the result below follows from the definition of relative topology.

Theorem 5.27. The inclusion function is continuous.

Notation: The notation often used for the inclusion is

i = iA : A →֒ X.

Next, notice how the picture below seems to imply that limiting the domain of a function will
preserve its continuity:

Definition 5.28. Suppose we have topological spaces X and Y , a map f : X → Y , and a subset

A of X. Then the restriction f
∣∣∣
A
: A→ Y of f to A is a function defined by

f
∣∣∣
A
(x) := f(x), ∀x ∈ A.

In particular, we can understand inclusions as restrictions of the identity functions.

Theorem 5.29. Any restriction of a continuous function is continuous.

Proof. Suppose we have a continuous function f : X → Y and a subset A of X. Suppose U is
open in Y . Then, (

f
∣∣∣
A

)−1

(U) = f−1(U) ∩A.

As the intersection of an open, inX, set with A, this set is open in A. Therefore, f
∣∣∣
A
is continuous.

�
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A less direct but more elegant proof is to observe that the restriction of a map to a subset is its
composition with the inclusion of the subset:

f
∣∣∣
A
= fiA,

so that the diagram commutes:

A
iA−−−−−→ X

f |A ց
yf
Y

Both are continuous and so is their composition.

Exercise 5.30. Suppose iA : A →֒ X is the inclusion. Suppose the set A is given such a topology
that for every topological space Y and every function f : Y → A,

f : Y → A is continuous ⇐⇒ the composition iAf : Y → X is continuous.

Prove that this topology coincides with the relative topology of A in X.

More general is the following concept.

Definition 5.31. A one-to-one map f : X → Y is called an embedding if it yields a homeomor-
phism f ′ : X → f(X), where f ′(x) = f(x) for all x.

Let X be a topological space and A a subspace of X. A map r : X → A such that r(x) = x for
all y ∈ A is called a retraction. We also say that A is a retract of X. Another way of looking at
this condition is:

riA = IdA,

where iA is the inclusion of A into X and IdA is the identity map of A. The identity is represented
by this commutative diagram:

A
iA−−−−−→ X

IdA
ց

yr
A

Exercise 5.32. Prove the following.
• Any point in a convex set is its retract.
• The (n− 1)-sphere Sn−1 is a retract of Rn \ {0} .
• The circle S1 is a retract of the Möbius band M2.
• The union of the equator and a meridian of the torus T2 is a retract of the torus with a

point removed.

5.5 The extension problem

Just as we can restrict maps, we can try to “extend” them, continuously.

Definition 5.33. For A ⊂ X and a given function f : A → Y , a function F : X → Y is called

an extension of f if F
∣∣∣
A
= f .

The relation between the function and its extension can be visualized with a diagram:

A
iA−−−−−→X

f ց
yF=?

Y
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Extension Problem: Is there a continuous F to complete the diagram so that it is commutative?

Unlike the restriction problem above, the extension problem can’t be solved by simply forming
the composition. In fact, such an extension might simply not exist.

Of course, it is simple to extend a continuous function f : [0, 1]→ R to F : [0, 2]→ R. But what
about f : (0, 1)→ R and F : [0, 1]→ R? For f(x) = x2, yes; for f(x) = 1/x or f(x) = sin(1/x),
no.

Exercise 5.34. State and prove the sufficient and necessary conditions for existence of an
extension of f : (a, b)→ R to F : (a, b]→ R.

A more interesting example comes from our recent study. We can recast the definition of path-
connectedness of a topological space X as the solvability of a certain extension problem: can
every map defined on the endpoints of the interval

f : {0, 1} → X

be extended to a map on the whole interval

F : [0, 1]→ X?

Example 5.35 (path-connectedness of graphs). Let’s sneak a peek into how this approach
will be used in algebraic topology. Suppose X is a graph. The first two diagrams below are:
• the extension diagram – with topological spaces and maps, and
• its algebraic counterpart – with groups and homomorphisms:

{0, 1} iA−−−−−→ [0, 1] H0({0, 1})−−−→H0([0, 1]) < {0, 1} >−−−→ < 0 >

f ց
yF=? ց

y? ց
y?

X H0(X) H0(X)

These groups are evaluated in the last diagram. But the way we construct the homology groups
and homology maps tells us that we can complete the first diagram only if we can complete the
last one. But to do that – for any given f – H0(X) would have to be cyclic. Therefore, X is
path-connected. �

The value of this approach becomes clearer as we start climbing dimensions.

Example 5.36. A worthwhile example is recasting simple connectedness as an extension prob-
lem: can every map of the circle

f : S1 → X

be extended to a map of the disk

F : B2 → X?
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And so on for all dimensions, even those impossible to visualize... �

Exercise 5.37. State and prove the sufficient and necessary condition for existence of a linear
extension of a linear operator f : A→W to F : V →W , where V,W are vector spaces and A is
a subset of V .

5.6 Social choice: looking for compromise

A topic we will consider – in several stages – is social choice. By that we understand various
schemes that are meant to combine the choices several individuals into one.

Let’s imagine two hikers who are about to go into the woods and they need to decide where to
set up their camp. Their preferred places don’t match and we need to develop a procedure for
them to find a fair compromise:

We are not speaking of a one-time compromise but a compromise-making procedure. The reason
is that we want to solve the problem once and for all – in case they decide to take a trip again.

The solution may be simple: take the middle point between the two locations, if possible:

Because of the last part, the answer depends on the geometry (and the topology!) of the set of
possible choices, the forest.

So, this is what we have so far:
• the forest: a closed subset W of R2,
• the location chosen by the first hiker: x ∈W , and
• the location chosen by the second hiker: y ∈W .

We need to find
• a compromise location C ∈W ,
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and not just once, for these particular x, y, but for all possible pairs x, y ∈ W . It is then a
function, which we will call the choice function,

f :W ×W →W,

that we are after.

Now, whenever W allows, we choose the mid-point function:

f(x, y) := 1
2x+ 1

2y.

Such a choice is, of course, always possible when W is convex. When it’s not, the answer is
unclear. We then want to understand when this problem does have a solution, a choice function
f . The answer will depend on the set W .

But first, let’s make sure that f that we find will make sense as the answer in this particular
situation.

First, the interests of both hikers should be taken into account equally. Certainly, a dictatorship
of either one of the hikers can’t be allowed:

f(x, y) = x, ∀x, y.

We accomplish this by requiring that, if the two flip their preferences, the result will remain
unchanged. Traditionally, this condition is called “anonymity”.

Anonymity Axiom (Symmetry): The choice function is symmetric:

f(x, y) = f(y, x), ∀x ∈W.

Exercise 5.38. Restate the axiom for the case of m hikers.

Unfortunately, a constant function

f(x, y) := P, ∀x, y,

for some P ∈W , demonstrates a kind of dictatorship (by a third party?) that passes the test of
the Anonymity Axiom. This is why we also need to ensure that these two persons are the ones
and the only ones who decide. We require that, if the two choices happen to coincide, that’s the
choice that will be made. Traditionally, this condition is called “unanimity”.

Unanimity Axiom (Diagonality): The choice function restricted to the diagonal is the iden-
tity:

f(x, x) = x, ∀x ∈W.
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In other words, the diagonal of W ×W ,

∆(W ) := {(x, y) ∈W ×W : x = y},

is copied to W by f .

Define the diagonal map δ : W → W ×W by δ(x) = (x, x) (its image is the diagonal ∆(W ) of
W ). Then, we can also interpret the axiom as the commutativity of this diagram:

W
δ−−−−→ W ×W

Id ց
yf
W

Exercise 5.39. Prove that the diagonal map is an embedding.

Exercise 5.40. Restate the axiom for the case of m hikers.

Naturally, we will require f to be continuous. The justification is the same as always: a small
change in the input – the choice of one of the two hikers – should produce only a small change in
the output – the compromise choice. As another way to look at this, the error (caused by limited
accuracy) of the evaluation of the preferences won’t dramatically change the result. Traditionally,
this condition is called “stability”.

Stability Axiom (Continuity): The choice function f : W ×W → W , where W ×W ⊂ R4,
is continuous.

Exercise 5.41. Prove that the mid-point choice function, when it exists, satisfies the axioms.

Finally, the social choice problem is:

Is there a function f :W ×W →W that satisfies these three axioms?

A positive answer won’t tell us a lot. Consider how, when W is homeomorphic to a convex set
Q, we solve the problem for Q and then bring the solution back to W :

Specifically, if h :W → Q is such a homeomorphism, our solution is

f(x, y) = h−1
(

1
2h(x) +

1
2h(y)

)
.

The solution is fair as it doesn’t favor one hiker over the other, but would they be happy with it?
As all the geometry of Q is lost in W , such a “compromise” might be far away from the choices
of either of the hikers.

Exercise 5.42. Prove that the nature of the problem is topological: if the problem has a solution
for W , then it has a solution for every space homeomorphic to W .

We try to keep the constraints on f as broad as possible and try to investigate what constraints
on the topology of W will make it possible that f does exist. The example of the mid-point
solution above already suggests that W might have to be acyclic.

Example 5.43. Starting with 0-homology, does W have to be path-connected? Suppose not:

W =W1 ⊔W2,
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whereW1,W2 are convex closed subsets of the plane. Suppose we pick a point P ∈W1 and define

f(x, y) =

{
1
2x+ 1

2y if x, y ∈W1 or x, y ∈W2,

P otherwise.

It is easy to see that the axioms are satisfied. �

Exercise 5.44. Find a fairer choice function for the above situation.

The existence of the solution above indicates that, in a way, the axioms are too weak. In real
life, the two persons may choose two different forests and there can be no fair compromise. The
unfairness is seen from the fact that, even though the two hikers are treated equally, the two
forests aren’t (as if a third person chose a candidate ahead of time).

Exercise 5.45. Strengthen the Unanimity Axiom in such a way that we avoid this kind of
dictatorship.

Next, does W have to be simply connected?

In practical terms, is it always possible to find a fair compromise between the two choices when
there is a lake in the middle of the forest? To keep things simple, let’s reduce the problem to the
following:
• the hikers need to decide on a camping location on the shore of a circular lake:

When the two choices are close to each other, the solution can still be chosen to be the mid-point
(along the arch). But what if they choose two diametrically opposite points, x = −y? Then there
are two mid-points. Which one do we choose for f(x,−x)? A possible solution is to choose the
one, say, clock-wise from first to second but that would violate the symmetry requirement.

Exercise 5.46. Show that it also violates the continuity requirement.

Exercise 5.47. What if, in the case of diametrically opposite choices x, y, we always select
f(x, y) to be the mid-point that lies in, say, the upper half of the circle?

We will demonstrate later that, even with these loose constraints, there is no fair decision ag-
gregation rule. Homology theory will be used as the tool to answer – in the negative – this and
related social choice questions.

5.7 Discrete decompositions of space

The need to discretize the Euclidean space comes from our desire to study the world computa-
tionally. In order to understand what is the right way to discretize the space, we take, as an
example, image processing.

An image is a grid of “pixels” marked in black and white (binary) or shades of gray (gray-scale):
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Now, how do you represent objects depicted in the images? The idea is to break our continuous
universe, the plane, into small, discrete (but still continuous!) elementary pieces and then use
them to build what we want. For that to work, each of these pieces must be some kind of object
or figure itself and not just a location. What are those elementary pieces?

We start our decomposition by placing dots, or vertices, at the nodes of the grid:

To be able to form graphs, we also add the edges:

To form higher dimensional objects, we think of pixels as tiles and we think of voxels as bricks:

We want these building blocks, called cells, to be:
• 1. Euclidean,
• 2. acyclic, and
• 3. “small”.

Note that, even though the pieces are cut from the Euclidean space, we might end up with subsets
with “exotic” topology.

Exercise 5.48. Show that the closure of the graph of y = sin(1/x) has three path-components
but two of them aren’t closed subsets.

To avoid these abnormalities, it makes sense to start, in the next subsection, with open subsets of
Rn. The advantage is that every point has a neighborhood homeomorphic to Rn. These pieces
are indeed Euclidean.

In the above example, vertices, edges, squares, and cubes are the cells. Because these pieces are
discrete, we can model and study the universe with computers. On the other hand, we can put
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them all back together to reconstruct the space in full. And if we use only some of them, they
will form objects with similar, Euclidean, properties.

In general, the shapes of these pieces may be arbitrary. They may be squares, triangles, hexagons,
etc., the shapes may vary within the same decomposition, and they may even be curved:

We also want these pieces to be acyclic: path-connected, no tunnels, no voids, etc. The idea is
that the topological features of a space formed by the cells should come from the way they are
put together not from the topology of each cell.

What makes cell small is the possibility of refinement. Refining these decompositions into ones
with smaller and smaller cells allows us to approximate the space – with discrete structures –
better and better. Moreover, discrete functions defined on these discrete structures approximate
continuous functions defined on the space:

5.8 Cells

Next, we formalize these ideas.

Definition 5.49.
• An open n-cell is a topological space homeomorphic to the Euclidean n-space Rn.
• A closed n-cell, or simply an n-cell, is a topological space homeomorphic to the closed n-ball

Bn.

Initially, we look at cells as subsets of this Euclidean space Rn. The simplest closed n-cell is
then the closed n-ball located and the simplest open n-cell is its interior, the open n-ball. As
subsets, we can study their openness, closedness, interior, frontier, and closure. What they are
for these simplest cells is quite obvious. However, if the ambient n-dimensional Euclidean space
is fixed but the dimensions of the cells aren’t, a cell of a lower dimension will have very different
attributes.
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Example 5.50. In dimension n = 2, we have for open cells:

0-cell, vertex P closed, not open
1-cell, edge a neither open nor closed
2-cell, face σ open, not closed

To see why, it suffices to look at how the Euclidean (disk) neighborhoods intersect these cells:

Also,

Int(P ) = ∅,Fr(P ) = P,Cl(P ) = P ;
Int(a) = ∅,Fr(a) = a,Cl(a) = a ∪ {the two endpoints};
Int(σ) = σ;
Fr(σ) = ∪ 4 edges ∪ 4 vertices of the square;
Cl(σ) = the closed square. �

Next, we are to build new things with the cells by attaching them to each other along their
“boundaries”. It is important to distinguish between:
• the frontier Fr(a) of a k-cell a if it is treated as a subset of Rn, n ≥ k, and
• the boundary ∂a of a k-cell a if it is treated as a topological space of a special kind.

The former depends on n while the latter doesn’t, but it has to match the former under homeo-
morphisms when k = n. Then what is the boundary?

Definition 5.51. A point x in a n-cell a is an interior point of a if it has a neighborhood
homeomorphic to Rn; the rest are boundary points. The boundary ∂a is the set of all boundary
points of a.

This definition of the boundary is intrinsic!

Exercise 5.52. Show that each boundary point of an n-cell has a neighborhood homeomorphic
to the half-space Rn

+.

Exercise 5.53. Represent the boundary of an n-ball in Rn as the union of (a) closed (n−1)-cells,
(b) open (n− 1)-cells.

Exercise 5.54. Prove that the graph of y = sin 1
x , 0 < x < 1, can’t be a part of the boundary

of a 2-cell in the plane.

Theorem 5.55. A homeomorphism of a n-cell a to the n-ball B in Rn maps the boundary
points of a to the points of the frontier of B. In other words, boundary goes to boundary.

Exercise 5.56. Prove the theorem. Hint: it’s an embedding.



Chapter III

Complexes

1 The algebra of cells

1.1 Cells as building blocks

We know that we can decompose the N -dimensional Euclidean space into blocks, the N -cells.
For instance, this is how an object can be represented with tiles, or pixels (N = 2):

Some questions remain, such as: what about curves? Without making sense of curves we can’t
study such topological concepts as path-connectedness. Are curves also made of tiles? Such a
curve would look like this:

151
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If we look closer, however, this “curve” isn’t a curve in the usual topological sense! After all, a
curve is supposed to be a continuous image of the 1-dimensional interval [a, b].

The answer comes from our study of graphs: curves should be made of edges. Then a “discrete”
– but still Euclidean – curve will look like this:

This idea isn’t entirely abstract; just contrast these two images:

The conclusion is that we need to include the lower dimensional cells as additional building
blocks. The complete cell decomposition of the pixel is shown below; the edges and vertices are
shared with adjacent pixels:

Meanwhile, a mismatch of the dimensions also appears in the 3-dimensional case if you try to use
bricks, or voxels, to make surfaces. Surfaces should be made of faces of our bricks, i.e., the tiles.
This is what a “discrete” surface looks like:

It’s 2-dimensional!
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The cell decomposition of the voxel follows and here, once again, the faces, edges, and vertices
are shared:

One can interpret cells as, literally, the building blocks for everything:
• dimension 1: sticks and wires;
• dimension 2: tiles and plywood boards;
• dimension 3: bricks and logs.

Exercise 1.1. Sketch this kind of discrete, “cellular”, representation for: a knotted circle, two
interlinked circles, the sphere, the torus, the Möbius band.

Now, we are on a solid ground to describe adjacency of cells.

Two adjacent edges, 1-cells, share a vertex, i.e., a 0-cell:

Two adjacent pixels, 2-cells, share an edge, i.e., a 1-cell:

Two adjacent voxels, 3-cells, share a face, i.e., a 2-cell:

The hierarchy becomes clear.

Thus, our approach to decomposition of space, in any dimension, boils down to the following:

The N -dimensional space is composed of cells in such a way that k-cells are attached to each
other along (k − 1)-cells, k = 1, 2, ..., N .

Exercise 1.2. What are the open sets of this space?

Exercise 1.3. Explain – in terms of open, closed sets, etc. – the topological meaning of adjacency.

1.2 Cubical cells

From many possible decompositions of the plane, R2, into “cells” we choose the squares:
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Here and elsewhere we use the following coloring convention:
• red vertices,
• green edges,
• blue faces,
• orange cubes.

Example 1.4 (dimension 1). We should start with dimension N = 1 though:

Here the cells are:
• a vertex, or a 0-cell, is {n} with n = ...− 2,−1, 0, 1, 2, 3, ...;
• an edge, or a 1-cell, is [n, n+ 1] with n = ...− 2,−1, 0, 1, 2, 3, ....

And,
• 1-cells are attached to each other along 0-cells. �

Example 1.5 (dimension 2). Meanwhile, for the dimension N = 2 grid, we define (closed)
cubical cells for all integers n,m as products:
• a vertex, or a 0-cell, is {n} × {m};
• an edge, or a 1-cell, is {n} × [m,m+ 1] or [n, n+ 1]× {m};
• a square, or a 2-cell, is [n, n+ 1]× [m,m+ 1].

And,
• 2-cells are attached to each other along 1-cells and, still,
• 1-cells are attached to each other along 0-cells. �

Example 1.6.

Cells shown above are:
• 0-cell {3} × {3};
• 1-cells [2, 3]× {1} and {2} × [2, 3];
• 2-cell [1, 2]× [1, 2]. �

We can define open cells as products too:
• a vertex is {n} × {m};
• an open edge is {n} × (m,m+ 1) or (n, n+ 1)× {m};
• the inside of a square is (n, n+ 1)× (m,m+ 1).
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The difference is that under the former approach, the closed cells overlap and, therefore, can be
glued together to form objects, while under the latter, the open cells are disjoint and produce a
partition of the space. The way we will combine these cells, it won’t matter which decomposition
is used.

Exercise 1.7. Show that intersections of the elements of the basis of the Euclidean space RN

with an open cell form its basis. What about the closed cells?

Example 1.8 (dimension 3). For all integers n,m, k, we have:
• a vertex, or a 0-cell, is {n} × {m} × {k};
• an edge, or a 1-cell, is {n} × [m,m+ 1]× {k} etc.;
• a square, or a 2-cell, is [n, n+ 1]× [m,m+ 1]× {k} etc.;
• a cube, or a 3-cell, is [n, n+ 1]× [m,m+ 1]× [k, k + 1].

�

What we see here is the N -dimensional Euclidean space decomposed into 0-, 1-, ..., N -cells in
such a way that
• N -cells are attached to each other along (N − 1)-cells,
• (N − 1)-cells are attached to each other along (N − 2)-cells,
• ...
• 1-cells are attached to each other along 0-cells.

Definition 1.9. In the N -dimensional unit grid, ZN , a cube is the subset of RN given by the
product with N components:

P := I1 × ...× IN ,
such that its kth component is either
• an edge Ik = [mk,mk + 1], or
• a vertex Ik = {mk},

in the kth coordinate axis of the grid. The cube is n-dimensional, dimP = n, and is also called a
(cubical) cell of dimension n, or an n-cell, when there are n edges and N −n vertices on this list.
A face of P is also a cube given by the same product as P but with some of the edges replaced
with vertices.

Notation: The set of all unit cubes (of all dimensions) in RN will be denoted by RN .

Exercise 1.10. Show that any (k − 1)-dimensional face of a (k + 1)-dimensional cube P is a
common face of exactly two k-dimensional faces of P .

Exercise 1.11. For k ≤ 6, determine the number of vertices and the number of edges of a
k-cube.

Exercise 1.12. Count the faces of a 4-cube.

1.3 Boundaries of cubical cells

Before we start with the topological analysis of subsets of the Euclidean space made of cubes,
let’s review what we have learned studying the topology of graphs.
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The topology of a graph is determined by what the edges do. The list of what can happen is
short:
• some edges connect components of the graph and some don’t, and
• some edges form loops and some don’t.

To detect these events, we looked at how each edge is attached to the nodes and vice versa. This
information is found by detecting which nodes are the endpoints of which edges. It is simple:
• the endpoints of an edge e = AB, a 1-cell, are the two nodes A,B, 0-cells, that form its

boundary ∂e.

The idea is fully applicable to our new setting. Starting with the 0- and 1-cells of our grid, we
are in the exact same situation: the boundary of an edge is still the sum of its endpoints:

The algebraic tool we used was the boundary operator:

∂(AB) = A+B.

The main lesson of our study of the topology of graphs is:

boundaries are chains of cells,

i.e., formal sums of cells. More precisely,

the boundary of a k-cell is a chain of (k − 1)-cells.

Exercise 1.13. How do the homology groups of a graph change if we add an edge? In other
words, compare H0(G), H1(G) with H0(K), H1(K), where H,K are two graphs satisfying NK =
NG, EK = EG ∪ {e}. Hint: consider two cases.

Example 1.14. Let’s show what this theory looks like in our new, cubical notation. It is simple
in R1:

∂
(
[n, n+ 1]

)
= {n}+ {n+ 1}.

And it looks similar for R2:

∂
(
[n, n+ 1]× {k}

)
=

(
{n}+ {n+ 1}

)
× {k}

= {n} × {k}+ {n+ 1} × {k}. �

Further, our approach is uniform throughout all dimensions:
• The boundary of an edge, 1-cell, consists of its two endpoints, 0-cells;
• The boundary a square, 2-cell, consists of its four edges, 1-cells;
• The boundary of a cube, 3-cell, consists of its six faces, 2-cells;
• etc.

The boundary, denoted by ∂σ, can be thought of in three different ways depending on the context:
• if the cell σ, or the union of cells σ := ∪iσi, is thought of as a subset of the Euclidean space

RN , then its boundary ∂σ is also a subset of RN ;
• if the cell σ (dimension m), or cells {σi}, is thought of as a collection of cells, then its

boundary ∂σ is also a collection of cells (dimension (m− 1));
• if the cell σ, or a sum of cells σ :=

∑
i σi, is thought of as a chain, then its boundary
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∂σ =
∑
i ∂σi is also a chain.

The last interpretation is the one we will use.

Example 1.15. Let’s compute the boundaries of the cells from last subsection (R2):
• 0-cell {3} × {3};
• 1-cells [2, 3]× {1} and {2} × [2, 3];
• 2-cell [1, 2]× [1, 2].

The boundary of a vertex is empty. Algebraically,

∂{(3, 3)} = 0.

The boundary of an edge is a combination of its endpoints, or algebraically,

∂
(
[2, 3]× {1}

)
= {(2, 1)}+ {(3, 1)},

∂
(
{2} × [2, 3]

)
= {(2, 2)}+ {(2, 3)}.

Finally, the square:

∂
(
[1, 2]× [1, 2]

)
= [1, 2]× {1}+ {1} × [1, 2] + [1, 2]× {1}+ {2} × [1, 2].

To confirm that this makes sense, let’s factor and rearrange the terms:

= [1, 2]×
(
{1}+ {2}

)
+
(
{1}+ {2}

)
× [1, 2]

= [1, 2]× ∂[1, 2] +∂[1, 2]× [1, 2].

We have linked the boundary of the product to the boundaries of its factors! �

The last result may be stated as a formula:

∂(a× b) = a× ∂b+ ∂a× b.
It looks very much like the Product Rule for derivatives, except this time the order of factors
matters. We know how to compute the derivative of the product of, say, three functions. We
simply apply the product rule twice, as follows:

(fgh)′ = ((fg)h)′ = (fg)′h+ fgh′ = (f ′g + fg′)h+ fgh′ = f ′gh+ fg′h+ fgh′.

As you can see, there are as many terms as the functions involved and each contains all three,
except one of them is replaced with its derivative. Applying the rule for boundaries above will
have the exact same effect. This motivates the following crucial definition.

Definition 1.16. The boundary of a cubical cell P in RN given as the product:

P = I1 × ...× Ik−1 × Ik × Ik+1...× IN ,
is given by:

∂P :=

N∑

k=1

I1 × ...× Ik−1 × ∂Ik × Ik+1...× IN .
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Here, each term in the sum of ∂P has the same components as P except for one that is replaced
with its boundary. Each component Ik is either
• a vertex A, then ∂Ik = ∂(A) = 0, or
• an edge AB, then ∂Ik = ∂(AB) = A+B.

Example 1.17. Let’s illustrate the formula with an example of a 2-cell in R3, below. Suppose
P is this horizontal square:

P := [a, b]× [c, d]× {e}.

Below, the formula is used, followed by simplification:

∂P := ∂([a, b]× [c, d]× {e})
= ∂[a, b]× [c, d]× {e}

+ [a, b]× ∂[c, d]× {e}
+ [a, b]× [c, d]× ∂{e}

=
(
{a}+ {b}

)
× [c, d]× {e}

+ [a, b]×
(
{c}+ {d}

)
× {e}

+ [a, b]× [c, d]× 0
= {a} × [c, d]× {e}+ {b} × [c, d]× {e}

+ [a, b]× {c} × {e}+ [a, b]× {d} × {e}.

The last two lines give the two pairs of opposite edges that surround square P . �

Exercise 1.18. Compute the boundary of the cube below indicating in your answer its opposite
faces:

Exercise 1.19. Show that if P is an m-cell, then every non-zero term in ∂P is the sum of two
(m− 1)-cells that are a pair of opposite faces of P .

1.4 Binary chains and their boundaries

Now, what about boundaries of more complex objects?

They are still made of cells and we simply think of them as formal sums of cells. Just in the case
of graphs, we will call them chains. Since boundaries of chains of all dimensions can be empty,
we adopt the convention that

0 is a k-chain, for any k.



1. THE ALGEBRA OF CELLS 159

Further, we need to combine their boundaries somehow to form the boundary of the object.

Take a look at these examples of chains that consist of two adjacent k-cells, a and b, for k = 1, 2, 3:

The two k-cells share a common face, a (k− 1)-cell, s (in the middle). This cell is special. In the
combined boundary of the chain,
• it appears twice, but
• it shouldn’t appear at all!

Our conclusion is that, for computing the boundary, this algebraic rule of cancellation should
apply:

2x = 0.

In other words, if a cell appears twice, it is canceled. The computation is carried out as if
we do algebra with binary arithmetic. That’s why we can think of our chains both as finite
“combinations” and finite binary sums of cells. The latter idea is preferable:

a =
∑

i

siσi, si ∈ Z2.

Then, as the boundary operator is defined on each of the cells, we can now extend this definition
to all k-chains:

∂k(a) :=
∑

i

si∂k(σi),

subject to the cancellation rule.

Let’s test this idea with examples.

Example 1.20. A formal computation of the boundary of the chain representing two adjacent
edges is below:

∂
(
{n} × [m,m+ 1] + [n, n+ 1]× {m}

)
= ∂

(
{n} × [m,m+ 1]

)
+ ∂

(
[n, n+ 1]× {m}

)

= {(n,m)}+ {(n,m+ 1)}+ {(n,m)}+ {(n+ 1,m)}
= {(n,m+ 1)}+ {(n+ 1,m)}. �

We might prefer a less complex notation just to give an idea of what is going on.

Example 1.21. Let’s compute the boundary of a curve formed by edges:

∂(a+ b+ f + d+ c) = F +A+A+B +B + E + E +D +D + C
...cancellation...
= F + C.
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Only the endpoints of the curve remain, as expected. �

Exercise 1.22. State this conclusion as a theorem and prove it.

Example 1.23. Compute the boundary of the union of two adjacent squares:

∂(α+ β) = ∂α + ∂β
= (a+ f + e+ g) +(b+ c+ d+ f)
= a+ e+ g +(f + f) +b+ c+ d
= a+ e+ g +0 +b+ c+ d
= a+ b +c+ d +e+ g.

Only the outside edges appear, as expected. �

In conclusion, the boundary of a region formed by a collection of squares, i.e., a 2-chain with
N = 2, is made of its “external” edges. Now, each edge is shared by two squares, but
• an “external” edge is shared by one square in the collection and one not in the collection,

while
• an “internal” edge is shared by two squares in the collection.

After application of the boundary operator,
• each “external” edge appears once and stays, while
• each “internal” edge appears twice and cancels:

Exercise 1.24. Provide a similar analysis (with sketches) for a collection of edges and a collection
of cubes.

Beyond dimension 3, however, sketches and other visualization becomes impossible and we will
have to rely exclusively on algebra.

1.5 The chain groups and the chain complex

Suppose the ambient dimension N is fixed as well as the integer grid ZN of the Euclidean space
RN .

Notation:
• RN is the set of all cells (of all dimensions) in the grid,
• Ck(L) is the set of all k-chains in a given collection L ⊂ RN of cells, and, in particular,
• Ck := Ck(R

N ) is the set of all k-chains in RN .
We will call Ck(L) the kth chain group of L and we call, within this section, Ck the total kth
chain group.
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Definition 1.25. Given a k-chain s ∈ Ck,

s = a1 + a2 + ...+ an,

where a1, a2, ..., an are k-cells, the boundary ∂s of s is given by

∂s := ∂a1 + ∂a2 + ...+ ∂an.

So, the boundaries of k-cells are (k − 1)-chains, and, moreover, the boundaries of k-chains are
(k − 1)-chains as well. Then, boundaries are found by a well-defined function

∂ = ∂k : Ck → Ck−1.

It is called the kth boundary operator.

Just as we did before, we notice that this function is simply an extension of a function defined
on the generators of a group to the rest of the group – by additivity. Therefore, we have the
following.

Theorem 1.26. The boundary operator is a homomorphism.

We now present the big picture of the algebra of chains and their boundaries.

The homomorphisms ∂k : Ck → Ck−1, k = 1, 2, ..., if written consecutively, form a sequence:

CN
∂N−−−−−→CN−1

∂N−1−−−−−−−→ ...
∂k+2−−−−−−−→Ck+1

∂k+1−−−−−−−→Ck
∂k−−−−−→ ...

∂1−−−−−→C0.

As always, consecutive arrows are understood as compositions. We would like to treat these
groups uniformly and we append this sequence with two more items, one in the beginning and
one at the end. Both are zero groups:

0
∂N+1−−−−−−−→ ... ... ... ...

∂0−−−−−→ 0.

The two groups are attached to the rest of the sequence with homomorphisms that are, of course,
zero. The result is this sequence of groups and homomorphisms called the chain complex of RN ,
or the total chain complex:

0
∂N+1=0−−−−−−−−−→CN

∂N−−−−−→ ...
∂k+1−−−−−−−→Ck

∂k−−−−−→ ...
∂1−−−−−→C0

∂0=0−−−−−−−→ 0.

As we know, the chain groups Ck(L), k = 0, 1, 2, ..., can be defined for any set L ⊂ RN of k-cells.
They are subgroups of Ck = Ck(R

N ). Moreover, the chain complex comprised of these groups
can be constructed in the identical way as the one for the total chain groups – if we can make
sense of how the boundary operators is defined:

∂Lk : Ck(L)→ Ck−1(L), ∀k = 1, 2, 3, ....

Of course, these are the same cells and they have the same boundaries, so we have:

∂Lk := ∂k

∣∣∣
Ck(L)

.

To make sure that these are well-defined, we need the boundaries of the chains in Ck(L) to be
chains in Ck−1(L):

∂k(Ck(L)) ⊂ Ck−1(L).

This algebraic condition is ensured by a simple completeness requirement on the set L itself,
below.
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Definition 1.27. Suppose a set of cells L ⊂ RN satisfies:
• if L contains a cell a, it also contains all of a’s faces.

Then L is called a cubical complex.

These groups and homomorphisms of the chain complex of L contain all topological information
encoded in the cubical complex.

Exercise 1.28. For L = RN , find out when ∂k is surjective or injective.

1.6 Cycles and boundaries

Following the ideas that have arisen from our study of topology of graphs, we introduce the
following definitions for a given cubical complex K and each k = 0, 1, ....

Definition 1.29.
• A k-chain is called a k-cycle if its boundary is zero, and the kth cycle group is a subgroup

of Ck given by
Zk = Zk(K) := ker ∂k.

• A k-chain is called a k-boundary if it’s the boundary of a (k+1)-chain, and the kth boundary
group is a subgroup of Ck given by

Bk = Bk(K) := Im ∂k+1.

Example 1.30. Let’s see what form the chain complex takes if we limit ourselves to graphs. To
do that, we simply choose the cubical complex K to consist of only 0- and 1-cells. This is how
we visualize boundaries and cycles, in the only two relevant dimensions:

The chain complex is short:

0
∂2−−−−−→C1

∂1−−−−−→C0
∂0−−−−−→ 0.

Of course, the diagram immediately leads to these two “triviality” conditions:
• ∂0 = 0,
• ∂2 = 0.

This is the reason why, for graphs, we only had to deal with a single boundary operator, ∂1.
Another consequence of those two identities is these two familiar observations:
• every 0-chain is a cycle, and
• the only 1-boundary is 0.
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In other words,
• Z0 = C0, and
• B1 = 0.

The result would significantly simplify our analysis. �

Exercise 1.31. What happens to the chain complex and these identities if we add to K a single
2-cell?

In the general case, the last two identities do reappear:
• Z0 = C0, and
• BN = 0,

as a result of the triviality of the boundary operators at the ends of the chain complex:

0
∂N+1=0−−−−−−−−−→CN

∂N=?−−−−−−−→ ...
∂1=?−−−−−−−→C0

∂0=0−−−−−−−→ 0.

The simplification this brings, however, is limited to these extreme dimensions.

Further, both the cycle groups Zk as the kernels and the boundary groups Bk as the images of
the boundary operators can be connected to each other, as shown in this diagram:

→ 0 ∈ Zk+1 = ker ∂k+1
∂k+1−−−−−−−→ 0 ∈ Zk = ker ∂k

∂k−−−−−→ 0 ∈ Zk−1 = ker ∂k−1 →
∩ ∩ ∩

→ Im ∂k+2 = Bk+1 ⊂ Ck+1
∂k+1−−−−−−−→ Im ∂k+1 = Bk ⊂ Ck ∂k−−−−−→ Im ∂k = Bk−1 ⊂ Ck−1 →

But these pairs of groups have an even more intimate relation...

1.7 Cycles = boundaries?

What is the relation between cycles and boundaries?

To approach this question, let’s try to answer another first:

What is the boundary of a boundary?

Dimension 0. The boundary of a vertex is zero, so the answer is zero.

Dimension 1. The boundary of an edge is the sum of its two endpoints and the boundaries of
those are zero. So the answer is zero again.

Dimension 2. The boundary of a square is the sum of its four edges. The boundary of each of
those is the sum of its two endpoints, or the vertices of the square. Each vertex appears twice
and... the answer is zero again.



164 CHAPTER III. COMPLEXES

Example 1.32. To confirm this algebraically, we compute the boundary of the boundary of a
2-cell:

∂1∂2

(
[n, n+ 1]× [m,m+ 1]

)

= ∂1

(
[n, n+ 1]× {m}+ {n} × [m,m+ 1] + [n, n+ 1]× {m+ 1}+ {n+ 1} × [m,m+ 1]

)

...
= 0. �

We can go on.

Dimension 3. The boundary of a cube is the sum of its six square faces. The boundary of each of
those is the sum of its four edges. Since these are the edges of the cube and each appears twice,
... the answer is zero once again:

Exercise 1.33. Prove that for the n-dimensional case.

So, at least for the cells, the boundary of the boundary is zero. So,

∂k∂k+1(x) = 0

for any (k + 1)-cell x. Colloquially,

the boundary of a boundary is zero.

Since the (k + 1)-cells are the generators of the total chain group Ck+1 and the values of the
homomorphism ∂k∂k+1 are zeroes, it follows that the whole homomorphism is 0:

∂k∂k+1

(∑

i

si

)
=

∑

i

∂k∂k+1(si) =
∑

i

0 = 0.

The composition is trivial!

Theorem 1.34 (Double Boundary Identity). The composition of two boundary operators

∂k∂k+1 : Ck+1 → Ck−1

is zero.

Definition 1.35. Any sequence of groups and homomorphisms:

GN
fN−−−−−→GN−1

fN−1−−−−−−−→ ...
f2−−−−−→G1

f1−−−−−→G0,

that satisfies fkfk+1 = 0, ∀k = 1, ..., N − 1, is called a chain complex.

Exercise 1.36. Give an example of a chain complex with fk 6= 0, ∀k = 2, ..., N − 1.

The compact form of the above identity is:

∂∂ = 0

Then the answer to the question posed in the beginning is
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every boundary is a cycle.

In other words, we have the following:

Corollary 1.37.

Bk ⊂ Zk, ∀k = 0, 1, 2, ...

The condition Im ∂k+1 ⊂ ker ∂k is commonly illustrated with this informal diagram:

This property is what make defining homology possible: two k-cycles are equivalent, homologous,
if they form the boundary of a (k + 1)-chain.

Exercise 1.38. Demonstrate that this definition generalizes the one for graphs.

The chain complex together with the kernels and the images of the boundary operators is given
below:

→ Ck+1
∂k+1−−−−−−−→ Ck

∂k−−−−−→ Ck−1 →
∪ ∪ ∪

→ 0 ∈ Zk+1 = ker ∂k+1
∂k+1−−−−−−−→ 0 ∈ Zk = ker ∂k

∂k−−−−−→ 0 ∈ Zk−1 = ker ∂k−1 →
∪ ∪ ∪

→ Im ∂k+2 = Bk+1 ⊂ Ck+1
∂k+1−−−−−−−→ Im ∂k+1 = Bk ⊂ Ck ∂k−−−−−→ Im ∂k = Bk−1 ⊂ Ck−1 →

1.8 When is every cycle a boundary?

We have demonstrated that the boundary of every cycle is zero. Indeed, it is plausible that a
chain can’t possibly enclose something inside if it has a boundary. Informally, this is because at
the boundary is where the inside would be connected to the outside and, therefore, there is no
inside and outside!

So,

not cycle =⇒ not boundary,

or

boundary =⇒ cycle,
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or

Bk ⊂ Zk.

Now, the other way around:

is every cycle a boundary?

Not if there is some kind of a hole in the space! Then let’s limit ourselves to the whole grid RN ,
which has no topological features: components, tunnels, voids, etc.; so, it may be true.

We start with 1-cycles. The question we are asking is illustrated below:

The picture suggests that the answer is Yes. Indeed, a rubber band standing on its edge would
enclose a certain area:

To specify what the band bounds, we fill it with water to make it look like an above-the-ground
pool:

But what if the rubber band is twisted?

In R3, it is better to think of this problem as a soap film spanned on a possibly curved frame:
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The answer still seems to be Yes, but try to stretch a film on a frame that isn’t just curved but
knotted too:

We will see that the answer is still “Yes, in a Euclidean space of any dimension cycles are
boundaries”. The conclusion applies equally to chains of all dimensions. For example, an air-
balloon when closed (cycle!) will keep the air inside (boundary!). Or one can think instead of a
wrapper containing something solid:

Our conclusion affects the chain complex of the entire grid RN as follows:

Im ∂k+1 = ker ∂k, k > 0.

In other words, the image isn’t just a subset of, but is equal to the kernel, exactly. The diagram
is much simpler than in the general case:

Definition 1.39. A sequence of groups and homomorphisms fk : Gk → Gk−1 is called exact if
Im fk+1 = ker fk.

All exact sequences are chain complexes but not vice versa.

Exercise 1.40. Complete these as exact sequences:

0
0−−−−→ ?

?−−−−→Rn projection−−−−−−−−−−→Rm 0−−−−→ 0,

0
0−−−−→ 2Z →֒ Z

?−−−−→ ?
0−−−−→ 0,

where 2Z is the group of even integers.
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In general, the chain complex of a proper subset of the grid is inexact as the presence of topological
features causes some cycles not to be boundaries. The degree of this inexactness will be measured
via homology.

But what about the simplest case – chains of dimension k = 0?

This case is much easier to visualize:

Mathematically, it’s also simple. On the one hand, any one of the vertices on the grid is a cycle.
On the other, every two vertices can be connected by a 1-chain (just go vertical then horizontal).

Proposition 1.41. If 0-chain a has an even number of vertices present, then it is the boundary
of some s ∈ C1.

Exercise 1.42. Prove the proposition.

But what about the chains with an odd number of vertices, such as a single-vertex 0-chain? It’s
not a boundary! The reason is that the boundary operator of any 1-chain will always produce an
even number of vertices, including the 0 chain.

So, the answer to our question for 0-cycles is “No, some of them aren’t boundaries”. As it turns
out, the 0 dimension is an exception.

To make the 0 dimension unexceptional, one can modify the definition of 0-cycle to reduce them
to those that contain an even number of vertices:

Z̃0 := {z ∈ Z0 : z = r1c1 + ...+ rncn, r1 + ...+ rn = 0}.

Exercise 1.43. Prove that that all non-boundaries are homologous to each other.

2 Cubical complexes

2.1 The definition

For objects located in a Euclidean space, we would like to devise a data structure that we can
use to first represent and then topologically analyze them.
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Suppose the Euclidean space RN is given and so is its cubical grid ZN . Suppose also that we
have its decomposition RN , a list of all (closed) cubical cells in our grid.

Definition 2.1. A cubical complex is a collection of cubical cellsK ⊂ RN for which the boundary
operator is well-defined; i.e., K includes all faces of the cells it contains.

N = 2 :

N = 3 :

Example 2.2. The cubical complex K of the pixel at the origin is given by a list of cells of all
dimensions:
• 0. {0} × {0}, {1} × {0}, {0} × {1}, {1} × {1};
• 1. {0} × [0, 1], [0, 1]× {0}, [0, 1]× {1}, {1} × [0, 1];
• 2. [0, 1]× [0, 1].

Now, their boundaries are defined within the complex:

• 0. ∂
(
{(0, 0)}

)
= 0, etc.,

• 1. ∂
(
{0} × [0, 1]

)
= {(0, 0)}+ {(0, 1)}, etc.,

• 2. ∂
(
[0, 1]× [0, 1]

)
= [0, 1]× {0}+ {0} × [0, 1] + [0, 1]× {1}+ {1} × [0, 1]. �

Note: Cell decomposition of digital images produces cubical complexes. These complexes however
are special in the sense that their 1-cells can only appear as boundaries of its 2-cells. In general,
this is not required.

For N = 3, we have:
• 0-cell {n} × {m} × {k};
• 1-cell {n} × {m} × [k, k + 1], or {n} × [m,m+ 1]× {k}, or {n} × {m} × [k, k + 1];
• 2-cell [n, n+1]× [m,m+1]×{k}, or {n}× [m,m+1]× [k, k+1], or [n, n+1]×{m}× [k, k+1];
• 3-cell [n, n+ 1]× [m,m+ 1]× [k, k + 1];
• etc.

Exercise 2.3. Provide a list representation of the complex of the unit cube.

Recall that, more generally, a cubical cell in the N -dimensional space is the product of vertices
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and edges:
P := A1 ×A2 ×A3 × ...×AN ,

where Ai = [ni, ni + 1] or Ai = {ni}. If the former case happens m times, this cell is an m-cube.

The boundary cells, also known as (m− 1)-faces, of this m-cell are certain (m− 1)-cells that can
be computed from the above representation of the cube P . For each edge Ai = [ni, ni +1] in the
product, we define a pair of opposite faces of P :

P−
i := B1 ×B2 ×B3 × ...×BN ,
P+
i := C1 × C2 × C3 × ...× CN ,

where
• Bk = Ck = Ak for k 6= i,
• Bi = {ni}, and
• Ci = {ni + 1}.

Then the list of faces of P is

{P−
i , P

+
i : Ai = [ni, ni + 1], i = 1, 2, ..., N}.

It follows that the total number of (m− 1)-faces is 2m.

One can define k-faces, k < m, of P inductively, as faces of faces.

Exercise 2.4. Give a direct construction of (a) (m − 1)-faces of m-cube P , (b) all k-faces for
k < m of P . (c) How many of each dimension?

Exercise 2.5. Define cubical maps in such a way that together with cubical complexes they form
a category.

Definition 2.6. The dimension dimK of a cubical complex K is the highest among the dimen-
sions of its cells.

Definition 2.7. For a given n, the collection of all k-cells with k ≤ n of complex K is called the
n-skeleton of K denoted by K(n).

The sequence of skeleta can be understood as a blueprint of the complex or even a step-by-step
algorithm for building it, from the ground up:

K(0) ⊂ K(1) ⊂ ... ⊂ K(N−1) ⊂ K(N) = K.

Exercise 2.8. Show that skeleta are also cubical complexes and dimK(n) ≤ n.
Once the skeleta of the cube are found, we can use them to build new things:

For example, the skeleta of this solid torus are built from those of the cube:
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Just keep in mind that the shared vertices, edges, faces, etc. appear only once.

Exercise 2.9. Find the cubical complex representation of the regular, hollow, torus.

2.2 Realizations

Recall that a realization of a graph G is a topological space |G| with
• a point for each node of G, and
• a path for each edge of G between those points that doesn’t intersect the other paths except

at the endpoints.
This construction looks somewhat similar to that of the 1-skeleton.

The idea is the same for cubical complexes. A realization of a cubical complex K is a topological
space |K| with
• a point for each vertex of K, and
• a path for each edge of K,
• and so on for all cells of K,

put together according to the data encoded in K. What makes things so much simpler is the fact
that the cells come directly from RN and there is only one way to put them together.

Definition 2.10. The union of the cells of a given cubical complex K is called its realization:

|K| := ∪K.

A cubical complex is called finite when it has a finite number of cells. Meanwhile, RN is an
infinite cubical complex, and

|RN | = RN .

Recall that an open k-cell is homeomorphic to Rk. Both open and closed cells are subsets of the
Euclidean space RN and that’s where their topology comes from.

Exercise 2.11. Explain the difference between the boundary of a cubical cell and its frontier.
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These are the “open” cells:
• 0. {0} × {0}, {1} × {0}, {0} × {1}, {1} × {1},
• 1. {0} × (0, 1), (0, 1)× {0}, (0, 1)× {1}, {1} × (0, 1),
• 2. (0, 1)× (0, 1).

Exercise 2.12. Show that we can replace “closed” with “open” in the definition of cubical
complex and its realization won’t change.

It follows then that, even though cells may be open, the realization produced is closed (which is
a result of the complex being closed under the boundary operator). The difference is, as you can
see, that this latter approach results in a partition of the realization.

Theorem 2.13. The realization of a cubical complex is a closed subset of RN .

Exercise 2.14. The conclusion is obvious for a finite cubical set as the finite unions of its closed
cells. What about infinite? Hint: unlike the union of [−1/n, 1/n], n > 0, the union of cells
doesn’t produce new limit points. This kind of collection is called “locally finite” (why?).

Proposition 2.15. The realization of a finite cubical complex is bounded.

How do we use cubical complexes? If we want to study the topology of a subset of the Euclidean
space, we do that by representing it as a realization of a cubical complex, if possible:
• Given X ⊂ Rn, find a cubical complex K such that |K| = X, evaluate its homology, then

set H(X) := H(K).

In a sense, a complex and its realization are the same:

Indeed, a cubical complex yields a subset of RN via realization but that union of cubical cells can
be decomposed in one and only one way producing the same cubical complex. The distinction
should still be maintained:
• K is a collection of subsets of the Euclidean space: K ⊂ 2R

N

, while
• |K| is a collection of points in the Euclidean space: |K| ⊂ RN .

The deceptively simple idea of realization conceals some difficult issues. To begin with, it is
possible that X = |K| = |L| is the realization of either of two different cubical complexes K,L
created with two different grids of RN :

For our analysis to make sense, we’ll have to show that the resulting homology is the same:
H(K) ∼= H(L). Moreover, the homology groups should be the same for topologically equivalent
spaces:

The following statement will be our beacon:



2. CUBICAL COMPLEXES 173

Theorem 2.16 (Invariance of homology). Suppose two homeomorphic subsets X,Y of RN

are realizations

X = |K|, = |L|
of two cubical complexes K,L, then they have isomorphic homology groups:

|K| ≈ |L| =⇒ H(K) ∼= H(L).

Exercise 2.17. Prove that any tree or any plane graph can be represented as a one-dimensional
cubical complex. Give an example of a graph that cannot be represented by a cubical complex.

Exercise 2.18. Each open cell has Euclidean topology. But is the topology formed on a cubical
set as the disjoint union of these cells Euclidean?

2.3 The boundary operator

A cubical complex represents a figure in a finite form. It is a list of “cells” combined with the
information on how they are attached to each other.

Now, a k-chain is a combination (a formal sum) of finitely many k-cells, such as a+ b+ c.

The boundary operator ∂ represents the relation between chains of consecutive dimensions that
captures the topology of the cubical complex. We often specify the dimension of the cell involved:
∂k(x) stands for the boundary of a k-chain x.

Let’s review.

Example 2.19.

The boundary of a vertex is empty, so the boundary operator of a 0-chain is 0:

∂0(A) = 0.

The boundary of a 1-cell consists of its two endpoints, so we have:

∂1(a) = ∂(AB) = A+B.

The boundary of a 2-cell consists of its four edges, so we have:

∂2(τ) = ∂(ABCD) = a+ b+ c+ d. �

Example 2.20. Consider the cube:
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In dimension 3, there is only one
• 3-cell: α = ABCDEFG.

Next,
• 2-cells: τ = ABCD, σ = BCFG, λ = CFED.

To compute the boundary of α, we need to express its faces in terms of these 2-cells:

∂α = ABCD +BCFG+ CDEF + 3 more
= τ + σ + λ+ (3 more). �

Suppose the ambient dimension N is fixed, as well as the grid of the Euclidean space RN and
the “standard cubical complex” RN of RN . Suppose K ⊂ RN is a cubical complex.

Notation: We denote Ck = Ck(K) the set of all k-chains in K.

We will call Ck(K), as before, the kth chain group of cubical complex K. Its relation to the
previously discussed “total” complex is simple.

Theorem 2.21. The chain group Ck(K) of a cubical complex K is the subgroup of Ck(R
N )

generated by the k-cells in K.

Given a k-chain s ∈ Ck(K),
s = a1 + a2 + ...+ an,

where a1, a2, ..., an are k-cells in K, the boundary ∂s of s is given by

∂s := ∂a1 + ∂a2 + ...+ ∂an.

What we know is that the boundaries of k-cells are (k−1)-chains, and, moreover, the boundaries
of k-chains are (k − 1)-chains as well. Now, as a cubical complex, if K contains a cell s, it also
contains all of s’s faces. Hence,

s ∈ K =⇒ ∂s ∈ Ck(K),

and
s ∈ Ck(K) =⇒ ∂s ∈ Ck(K).

So, the restrictions of the boundary operators that we defined for the whole space are now the
boundary operators of K. They are

∂Kk := ∂k

∣∣∣
Ck(K)

: Ck(K)→ Ck−1(K), k = 0, 1, 2, ....

We use the same notation, ∂, for these functions, whenever possible.

Since this is a restriction of a homomorphism to a subgroup, we have the following.

Theorem 2.22. The boundary operator is a homomorphism.

Moreover, it follows that the main property,

every boundary is a cycle,

of the boundary operator remains true for this restriction.

Theorem 2.23 (Double Boundary Identity). The composition of two boundary operators

∂k∂k+1 : Ck+1(K)→ Ck−1(K), k = 1, 2, 3, ...
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is zero. Or, simply put:
∂∂ = 0.

Example 2.24. As an illustration, consider this example of two operators below. Neither
operator is 0, but their composition is:

Here,
• A is the projection on the xy-plane, which isn’t 0;
• B is the projection on the z-axis, which isn’t 0;
• BA is 0. �

2.4 The chain complex

The rest of the definitions from the last section also apply.

Definition 2.25. For a given k = 0, 1, 2, 3, ...,
• the kth cycle group of K is the subgroup of Ck = Ck(K) defined to be

Zk = Zk(K) := ker ∂k;

• the kth boundary group of K is the subgroup of Ck(K) defined to be

Bk = Bk(K) := Im ∂k+1.

This is how cycles and boundaries are visualized:

Exercise 2.26. For the complex shown above, sketch a few examples of cycles and boundaries.

As before, the big picture of the algebra of chains and their boundaries is given by the chain
complex of the cubical complex K (an unfortunate reuse of the word “complex”):

...
∂k+2−−−−−−−→Ck+1(K)

∂k+1−−−−−−−→Ck(K)
∂k−−−−−→Ck−1(K)

∂k−1−−−−−−−→ ...
∂1−−−−−→C1(K)

∂0−−−−−→ 0.
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Remember, it is the property ∂∂ = 0 what makes this sequence a chain complex.

Corollary 2.27. For any cubical complex K,

Bk(K) ⊂ Zk(K), ∀k = 0, 1, 2, ...

That’s what makes defining homology groups possible.

Definition 2.28. The kth homology group, k = 0, 1, 2, 3, ..., of a cubical complex K is defined to
be

Hk = Hk(K) := Zk(K)/Bk(K).

Exercise 2.29. Demonstrate that this definition generalizes the one for graphs.

According to the definition, two k-cycles are equivalent, homologous, if they form the boundary
of a (k + 1)-chain. This is how the idea is visualized:

Exercise 2.30. For the complex shown above, sketch a few examples of homologous and non-
homologous cycles.

For a given k, the part of the chain complex that affects Zk, Bk, Hk is often illustrated with this
diagram:

Then Hk captures the difference between Zk and Bk.

Exercise 2.31. (a) Prove that

Hm(K) = Hm(K(m+1)).

(b) Give an example that shows that replacing K(m+1) with K(m) fails.

We will need the following classification theorem as a reference.
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Theorem 2.32 (Fundamental Theorem of Finitely Generated Abelian Groups). Every
finitely generated abelian group G is isomorphic to a direct sum of primary cyclic groups and
infinite cyclic groups:

Zn ⊕ Zq1 ⊕ ...⊕ Zqs ,

where n ≥ 0 is the rank of G and the numbers q1, ..., qs are powers of (not necessarily distinct)
prime numbers. Here Zn is the free part and the rest is the torsion part of G.

Proposition 2.33. For a finite cubical complex K, the groups

Ck(K), Zk(K), Bk(K), Hk(K)

are direct sums of finitely many copies of Z2:

Z2 ⊕ Z2 ⊕ ...⊕ Z2.

Exercise 2.34. Prove the proposition. Hint: what is the order of the elements?

The number of the factors in such a group G is also the number of linearly independent generators.
That’s why, for the rest of this section, we will refer to this number as the dimension dimG of
the group (after all it is a vector space over Z2).

Exercise 2.35. Find the formula for dimG in terms the number of elements #G of G.

Definition 2.36. The dimension of Hk(K) is the number of topological features in K of dimen-
sion k, the kth Betti number:

βk := dimHk(K).

Recall that to make the 0 dimension unexceptional, we modified the definition of 0-cycle to reduce
them to those that contain an even number of vertices:

Z̃0 := {z ∈ Z0 : z = r1c1 + ...+ rncn, r1 + ...+ rn = 0}.

The result is the reduced homology that is sometimes more convenient:

H̃0 := Z̃0/B0.

In particular, the homology of the whole space and of a single point is trivial, in all dimensions:

H̃0({p}) = H̃0(R
N ) = 0.

In other words, the reduced homology groups are defined via the identical formulas but applied
to the augmented chain complex:

...
∂k−−−−−→Ck−1(K)

∂k−1−−−−−−−→ ...
∂1−−−−−→C1(K)

ε−−−−→Z2
0−−−−→ 0,

with ε given by

ε(r1c1 + ...+ rncn) := r1 + ...+ rn, ri ∈ Z2.

Then, in particular,

H̃k(K) = Hk(K), k = 1, 2, ...,

but

dim H̃0(K) = dimHk(K)− 1.
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2.5 Examples

All these groups can be represented as lists!

Indeed, Ck(K) is generated by the finite set of k-cells in K and Zk(K), Bk(K) are its subgroups.
Therefore, they all have only finite number of elements. Meanwhile, their quotient Hk(K) lists
the cosets, so homology is a list of lists.

These lists can be accompanied by illustrations, for small enough cubical complexes, with each
cell on those lists shown. Yet, below we will intentionally ignore the pictures – as soon as
the chain complex is found. The goal is to demonstrate that the second step – computing
Zk(K), Bk(K), Hk(K) – is purely algebraic.

We will start with these three, progressing from the simplest to more complex, in order to reuse
our computations:

Example 2.37 (single vertex). Let K := {V }. Then

C0 =< V > = {0, V },
Ci = 0, ∀i > 0.

Then we have the whole chain complex here:

0
∂2=0−−−−−−−→C1 = 0

∂1=0−−−−−−−→C0 =< V >
∂0=0−−−−−−−→ 0.

From this complex, working algebraically, we deduce:

Z0 := ker ∂0 =< V > = {0, V },
B0 := Im ∂1 = 0.

Hence,
H0 := Z0/B0 =< V > /0 =< [V ] >= {[0], [V ]} =

{
{0}, {V }

}
,

and dimH0 = 1; i.e., K has a single path-component. Also,

Hi = 0, ∀i > 0,

so no holes. �

Example 2.38 (two vertices). Let K := {V, U}. We copy the last example and make small
corrections:

C0 =< V,U > = {0, V, U, V + U},
Ci = 0, ∀i > 0.

Then we have the whole chain complex here:

0
∂2=0−−−−−−−→C1 = 0

∂1=0−−−−−−−→C0 =< V,U >
∂0=0−−−−−−−→ 0.

Now using only algebra, we deduce:

Z0 := ker ∂0 =< V,U > = {0, V, U, V + U},
B0 := Im ∂1 = 0.
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Hence,

H0 := Z0/B0 =< V,U > /0 =< [V ], [U ] >
= {[0], [V ], [U ], [V + U ]} =

{
{0}, {V }, {U}, {V + U}

}
.

So, as the rank of this group is 2, K has two path-components. Also,

Hi = 0, ∀i > 0,

so no holes. �

Example 2.39 (two vertices and an edge). Let K := {V, U, e}. We copy the last example
and make some corrections:

C0 =< V,U > = {0, V, U, V + U},
C1 =< e > = {0, e},
Ci = 0, ∀i > 1.

Then we have the whole chain complex shown:

0
∂2=0−−−−−−−→C1 =< e >

∂1=?−−−−−−−→C0 =< V,U >
∂0=0−−−−−−−→ 0.

First we compute the boundary operator:

∂1(e) = V + U.

Hence,
∂1 = [1, 1]T .

Now the groups.

Dimension 0 (no change in the first line):

Z0 := ker ∂0 =< V,U > = {0, V, U, V + U},
B0 := Im ∂1 =< V + U > = {0, V + U}.

Notice the inexactness of our chain complex: Z0 6= B0 (not every cycle is a boundary!). It follows,

H0 := Z0/B0 =< V,U > / < V + U >=< [V ] >=
{
{0, V + U}, {V, U}

}
.

So, with the dimension of this group equal to 1, complex K has one component.

Dimension 1:
Z1 := ker ∂1 = 0,
B1 := Im ∂2 = 0,

therefore
H1 = 0/0 = 0.

Still no holes. �

The transition from the second example to the third illustrates how a 0-cycle can be “killed” by
adding a new edge. Let’s consider this idea in more generality.

Theorem 2.40. Suppose K is a cubical complex and suppose L = K ∪ {e}, where e 6∈ K is an
edge, is another. Suppose e = UV , where U, V are two vertices of K. Then there are two cases:
• Case 1: U ∼ V in K, then
• ⋄ dimH0(K) = dimH0(L) (no new 0-boundaries),
• ⋄ dimH0(K) + 1 = dimH0(L) (a new 1-cycle);
• Case 2: U 6∼ V in K, then
• ⋄ dimH0(K)− 1 = dimH0(L) (a new 0-boundary),
• ⋄ dimH0(K) = dimH0(L) (no new 1-cycles).

Exercise 2.41. Prove the theorem.

Two, slightly more complex, examples:
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Example 2.42 (hollow square). Let K := {A,B,C,D, a, b, c, d}. Then we have (too many
cells to list all elements):

C0 =< A,B,C,D >,
C1 =< a, b, c, d >,
Ci = 0, ∀i > 1.

Note that we can think of these two lists of generators as ordered bases.

We have the chain complex below:

0
∂2=0−−−−−−−→C1 =< a, b, c, d >

∂1=?−−−−−−−→C0 =< A,B,C,D >
∂0=0−−−−−−−→ 0.

First we compute the boundary operator:

∂1(a) = A+B,
∂1(b) = B + C,
∂1(c) = C +D,
∂1(d) = D +A.

Hence,

∂1 =




1, 0, 0, 1
1, 1, 0, 0
0, 1, 1, 0
0, 0, 1, 1


 .

The chain complex has been found, now the groups.

Dimension 0:

Z0 := C0 =< A,B,C,D >,
B0 := Im ∂1 =< A+B,B + C,C +D,D +A > =< A+B,B + C,C +D >

(because D +A is the sum of the rest of them). It follows,

H0 := Z0/B0 =< A,B,C,D > / < A+B,B + C,C +D >
=< [A] > = {B0, {A,B,C,D}}.

So, with the dimension of this group equal to 1, complex K has one path-component.

Dimension 1:
Z1 := ker ∂1 =?,
B1 := Im ∂1 = 0.

To find the kernel, we need to find all e = (x, y, z, u) ∈ C1 such that ∂1e = 0. That’s a
(homogeneous) system of linear equations:





x +u = 0,
x +y = 0,

y +z = 0,
z +u = 0.

Solving from bottom to the top:

z = −u =⇒ y = u =⇒ x = −u,
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so e = (−u, u, u,−u)T , u ∈ R. Then, as signs don’t matter,

Z1 =< e >=< (1, 1, 1, 1) >=< a+ b+ c+ d > .

Hence,
H1 = Z1/0 =< [a+ b+ c+ d] > .

There is a hole! �

Example 2.43 (solid square). Let K := {A,B,C,D, a, b, c, d, τ}. We copy the last example
and make some corrections. We have:

C0 =< A,B,C,D >,
C1 =< a, b, c, d >,
C2 =< τ >,
Ci = 0, ∀i > 2.

We have the chain complex:

0
∂3=0−−−−−−−→C2 =< τ >

∂2=?−−−−−−−→C1 =< a, b, c, d >
∂1−−−−−→C0 =< A,B,C,D >

∂0=0−−−−−−−→ 0.

First we compute the boundary operator:

∂2(τ) = a+ b+ c+ d,

therefore,
∂2 = [1, 1, 1, 1]T .

As ∂1 is already known, the chain complex has been found. Now the groups:

Dimension 0. Since the changes in the chain complex don’t affect these groups, we have answers
ready:

Z0 := C0 =< A,B,C,D >,
B0 := Im ∂1 =< A+B,B + C,C +D >,
H0 = < [A] > =

{
B0, {A,B,C,D}

}
.

So, again, K has one component.

Dimension 1 (no change in the first line):

Z1 := ker ∂1 =< a+ b+ c+ d >,
B1 := Im ∂1 =< ∂2(τ) > =< a+ b+ c+ d > .

Hence,
H1 = 0.

There is no hole! �

Exercise 2.44. Represent the sets below as realizations of cubical complexes. In order to
demonstrate that you understand the algebra, for each of them:
• (a) find the chain groups and find the boundary operator as a matrix;
• (b) using only part (a) and algebra, find Zk, Bk, Hk for all k, including the generators.

Exercise 2.45. Compute the homology of a “train” with n cars:
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2.6 Computing boundaries with a spreadsheet

Cells on the plane can be presented in a spreadsheet such as Excel. Below, some of the rows
and columns are narrowed in order to emphasize the 1-dimensional nature of the edges and the
0-dimensional nature of the vertices:

The cells are represented:
• left: in the standard style, and
• right: in the R1C1 reference style.

The highlighted cell is given by
• D2, and
• R2C4,

respectively. The latter is clearly more mathematical and that’s the one we will use. Notice,
however, that the coordinate axes go down and right as in a matrix, instead of right and up as
we are used to in the Cartesian system.

Also, the coordinates differ from those in the above discussion by a factor of two: the highlighted
cell is located at (1, 2). Then
• 0-cells are (odd, odd),
• 1-cells are (odd, even) and (even, odd),
• 2-cells are (even, even).

The chains are encoded by putting 0s and 1s in all cells. In the former case, the cell is white and
the number is invisible while in the latter case, the cell is colored according to its dimension.

Next, we implement the boundary operator.

These are the results of computing boundaries, for a 1-chain (green):

and a 2-chain (blue):

The approach to the algorithm for computing the boundary operator is very different from the
algebra we have done. Compare the following.
• Normally, to compute the boundary of a k-chain, we evaluate the boundary of each of its

k-cells as the sum of this cell’s boundary cells (dimension k − 1), add them, and then cancel the
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repetitions.
• Now, we look at each (k − 1)-cell present in the spreadsheet, add the values of the k-cells

of the chain adjacent to it, and then find out whether the result makes this cell a part of the
boundary of the chain.
The results are of course the same.

The code is very simple.

Dimension 0: For each vertex, we compute the sum, modulo 2, of the values at the four edges
adjacent to it:

= MOD( RC[-21] + R[-1]C[-20] + RC[-19] + R[1]C[-20], 2)

Then the result is placed on the right. It follows that,
• if the curve isn’t there, we have 0 + 0 + 0 + 0 = 0;
• if the curve is passing by once, we have 1 + 0 + 1 + 0 = 0;
• if the curve is passing by twice, we have 1 + 1 + 1 + 1 = 0;
• if the curve ends here, we have 1 + 0 + 0 + 0 = 1.

Dimension 1: For each edge, we, similarly, compute the sum of the values at the two adjacent
faces; horizontal:

= MOD( R[-1]C[-20] + R[1]C[-20], 2)

and vertical:

= MOD( RC[-21] + RC[-19], 2)

Then,
• if the edge is away from the region, we have 0 + 0 = 0;
• if the edge is inside the region, we have 1 + 1 = 0;
• if the edge is on the boundary of the region, we have 1 + 0 = 1.

Note: See the files online.

Exercise 2.46. Modify the code to compute the homology groups of graphs as 1-dimensional
subcomplexes of R2.

Exercise 2.47. Devise and implement a similar algorithm for 3-chains. Hint: use the “sheets”
as layers.

3 The algebra of oriented cells

3.1 Are chains just “combinations” of cells?

Consider the following topological problem:

How many times does a rubber band go around the finger (or a pony-tail)?
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The nature of the problem is topological because the rubber band tends to stretch and shrink on
its own and the answer remains the same.

But do we even understand the meaning of “go around”? After all, the band might go back and
forth, cancelling some of the wraps. Intuitively, we can allow the band to fully contract and then
count... We will sort this out later but, for now, we’ll just try to see if we can make any progress
with the tools already available.

Mathematically, what we are dealing with is parametric curves:

We are considering maps from a closed interval to the ring (annulus), f : [0, 1] → A, with the
ends taken to the same point: f(0) = f(1). Then we want to somehow count the number of
turns.

At this point, the only available topological tool that seems to match the idea of a parametric
curve is the 1-cycles. Let’s try to classify the 1-cycles in the circle, or a ring, in terms of their
homology and see if it solves our problem.

In the “hollow square” on the left, it seems clear that
• “the chain q = a+ b+ c+ d goes once around the hole”.

Let’s do this twice. The binary arithmetic then yields unexpected results:
• p := q + q = (a + b + c + d) + (a + b + c + d) = 0, even though it seems that “the chain p

goes twice around the hole”.

Exercise 3.1. Verify the following:
• if “the chain r goes thrice around the hole”, then r = p;
• if “the chain s goes once in the opposite direction”, then s = p; ...

Continue.

Thus, we have only one 1-cycle that’s not homologous to 0.

Our conclusion is now clear: without a way to record the directions of the edges of a cycle, we
can’t speak of how many turns it makes!

Example 3.2. Let’s make it clear that the problem isn’t that we chose the cycles poorly and
their edges got cancelled. In the “thick hollow square” below, we can choose these two 1-cycles
with no overlaps:
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With the algebra we have learned, we can easily conclude the following about the homology of
these cycles:
• a 6∼ 0 as a isn’t a boundary, and
• b 6∼ 0 as b isn’t a boundary, but
• c = a+ b ∼ 0 as c = a+ b is the boundary of the 2-chain s.

Again, homology theory, as we know it, is unable to classify the cycles according to the number
of times they go around the hole.

To see this example from another angle, we can think of the curve c = a+b as the curve a followed
by the curve b. In that sense, the curve c circles the hole twice. But with directionless edges, we
can also think of c = a + b as a sequence of edges that form a curve that doesn’t complete the
full circle:

�

To address this problem, we need to learn to count directed edges – even at the expense of
added complexity. We will rebuild the algebra of chains and boundaries for directed edges and,
furthermore, “oriented” cells.

Note: Later we will solve the original problem by looking at the loops as maps and examining
their homology maps. The number of turns is called the degree of a map.

3.2 The algebra of chains with coefficients

It appears that all we need to do in order to be able to count turns is to assign a direction to
each edge of our cubical grid. Fortunately, they are already chosen for us; they are the directions
of the axes:

Nonetheless, we should be able to choose any other combination of directions and our evaluation
of the topology of a given cubical complex should remain the same.

No matter how it is done, this step – by design – has dramatic implications. We notice that

AB 6= BA!
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In fact,
AB = −BA.

It follows that AB+AB 6= 0, which forces us to discard the cancellation rule we have replied on:
x+ x = 0. By doing so we are abandoning the binary arithmetic itself.

This time, chains are still “combinations of cells” but now these cells can, without cancelling,
accumulate: x + x = 2x, etc. In fact, one can think informally of chain 2x as if cell x is visited
twice. These are the interpretations of the new, directed chains:
• chain x visits cell x once going in the positive direction (that of the axis);
• chain 2x visits cell x twice;
• chain 3x visits cell x thrice;
• chain −x visits cell x once going in the negative direction;
• chain 0 = 0x doesn’t visit cell x (or any other);
• chain x+2y+5z visits cell x once, cell y twice, and cell z five times – in no particular order.

Definition 3.3. A k-chain in a cubical complex K is a “formal linear combination of k-cells” in
the complex:

S = r1a1 + r2a2 + ...+ rnan,

where a1, a2, ..., an are k-cells in K and the coefficients r1, r2, ..., rn are some scalars.

These “scalars” are chosen from some collection R. What kind of set is R? First, we need to be
able to add chains,

(r1a1 + r2a2 + ...+ rnan) + (s1a1 + s2a2 + ...+ snan)
= (r1 + s1)a1 + (r2 + s2)a2 + ...+ (rn + sn)an,

and to multiply chains by scalars,

p(r1a1 + r2a2 + ...+ rnan)
= (pr1)a1 + (pr2)a2 + ...+ (prn)an.

These requirements make us choose R to be a ring. Clearly, if we choose R = Z2, we are back to
the binary theory, which remains a valid choice.

As a preview, the consequences of different choices of coefficients are outlined below.

Suppose K is a finite cubical complex.

Main choices
for coefficients,
R =

Z2 (binary) Z (integral) R (real)

Observations: Z2 is a mere projec-
tion of Z.

Z is the best for count-
ing.

R contains Z but
patches over finer de-
tails.

Algebraically, R
is:

a finite field an infinite cyclic
group

an infinite field

Notation:
add ”;R”

Ck(K;Z2), Hk(K;Z2) Ck(K;Z), Hk(K;Z) Ck(K;R), Hk(K;R)

Algebraically,
Ck(K;R) is:

an abelian group with
all elements of order 2,
or a vector space over
Z2 (also a list)

a free finitely-
generated abelian
group

a finite-dimensional
vector space over R

Decomposition of
Ck(K;R) =

Z2 ⊕ ...⊕ Z2 Z⊕ ...⊕ Z R⊕ ...⊕R

Studied in: Modern algebra Linear algebra
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Similar choices
for R:

other finite rings and
fields: Zp, p = 3, 4, ...

the choice (the others
can be derived from it)

other infinite fields:
C,Q

Accessibility:
1. Chains are lists of
cells.
2. All groups are lists
of chains.
3. But the direction
of a cell in a chain is
meaningless.

1. The meaning of
chains 2x, 3x,−x is
clear.
2. The homology
groups capture more
features, such as
twists, than the other
two.
3. But the homology
is harder to compute.

1. Vector spaces
are more familiar than
groups.
2. There is a con-
nection to the familiar
parts of calculus (next
subsection).
3. But the meaning of
x/2 is unclear.

Boundary opera-
tor (and homol-
ogy maps) is:

same, mod 2, matrix
as the other two

same integer-valued matrix

a homomorphism a linear operator
Basis of the kth
chain group is

the set of all k-cells of K

Bases of cycle and
boundary groups
are

same, mod 2, chains
as the other two

same integer-valued chains

Algebraically,
Hk(K;R) is:

a finite abelian group
with all elements of
order 2 (a list)

a finitely-generated
abelian group with a
possible torsion part
(Z2 for the Klein
bottle)

a finite-dimensional
vector space

Decomposition of
Hk(K;R) =

Z2 ⊕ ...⊕ Z2 Z⊕ ...⊕Z⊕Zp1⊕ ...⊕
Zps

R⊕ ...⊕R

Outcomes:
Same generators, same dimension/rank, same count of topological fea-
tures: components, tunnels, voids, etc. (except for the torsion part)!

Exercise 3.4. What are possible drawbacks of using R = Z3? Z4?

For simplicity and convenience, we choose to deal with chains and, therefore, homology with

real coefficients

for the rest of this chapter. We will omit “;R” in our notation when there is no confusion:
Hk(K) = Hk(K;R).

3.3 The role of oriented chains in calculus

As we now understand, in every cubical complex there are two versions of the same edge present:
positive and negative. It is positive when the direction of the edge coincides with the direction
of the axis. So, for the same cell [a, b] ⊂ R,
• if a < b, then the direction of [a, b] is positive, and
• if a > b, then the direction of [a, b] is negative.

In other words,

[b, a] = −[a, b].
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In light of this approach, we can rewrite the orientation of property of integral from elementary
calculus: ∫ b

a

f(x)dx = −
∫ a

b

f(x)dx,

in terms of chains: ∫

−[a,b]

f(x)dx = −
∫

[a,b]

f(x)dx,

We can also rewrite the additivity property of integrals:

∫ b

a

f(x)dx+

∫ c

b

f(x)dx =

∫ c

a

f(x)dx.

But first we observe that, if the intervals overlap, the property still makes sense, as the integral
over the overlap is counted twice:

Then the property takes this form:
∫

[a,b]

f(x)dx+

∫

[c,d]

f(x)dx =

∫

[a,b]+[c,d]

f(x)dx.

Even the scalar multiplication property is given an additional meaning:
∫

r[a,b]

f(x)dx = r

∫

[a,b]

f(x)dx.

The left-hand sides of these three identities can now be understood as a certain function evaluated
on these chains, as follows. Suppose a cubical complex K represents interval [A,B] ⊂ R. Then,
for any given integrable function f : [A,B]→ R, we can define a new function:

F : C1(K)→ R

by

F (s) :=

∫

s

f(x)dx, ∀s ∈ C1(K).

According to the above identities, this function is linear! Indeed, we’ve shown:

F (ru+ tv) = rF (u) + tF (v), r, t ∈ R, u, v ∈ C1(K).
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Exercise 3.5. (a) Define a similar function for 0-chains. (b) Interpret the Fundamental Theorem
of Calculus.

A linear function F : C1(K) → R is called 1-cochain on K. In the context of calculus, it is also
called a discrete differential form of degree 1. This idea is the basis of the modern approach to
calculus.

Conclusion: oriented chains serve as domains of integration.

3.4 Orientations and boundaries

A crucial part of homology theory has been the cancellation rule of R = Z2. With this rule, all
cells that appear twice in a given chain, such as the boundary of a cell, cancel. Without this rule,
it will no longer automatically happen!

The idea is then to assume that – before any computations start – an “orientation” is assigned to
each cell in K. Then each cell s may appear in computations with either positive, as s, or negative
orientation, as −s. This should be done in such a way that, when computing the boundary of a
chain a + b with two adjacent cells a, b present, each “internal face” s (shared by a and b) will
appear twice, but with the opposite orientations and, therefore, cancel: s+ (−s) = 0.

But what is an orientation?

We already know the answer for 1-cells. The orientation means a choice of the direction of the
edge and this is how they are supposed to cancel:

To have them cancel, let’s choose the orientation for either of the 2-cells involved to mean the
choice of the counterclockwise direction around it. Then clockwise direction will be the opposite
orientation. Next, the orientations of the boundary 1-cells of this 2-cell are “read” by going
around this cell. Then, indeed, there will be s coming from the boundary of the first cell and −s
from the boundary of the second.

What about 0-cells? The idea of an orientation of a point might seem strange. Instead, let’s ask
again, how do these cells cancel?
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The boundary of a 1-cell AB is, as before, a linear combination of its two endpoints A and B,
but what are the coefficients? What helps here is that we also expect the boundary of AB+BC
to be a linear combination of A and C, so B has to cancel:

?A+?C = ∂(AB +BC) = ∂(AB) + ∂(BC)
= (?A+?B) + (?B+?C) =?A+ (?B+?B)+?C.

Therefore, B has to appear with the opposite signs! It might appear with “+” in ∂(AB) and
with “−” in ∂(BC). But the only difference between them is the position of B with respect to
the direction of these edges, the beginning or the end. We choose then the boundary of an edge
to be equal to its final point minus the initial point:

∂(a) = ∂(AB) := B −A.

Then the orientation of a 0-cell works as expected even though it doesn’t have a visible meaning.
(It seems that the orientation means what the algebra says it means!)

No doubt, the boundaries of 0-chains are all, as before, equal to 0;

∂(A) := 0.

Example 3.6. Let’s confirm that the definition works. We assigned random orientations to 1-
and 2-cells:

Then,
∂(a− b) = ∂a− ∂b = (A−B)− (B − C) = A− C,

and the interior vertex B is cancelled. And so it is for the chain b− a, but not for a+ b.

Next,

∂(α− β) = ∂α− ∂β = (−a+ f + e+ g)− (−b− c+ d+ f) = −a+ b+ c− d+ e+ g,

and the interior edge f is cancelled. And so it is for the chain β − α, but not for α+ β. �

Exercise 3.7. Find three linearly independent 1-cycles in the last example and compute their
boundaries.

We are now to reconstruct the homology theory for the new setting.

Proposition 3.8. For any cubical complex K (and any choice of orientations of its cells), the
composition of boundary operators

∂1∂2 : C2(K)→ C0(K)

is zero.

Exercise 3.9. (a) Prove the proposition. (b) Show that the homology groups are well-defined.
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Definition 3.10. The homology groups of a cubical complex K are the vector spaces defined by

Hk(K) := ker ∂k/ Im ∂k+1, k = 0, 1.

The Betti numbers are the dimensions of these vector spaces:

βk(K) := dimHk(K), k = 0, 1.

Exercise 3.11. Represent the sets below as realizations of cubical complexes. For each of them:
• (a) find the chain groups and find the boundary operator as a matrix;
• (b) using only part (a) and linear algebra, find Zk, Bk, Hk for all k, including the generators;
• (c) repeat the computations for two more choices of coefficients, R = Z,Z3.

Exercise 3.12. Starting with the cubical complex K from the last exercise, add/remove cells so
that the new complexes K ′ satisfy:
• β0(K ′) = 0, 1, 2, or
• β1(K ′) = 1, 2, 3.

Present the chain complexes and use linear algebra, such as

dim
(
Rn/Rm

)
= n−m,

to prove the identities.

The 3-dimensional case is more complex. Even though we understand the meaning of the orien-
tation of these 2-cells, what can we way about these two adjacent 3-cells α and β?

We need to define orientation for them in such a way that the 2-cell λ would appear with two
opposite orientations – as a boundary face of α and β. How? Notice that understanding orien-
tation as an order of its vertices works for 1-cells, say, a = AB, and for 2-cells, say, τ = ABCD.
So, maybe it’s a good idea to try the same for the 3-cells, say, α = ABCDEFG?

Exercise 3.13. Show that such a definition won’t produce what we expect. Hint: does it really
work for dimension 2?

Defining orientation for the case of higher dimensions will require using the product structure of
the space.

3.5 Computing boundaries with a spreadsheet, continued

This is how these simple formulas for dimension 1 are implemented with a spreadsheet program
such as Excel:
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Note: See the files online.

Example 3.14. As an illustration, this is a 2-chain (blue) and its boundary, a 1-chain (green),
computed and presented in a spreadsheet:

The direction of an edge is given by 1 if it goes along the axis and −1 if it goes against it. Observe
how the directions change as the boundary curve goes counterclockwise. �

Exercise 3.15. What happens to the values of the boundary chain if we replace all 1’s in the
2-chain on the left with 2’s? What happens to the shape of the boundary if we make them
random?

Just as in the binary case, the approach to the algorithm for computing the boundary operator
is the opposite to that of the algebra we have seen. Instead of computing the boundary of each
of the chain’s k-cells as the sum of this cell’s boundary cells and then simplifying, we just add
the values (with appropriate signs) of the k-cells of the chain adjacent to each (k − 1)-cell. As
before, the code is very simple.

Dimension 0: For each vertex, we compute the sum of the values at the four adjacent edges with
appropriate signs:

= -s!RC[-1] + s!RC[1] - s!R[-1]C + s!R[1]C

where s refers to the worksheet that contains the chain. Then,
• if the curve isn’t there, we have 0 + 0 + 0 + 0 = 0;
• if the curve is passing by once, we have 1 + 0− 1 + 0 = 0 (in some order);
• if the curve is passing by twice, we have 1− 1 + 1− 1 = 0;
• if the curve begins or ends here, we have 1 + 0 + 0 + 0 = 1 or −1.

Dimension 1: For each edge, we, similarly, compute the sum of the values at the two adjacent
faces with appropriate signs, horizontal:

= s!R[-1]C - s!R[1]C

vertical:

= -s!RC[-1] + s!RC[1]

Then,
• if the edge is away from the region, we have 0 + 0 = 0;
• if the edge is inside the region, we have 1− 1 = 0;
• if the edge is on the boundary of the region, we have 1 + 0 = 1.

Exercise 3.16. Modify the code to compute boundaries over Zp.

Example 3.17. We can compute boundaries of more complex chains:
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We demonstrated here that the result of two boundary operators applied consecutively is, again,
0. �

Exercise 3.18. Define the group C of all chains (as opposed to the collection of all groups Ck
of k-chains, k = 0, 1, ...). Define the boundary operator for C. Hint: consider the picture above.

3.6 A homology algorithm for dimension 2

The image below has two path-components, the first one with two holes:

We will assume that the binary images have black objects on white background.

Exercise 3.19. How is the count affected if we take the opposite approach?

We will use 1-cycles, understood as circular sequences of edges, to partition the image. In
particular, below, A and B are 0-cycles, C and C are 1-cycles:

The result is an unambiguous representation of the regions by the curves that enclose them. A
0-cycle is traversed clockwise and a 1-cycle is traversed counterclockwise.

Observe that, in the either case, black is on the left.

The algorithm is incremental. The cycles are constructed as pixels, one by one, are added to the
image. The result is an increasing sequence of complexes called a filtration:

K1 →֒ K2 →֒ ... →֒ Km.

According to the way images are decomposed into cells, every pixel also contains edges and
vertices; therefore, the process of adding a pixel starts with adding its vertices and then its edges,
unless those are already present as parts of other pixels.
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Exercise 3.20. Suggest another order of cells so that we still have a cubical complex at every
stage.

Once all the edges have been added, there is always a 1-cycle inside the pixel. It is “removed” as
the square closes the hole.

As the new pixels are being added, components merge, holes split, etc. In other words, the
topology of the image changes as we watch cycles appear and disappear, merge and split.

Outline of the algorithm:
• All pixels in the image are ordered in such a way that all black pixels come before white

ones.
• Following this order, each pixel is processed:
• • add its vertices, unless those are already present as parts of other pixels;
• • add its edges, unless those are already present as parts of other pixels;
• • add the face of the pixel.
• At every step, there are three possibilities:
• • adding a new vertex creates a new component;
• • adding a new edge may connect two components, or create, or split a hole;
• • adding the face to the hole eliminates the hole.

Only adding an edge presents any challenge. Thanks to the cell decomposition of the image,
there are only 4 cases to consider.

Case (a): the new edge connects two different 0-cycles.

These two 0-cycles merge.

Case (b): the new edge connects a 0-cycle to itself.

This 0-cycle gives birth to a new 1-cycle.

Case (c): the new edge connects a 1-cycle to itself.

This 1-cycle splits into two.
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Case (d): the new edge connects a 1-cycle to a 0-cycle (inside).

This 0-cycle is absorbed into the 1-cycle.

Then, the new edge is associated with the new 0- of 1-cycle as described.

Exercise 3.21. Indicate how the Betti numbers change in these four cases.

Exercise 3.22. Describe such an algorithm for the (a) triangular and (b) hexagonal grid.

3.7 The boundary of a cube in the N-dimensional space

In the presence of the product structure, the decision about orientations can be made for us and
in a uniform fashion: all edges are directed along the coordinate axes. For 1-cells in the plane,
the formulas are:

∂
(
{0} × [0, 1]

)
= −{(0, 0)}+ {(0, 1)},

∂
(
[0, 1]× {0}

)
= −{(0, 0)}+ {(1, 0)}.

For a 2-cell, its boundary should, as we know, be the four oriented edges appearing as we go
counterclockwise around the square:

Then,
∂
(
[0, 1]× [0, 1]

)

= [0, 1]× {0}+ {1} × [0, 1]− [0, 1]× {1} − {0} × [0, 1].

Here the edges are always oriented along the axes and going counterclockwise around the square
produces these signs. To confirm that this makes sense, let’s factor and rearrange the terms:

= [0, 1]×
(
{0} − {1}

)
+
(
{1} − {0}

)
× [0, 1]

= −[0, 1]× ∂[0, 1] +∂[0, 1]× [0, 1].

That’s how products behave under the boundary operator.

Warning: A common mistake in elementary calculus is to assume that the derivative of the
product is the product of the derivatives. Don’t make a similar mistake and assume that the
boundary of the product is the product of the boundaries! Consider:

∂(a× b) 6= ∂a× ∂b.

Then, the left-hand side is the four edges of the square and the right-hand side is its four vertices.
Even the dimensions/units don’t match!
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The correct formula of the product rule for boundaries is:

∂(a× b) = ∂a× b+ (−1)dim aa× ∂b,

for cells and chains of all dimensions.

Exercise 3.23. Use to the formula to compute the boundary of a cube ∂
(
[0, 1] × [0, 1] × [0, 1]

)

and confirm that the opposite faces appear with opposite orientations.

We will rely on the product structure to compute the boundary of the k-dimensional cube in the
N -dimensional space.

Recall that a k-cube is the product of k edges and some vertices. In RN , a cubical k-cell can be
represented as the product if the N -dimensional space is seen as the product of N copies of R:

Qk =

N∏

i=1

Ai = A1 × ... × As−1 × As × As+1 × ... × AN

∩ ∩ ∩ ∩ ∩ ∩ ∩

RN =
N∏

i=1

R1 = R × ... × R × R × R × ... × R.

Here, each Ai is a subset of the ith axis, a copy of R, which is either
• an edge, such as [m,m+ 1], or
• a vertex, such as {m}.

There are exactly k edges on the list. Note that this representation is unique.

Example 3.24. Here’s an example of a 2-cube, a square, in the 3-dimensional space:

Q2 = [a, b]× [c, d]× {e},

illustrated below:

�

Even though the meaning of the boundary as shown above is clear, we proceed to give a general
definition.

We already understand products of cubes. If
• Ap is an p-cube in Rn,
• Bq is an q-cube in Rm, then
• Aq ×Bp is an (p+ q)-cube in Rn+m.

We also need to understand products of chains. If
• a ∈ Cp(Rn),
• b ∈ Cq(Rm), then
• a× b ∈ Cp+q(Rn+m).

Predictably, this product is defined via summation of the pairwise products of the cubes. If
• a =

∑
i aiPi, and

• b = ∑
i biQi, where ai, bi are the scalars and Pi, Qi are the cells (finitely many!), then

• a× b := ∑
i aibi(Pi ×Qi).



3. THE ALGEBRA OF ORIENTED CELLS 197

Definition 3.25. The definition of the boundary is inductive.

As the base of induction, we define the boundary for 1-cells, the edges. Suppose

Q1 :=

N∏

i=1

Ai,

with
• As := [ms,ms + 1] and
• Ai := {mi} for i 6= s,

for some particular choice of s. Its boundary is also a product:

∂Q1 =

N∏

i=1

Bi.

What are the values of these components? We define, as before, the boundary with a change in
a single component:
• Bs = ∂As = {ms + 1} − {ms} and
• Bi = Ai = {mi} for i 6= s.

We rephrase the formula:

∂
(
{m1} × ...× {ms−1} × [ms,ms + 1]× {ms+1} × ...× {mN}

)

= {m1} × ...× {ms−1} ×
(
{ms + 1} − {ms}

)
× {ms+1} × ...× {mN}.

This is, as expected, the endpoint

{m1} × ...× {ms−1} × {ms + 1} × {ms+1} × ...× {mN}

minus the beginning point of the edge:

{m1} × ...× {ms−1} × {ms} × {ms+1} × ...× {mN}.

Thus, we have defined the boundary for all edges in the N -dimensional space for all N . We also
know the boundary of any vertex: ∂V := 0.

Next we assume that the boundary is defined for all k-cells – in the N -dimensional space for all
N – and then extend the definition to (k + 1)-cells, as follows. We simply use the fact that any
(k + 1)-cell Qk+1 is the product of a k-cell Qk with an edge E:

Qk+1 = Qk × E.

More precisely, we deal with these cells in these Euclidean spaces:
• Qk ⊂ Rn is a k-cube, and
• A = E ⊂ R1 is an edge, or
• A = V ⊂ R1 is a vertex, then
• Qk ×A ⊂ Rn ×R1 is a k- or a (k + 1)-cube.

Finally, the boundary of a cubical cell Qk+1 = Qk ×A constructed this way is defined in terms of
its components.
• Case 1: if A is an edge E, then

∂(Qk × E) := ∂Qk × E + (−1)kQk × ∂E.

• Case 2: if A is a vertex V , then

∂(Qk × V ) := ∂Qk × V.
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�

Plainly, both cases are just manifestations of the more general product rule (as ∂V = 0).

Using this definition, we can compute the boundary of any cubical cell:

A1 × ...×As−1 ×As ×As+1 × ...An

by adding one component As at a time and, depending on whether this is an edge or a vertex,
and use one of the two formulas given above:
• A1,
• A1 ×A2,
• A1 ×A3 ×A3,
• ...
• A1 × ...×As−1 ×As,
• ...
• A1 × ...×As−1 ×As ×As+1 × ...×An.

Example 3.26. Let’s find the boundary of

Q2 := [0, 1]× {5} × [3, 4].

Here
• A1 := [0, 1],
• A2 := {5},
• A3 := [3, 4].

Starting from the left. For ∂A1:

∂
(
[0, 1]

)
= {1} − {0}.

Next for ∂(A1 × A2). From the definition, as the second component is a vertex, it’s case 2. We
substitute the last equation:

∂
(
[0, 1]× {5}

)
= ∂[0, 1]× {5} =

(
{1} − {0}

)
× {5}.

Now for ∂(A1 × A2 × A3). The last component is an edge, so it’s case 1. We substitute the last
equation:

∂
(
([0, 1]× {5})× [3, 4]

)

= ∂
(
[0, 1]× {5}

)
× [3, 4] + (−1)1

(
[0, 1]× {5}

)
× ∂[3, 4]

=
(
{1} − {0}

)
× {5} × [3, 4]−

(
[0, 1]× {5}

)
×
(
{4} − {3}

)
.

To check that the answer makes sense, verify these facts: it’s in 3-space; its dimension is 1; there
are 4 edges; all lie in plane y = 5, etc. �

Exercise 3.27. Illustrate this computation with a picture similar to the one in the beginning of
the subsection. From that picture, compute the boundary of square Q and of the whole cube.

3.8 The boundary operator

As usual, we extend the boundary operator from the one defined for the cells only to one defined
for all chains. We say that “we use linearity” and this is what we mean: as every k-chain is a
formal linear combination of k-cells, the k-cells form the basis of the space of k-chains Ck. The
idea is familiar from linear algebra:
• a linear operator is fully defined by its values on the basis elements; and
• any choice of the values on the basis determines a linear operator.
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The latter is exactly what we have. Indeed, ∂k is defined on the k-cells and now these values are
combined to produce the values for all k-chains:

∂k

(∑

i

ripi

)
=

∑

i

ri∂kpi,

where pi are the k-cells (finitely many) and ri are the real scalars.

With that, we have a sequence of vector spaces and linear operators:

... → Ck+1(K)
∂k+1−−−−−−−→Ck(K)

∂k−−−−−→Ck−1(K)
∂k−1−−−−−−−→ ...

∂1−−−−−→C1(K)
∂0−−−−−→ 0,

for any cubical complex K. Then, just as before, we can define and compute the cycle groups
and the boundary groups of K.

But in order to continue to homology, we need to reestablish the fact that all boundaries are
cycles.

From the definition of the boundary, we have the following:

Proposition 3.28. Suppose:
• Qk ⊂ Rn is a k-chain, and
• A ⊂ R1 is 0- or 1-chain, and
• Qk ×A ⊂ Rn ×R1 is a k- or a (k + 1)-chain.

Then

∂(Qk ×A) = ∂Qk ×A+ (−1)kQk × ∂A.

Exercise 3.29. Prove the proposition.

The formula is illustrated below for k = 2. The cube as the product of a square and an edge is
on the left and the two terms of the formula are shown on the right:

An even more general result is below:

Theorem 3.30 (Product Formula for Boundaries). Suppose
• a ∈ Ci(Rn),
• b ∈ Cj(Rm), and
• a× b ∈ Ci+j(Rn+m).

Then

∂(a× b) = ∂a× b+ (−1)ia× ∂b.

Theorem 3.31 (Double Boundary Identity). For oriented chains of cubical complexes,

∂∂ = 0.

Proof. The proof is based on the same induction as the definition itself.
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The inductive assumption is that in any N -dimensional space

∂∂Qi = 0

for all cubical i-cells, for all N , for all k ≤ N , and all i = 0, 1, ..., k.

Now we represent a (k + 1)-cube as the product of a k-cube and an edge as the last component:

Qk+1 = Qk × E.

Now we just compute what we want. From the definition:

∂Qk+1 = ∂(Qk × E) = ∂Qk × E + (−1)kQk × ∂E.

Next,

∂∂Qk+1 = ∂
(
∂Qk × E + (−1)kQk × ∂E

)
and by linearity of ∂...

= ∂
(
∂Qk × E

)
+ (−1)k∂

(
Qk × ∂E

)
now use the last proposition, twice...

= ∂∂Qk × E + (−1)k−1∂Qk × ∂E
+(−1)k

(
∂Qk × ∂E + (−1)kQk × ∂∂E

)
now use the assumption...

= 0× E + (−1)k−1∂Qk × ∂E
+(−1)k

(
∂Qk × ∂E + (−1)kQk × 0

)

= (−1)k−1∂Qk × ∂E + (−1)k∂Qk × ∂E
= 0. �

Is it a coincidence that this computation feels like differentiation in elementary calculus?

Exercise 3.32. Supply the missing part of the above proof. Hint: the last component of the
cube may be a vertex.

Exercise 3.33. Derive from the theorem the same formula for the binary arithmetic.

The meaning of the theorem is that the sequence above is a chain complex. Then, just as before,
we can define and compute the homology groups of the cubical complex.

Definition 3.34. The homology groups of a cubical complex K are the vector spaces defined by

Hk(K) := ker ∂k/ Im ∂k+1, k = 0, 1, ....

The Betti numbers are the dimensions of the homology groups:

βk(K) := dimHk(K), k = 0, 1, ....

Exercise 3.35. Compute the homology of the 3× 3× 3 cube with 7 cubes removed:

Just as before, the reduced homology groups H̃k(K) of complex K are defined via the same
formulas except for dimension 0:

H̃k(K) :=

{
ker ∂k/ Im ∂k+1, for k = 1, 2, ...,

ker ε/ Im ∂1 for k = 0,
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with ε given by
ε(r1c1 + ...+ rncn) := r1 + ...+ rn, ri ∈ Z.

The reduced homology groups of the point are all trivial and we can even write them as one:

H̃({p}) = 0.

Exercise 3.36. Write the chain complex for the reduced homology and express H̃k(K) in terms
of Hk(K).

4 Simplicial complexes

4.1 From graphs to multi-graphs

A graph is pure data. It consists of two sets:
• the nodes, say, N = {A,B,C,D}, representing some agents, and
• the edges, say, E = {AB,BC,CA,DA,CD}, representing some pairwise relation between

them.
The topology is hidden in the data and, in order to see it, we often have to illustrate the data by a
subset of the Euclidean space, as follows. Each node is plotted as a distinct point, but otherwise
arbitrarily, and these points are connected by simple curves (paths) that can have only the nodes
in common:

This set is called a realization of the graph, which is no more than an illustration of the data.
Unfortunately, illustrations are only revealing when the data they represent is small in size...

Now, with a graph on the left, what could be the meaning of the data behind the picture on the
right?

There must be some new kind of relation present! This three-way relation exists for A,B,C but
not for A,C,D.

We now have a collection K of three sets:
• the nodes N = {A,B,C,D} representing some agents,
• the edges E = {AB,BC,CA,DA,CD} representing some pairwise relations, and
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• the triangular face(s) F = {ABC} representing some three-way relations.
This data set is called a simplicial complex (or sometimes even a “multi-graph”). Its elements
are called 0-, 1-, and 2-simplices.

Example 4.1 (graph). The graph G above may come from a series of phone conversation
between the four individuals:

A B C D
A : − + + +
B : + − + −
C : + + − +
D : + − + −.

Here, the fact that a conversation has occurred, it is marked with “+” and visualized with an
edge. �

Example 4.2 (simplicial complex). Meanwhile, the simplicial complex K above may come
from, say, the list of stores visited by these individuals:

K M J W
A : + + + −
B : + − − −
C : + + − +
D : − − + +.

Here, “K” may stand for Kroger (the triangle), “M” for Macy’s, “J” for JCPenney, and “W” for
Walmart (the edges). �

Exercise 4.3. Create a similar table for yourself and four of your best friends documenting your
joint activities. Create a simplicial complex.

Example 4.4 (database). A similar construction is possible for any “relational database”,
which is simply a table:

For a single column table, every collection of n agents that happen to have an identical attribute
form an element of our simplicial complex, an (n− 1)-simplex. �

Based on these examples, it seems that a simplicial complex is nothing but a collection of subsets
of some finite set. However, anticipating the need for defining the boundaries of simplices, we
want all the boundary cells of each simplex to be present as well. These cells are called faces of
the simplex. For example, the 1-faces of ABC are AB,BC,CA and the 0-faces are A,B,C. This
is the notation we will use:
• for τ, σ ∈ K, we write σ < τ if σ is a face of τ .

But this means simply that σ is a subset of τ :

σ < τ ⇐⇒ σ ⊂ τ.

An examination of this definition reveals the following properties:
• if τ ∈ K and σ < τ then σ ∈ K;
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• if τ, σ ∈ K then τ ∩ σ < τ .
These properties are reflected in a realization of this simplicial complex:
• the complex contains all faces of each simplex;
• two simplices can only share a single face.

Not every list of subsets of S would work then. Consider {AB,BC} for example. This can’t be a
simplicial complex because the 0-faces of these 1-simplices are absent. But, once we add those to
the list, the first condition of simplicial complex above is met and the second too, automatically.
The list becomes:

{AB,BC,A,B,C}.
So, as it turns out, the first condition is the only one we need to verify.

Definition 4.5. A collection K of subsets of a finite set S is called an abstract simplicial complex
if all subsets of any element of K are also elements of K; i.e.,

if τ ∈ K and σ < τ then σ ∈ K.

A subset with exactly n+ 1 elements, n = 0, 1, ..., is called an n-simplex.

Exercise 4.6. (a) Demonstrate that a relational database with a single attribute produces a
simplicial complex as described above. (b) Give an example how simplices (and a simplicial
complex) can be formed without requiring the attributes to be identical. (c) How is a complex
formed if there are more than one attribute?

4.2 Simplices in the Euclidean space

Next, we consider realizations of simplicial complexes as a way of giving them a topology. We
start with simplices.

The most direct way to represent an n-simplex is to start in Rn with n + 1 vertices which are
located at the endpoints of the basis vectors of the n-dimensional Euclidean space and zero:

(0, 0, 0, 0, ..., 0, 0, 0),
(1, 0, 0, 0, ..., 0, 0, 0),
(0, 1, 0, 0, ..., 0, 0, 0),

...
(0, 0, 0, 0, ..., 0, 1, 0),
(0, 0, 0, 0, ..., 0, 0, 1).

These vertices are then connected by edges, faces, etc.

A 3-simplex built this way is illustrated below:

Exercise 4.7. Represent this set as a set of inequalities.

Alternatively, we can use the first n+1 basis vectors of the N -dimensional Euclidean space with
N > n. Suppose such a space is given. Now, we will build a similar figure starting with an
arbitrary collection of points:



204 CHAPTER III. COMPLEXES

Given a set of n+ 1 points {A0, A1, ..., An}, a convex combination of these points is any point x
given by

x =
n∑

i=0

λiAi,

with the real coefficients that satisfy:
• 1. 0 ≤ λi ≤ 1, ∀i, and
• 2. ∑i λi = 1.

Then the convex hull is the set of all convex combinations.

These two conditions are important. To illustrate the idea, let’s compare the convex hull of two
points in R3 to
• the linear hull (aka the span) – no constraints on the coefficients, and
• the affine hull – only the second constraint present.

They are shown below:

The convex hull of these points is denoted by

conv{A0, A1, ..., An},
and the convex hull of any set Q is the set of all of its convex combinations; in fact, we have:

conv(A) :=
⋃
{conv(P ) : P ⊂ Q, P finite}.

Recall that a set Q is convex if it contains all of its pairwise convex combinations:

λx+ (1− λ)y ∈ Q, ∀x, y ∈ Q, 0 ≤ λ ≤ 1.

It follows that for any convex set Q, we have

conv(Q) = Q.

Convex sets are important in topology because they are “acyclic”: they are path-connected, have
no holes, voids, etc.

That’s why it is a good idea to choose the building blocks to be convex, just as the ones of cubical
complexes. But we also want to control the dimensions of these blocks!

This is the reason why we need a condition that prevents a “degenerate” situation when, for
example, the convex hull of three points isn’t a triangle, such as this:

conv{(0, 0), (1, 0), (2, 0)}.
Below the issue is illustrated in R3:
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We require these n+ 1 points {A0, A1, ..., An} to be in general position, which means:

vectors A1 −A0, ..., An −A0 are linearly independent.

One may say that this is a generic arrangement in the sense that if you throw three points on the
plane, the probability that they line up is zero. They are also called “geometrically independent”.

Proposition 4.8. The affine hull

{
n∑

i=0

riAi :
∑

i

ri = 1

}

of n + 1 points in general position is an n-dimensional affine subspace (i.e., M = v0 + L, where
L is a linear subspace and v0 is some vector).

Definition 4.9. A geometric n-simplex is defined as the convex hull of n+1 points A0, A1, ..., An
in general position:

s := A0A1...An := conv{A0, A1, ..., An}.

Exercise 4.10. Prove that the order of vertices doesn’t matter.

Suppose s is an n-simplex:
s = A0...An.

An arbitrary point in s is a convex combination of the vertices:

x =
∑

i

riAi with
∑

i

ri = 1, ri ≥ 0, ∀i.

These coefficients r0, ..., rn are called the barycentric coordinates of x.

Example 4.11. An example of dimension 2 is below:

Here:
• P = 1

2A+ 1
2B,Q = 1

2B + 1
2C,R = 1

2C + 1
2A,

• H = 1
3A+ 1

3B + 1
3C. �

Exercise 4.12. Prove that the barycentric coordinates are unique for any given point.
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Then it makes sense to write:

A = (1, 0, 0), B = (0, 1, 0), C = (0, 0, 1);

P =
(

1
2 ,

1
2 , 0

)
, Q =

(
0, 12 ,

1
2

)
, R =

(
1
2 , 0,

1
2

)
;

H =
(

1
3 ,

1
3 ,

1
3

)
.

Exercise 4.13. Show that the point with barycentric coordinates
(

1
3 ,

1
3 ,

1
3

)
is the center of mass

of the triangle.

The point with equal barycentric coordinates is called the barycenter of the simplex.

Theorem 4.14. The n-simplex is homeomorphic to the n-ball Bn.

Exercise 4.15. Prove the theorem.

4.3 Realizations

The realizations of simplices up to dimension 3 are simple topological spaces:

Just as realizations of cubical complexes, a realization of a simplicial complex K is made of cells,
but instead of
• edges, squares, cubes, ..., n-cubes; they are
• edges, triangles, tetrahedra, ..., n-simplices:

Definition 4.16. A geometric simplicial complex is a finite collection of points in space along
with some of the geometric simplices defined by them. We will refer by the same name to the
union of these simplices. Topological spaces homeomorphic to geometric simplicial complexes are
called polyhedra.

A metric complex acquires its topology from the ambient Euclidean space. But how do we study
its homology?

There is an additional structure here; a simplex has faces.

Example 4.17 (dimension 1). Suppose a is a 1-simplex,

a = A0A1.

Then its faces are the vertices A0 and A1. They can be easily described algebraically. An arbitrary
point in a is a convex combination of A0 and A1:

x = r0A0 + r1A1 with r0 + r1 = 1, r0, r1 ≥ 0.
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What about A0 and A1? They are convex combinations too but of a special kind:

A0 = r0A0 + r1A1 with r0 = 1, r1 = 0,
A1 = r0A0 + r1A1 with r0 = 0, r1 = 1.

�

In other words,

every face has one of the barycentric coordinates equal to zero.

Example 4.18 (dimension 2). Suppose τ is a 2-simplex,

τ = A0A1A2.

An arbitrary point in τ is a convex combination of A0, A1, A2:

x = r0A0 + r1A1 + r2A2 with r0 + r1 + r2 = 1, ri ≥ 0.

In order to find all 1-faces, set one of these coefficients equal to 0; the brackets indicate which:

f2 := A0A1[A2] = {r0A0 + r1A1 + r2A2 : r0 + r1 + r2 = 1, r2 = 0},
f1 := A0[A1]A2 = {r0A0 + r1A1 + r2A2 : r0 + r1 + r2 = 1, r1 = 0},
f0 := [A0]A1A2 = {r0A0 + r1A1 + r2A2 : r0 + r1 + r2 = 1, r0 = 0}.

So,
f0, f1, f2 < τ.

In order to find all 0-faces, set two of these coefficients equal to 0:

A0 = f12 = A0[A1][A2] = 1·A0+0·A1+0·A2, etc. �

Similar ideas apply to higher dimensions as we drop vertices one by one from our convex combi-
nations.

Notation: For each k = 0, 1, ..., n, we denote by fk the kth face of s which is an (n− 1)-simplex
acquired by setting the kth barycentric coordinate equal to 0:

fk := A0...[Ak]...An =

{∑

i

riAi :
∑

i

ri = 1, ri ≥ 0, rk = 0

}
.
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This way, the kth vertex is removed from all convex combinations. Further, for each pair i, j =
0, 1, ..., n, i 6= j, let fij = fji be the (n − 2)-simplex acquired by setting the ith and the jth
barycentric coordinates equal to 0:

fij := A0...[Ai]...[Aj ]...An.

Here, the ith and the jth vertices are removed from all convex combinations.

Exercise 4.19. Show that fij is a face of fi and a face of fj .

We can continue this process and drop more and more vertices from consideration. The result is
faces of lower and lower dimensions.

Definition 4.20. Given a geometric n-simplex τ , the convex hull f of any m+1,m < n, vertices
of τ is called an m-face of τ .

Exercise 4.21. How many m-faces does an n-simplex have?

Definition 4.22. The boundary of a geometric n-simplex is the union of all of its (n− 1)-faces.

This union can be seen as either:
• the formal binary sum, or
• a linear combination with real coefficients.

In that latter case, it is a combination of all of the (n − 1)-faces of the simplex in the original
abstract simplicial complex. Then the boundary operator can be defined and the rest of the
homology theory can be developed. Of course, we would rather carry out this construction with
the abstract simplicial complex itself.

Meanwhile, the topological issues, as opposed to the geometrical issues, of realizations of simplicial
complexes will be discussed later under cell complexes:

4.4 Refining simplicial complexes

Definition 4.23. The Euler characteristic χ(K) of an n-dimensional simplicial complex K is
defined as the alternating sum of the number of simplices in K of each dimension:

χ(K) = #0-simplices −#1-simplices + #2-simplices − ...±#n-simplices.

We will prove later that the Euler characteristic is a topological invariant; i.e., if complexes
K and M have homeomorphic realizations, |K| ≈ |M |, then their Euler characteristics coincide,
χ(K) = χ(M). The converse of this theorem isn’t true, which means that the Euler characteristic
is not a “complete topological invariant”.

Exercise 4.24. Find examples of non-homeomorphic complexes (of dimensions 1, 2, 3) with the
same Euler characteristic.

We will provide evidence in support of this theorem:
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This is what “elementary subdivisions” of a 2-dimensional complex do to its Euler characteristic:
• Adding a vertex, +1, in the middle of an edge will split the edge and, therefore, increase

the number of edges by one, −1.
• When this edge is in the boundary of a face, an extra edge has to be added, −1, but the

face is also split in two, +1.
• Adding a vertex in the middle of a face, +1, will require 3 more edges, −3, and the face

split into three, −2.
In all three cases the net effect on the Euler characteristic is nil.

Exercise 4.25. Provide a similar analysis for a 3-simplex.

Exercise 4.26. What is the analog of barycentric subdivision for cubical complexes? Provide a
similar analysis for 2-dimensional cubical complexes.

There is a standard method for refining geometric simplicial complexes of all dimensions. First,
we cut every n-simplex into a collection of n-simplices, as follows. The process is inductive, for
k = 0, 1, 2, .... For each k-simplex τ ∈ K,
• we remove τ and all of its boundary simplexes (except for the vertices) from K;
• we add a vertex Vτ to K, and then
• we create a new simplex from Vτ and each boundary simplex a of τ .

The result is a new collection K ′ of simplices.

Example 4.27 (dimension 2). This is what it looks like in dimension 2:

Here:
• for τ = ABC we choose Vτ = H;
• for τ = AB we choose Vτ = P ;
• for τ = BC we choose Vτ = Q;
• for τ = AC we choose Vτ = R.

We also add the new edges: AP,PB, PH, etc., and new faces: AHP,PHB, etc. �

Exercise 4.28. Prove that the new collection is a simplicial complex.

A specific version of this operation is called the barycentric subdivision: the new vertex Vτ chosen
for each cell τ is its barycenter – the point with equal barycentric coordinates – of the cell.

Example 4.29 (dimension 3). The structure of the subdivision of a 3-simplex is more complex:
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For the 3-simplex above, we:
• keep the 4 original vertices,
• add 6 new vertices, one on each edge,
• add 4 new vertices, one on each face, and
• add 1 new vertex inside the simplex.

Then one adds many new edges and faces. �

Exercise 4.30. Given an abstract simplicial complex K, define a discrete version of barycentric
subdivision. Hint: the vertices of the new complex are the simplices of K.

The following important result suggested by this analysis is to be proven later.

Theorem 4.31 (Invariance of Euler characteristic). The Euler characteristic is preserved
under barycentric subdivision; i.e., ifK ′ is the simplicial complex that results from the barycentric
subdivision of simplicial complex K, then

χ(K ′) = χ(K).

Exercise 4.32. Prove the theorem (a) for a 3-dimensional simplicial complex and (b) similarly
for a 3-dimensional cubical complex.

4.5 The simplicial complex of a partially ordered set

Suppose P is a finite partially ordered set (poset). We now would like to define a simplicial
complex ∆(P ) in such a way that the (Euclidean) topology of its realization would well correspond
to the order topology on P . We will build complex ∆(P ) on this set: its elements become the
vertices of ∆(P ) while some of the higher-dimensional cells are also added to mimic the topology
of P .

The topology is meant to reflect the proximity of the elements of P and this proximity can’t rely
on any distance. Instead we define the topology of ∆(P ) in terms of the order relation on P :

two element are “close” if and only if they are related.

The later means A < B or A > B.

Then, in order to encode this fact in ∆(P ), we include an edge between these elements:

A < B =⇒ AB ∈ ∆(P ).

Notice that it doesn’t matter how many steps it takes to get from A to B.

Example 4.33. With just two, related, elements present, there is just one edge:
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For the second example, we have P = {A,B,C : A < B < C}, and all the pairs AB,BC,AC
are present in the complex.

But the resulting complex has a hole! Such a mismatch of the two topologies is what we want to
avoid – and we add the 2-simplex ABC to ∆(P ). �

What does this last simplex have to do with the 1-simplices we have added so far? All of its
vertices are related, pairwise. But this is only possible when they are linearly ordered.

Definition 4.34. We define the order complex ∆(P ) of the ordered set P as the simplicial
complex on P with the “monotone sequences” of P as its simplices:

∆(P ) := {A1A2...An : Ai ∈ P, a1 < a2 < ... < an},

Exercise 4.35. Prove that ∆(P ) is a simplicial complex.

Example 4.36.

�

Is it possible to have ∆(P ) with a non-trivial topology?

Exercise 4.37. Find the order complex for the following poset:

Exercise 4.38. Indicate what happens to the intervals of the posets in the above examples.

Conversely, the face poset P (K) of a simplicial complex K is the poset of nonempty simplices of
K ordered by inclusion.

Exercise 4.39. Find the ∆(P (S)), where S is a 2-simplex.

Exercise 4.40. Describe the order topology of P in terms of the simplices of ∆(P ).
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4.6 Data as a point cloud

Consider this object:

It appears to be a triple torus.

But what if we zoom in?

We realize that the “object” is just a loose collection of points suspended in space! It is called a
point cloud.

Where do point clouds come from? They may come from scanning, as well as radar, sonar, etc.
But they also come from data.

If a scientist has conducted 1000 experiments each of which consists of a sequence of 100 specific
measurements, the results are combined into a collection of 1000 disparate points in R100. Then
the scientist may be looking for a pattern in this data.

It is impossible to visualize higher dimensional data because any representation is limited to
dimension 3 (by using colors one gets 6, time 7). In search of a pattern, we might still ask the
same topological questions:
• Is it one piece or more?
• Is there a tunnel?
• Or a void?
• And what about possible 100-dimensional features?

“Clustering” answers the first question. The rest need the homology groups of the complex but
where is it?

This data may hide a “manifold” behind it. It may be a curve (dimension 1):

or a surface (dimension 2):
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There are some well-developed approaches to this problem. One is a mathematical procedure
(called the principal component analysis) for finding a linear transformation of the Euclidean
space so that the features of the shape of the point cloud are aligned with the new coordinate
axes. Such analysis will reveal the interdependence in data:

If the spread along an axis is less than some threshold, this axis may be ignored, which leads to
“dimensionality reduction”. Unfortunately, the linearity assumption of the method may cause it
to fail when the manifold is highly curved.

The topological approach is to create a simplicial complex that “approximates” the topological
space behind the point cloud.

When the data isn’t too noisy, a common spreadsheet software builds a complex by a simple
interpolation:

However, the software has to rely on the assumption that this is a surface!

What if the data is noisy? The method is as follows. We pick a threshold r > 0 so that any two
points within r from each other are to be considered “close”. Then we
• add an edge between any two points if they are within r from each other,
• add a face spanning three points if the “diameter” of the triangle is less than r, etc.



214 CHAPTER III. COMPLEXES

The result is a simplicial complex that might reveal the topology of whatever is behind the
incomplete and noisy data. It is called the Vietoris-Rips complex.

Exercise 4.41. For a few values of r, construct the Vietoris-Rips complex for: four points on a
line, or at the corners of a square, five points at the corners of a pentagon, five random points in
the plane, six points at the corners of a cube. Hint: even though the points are in the plane, the
complex might be of higher dimension.

4.7 Social choice: the lottery of life

Suppose we face n+ 1 possible events or outcomes, A0, ..., An. They are conveniently located at
the vertices of an n-simplex σn = A0...An.

In addition to these “primary” events, we can also to consider their combinations. In what sense?
These events are seen as mutually exclusive but all of them may come true. What happens is
determined by the probabilities assigned to the primary events. These convex combinations of
primary events are called lotteries, or, in the context of game theory, mixed strategies. The lotter-
ies are conveniently represented by the points of the simplex σn and the barycentric coordinates
of a point are the probabilities of the outcomes of the lottery. Then σn becomes the probability
simplex.

Example 4.42. The midpoint between “rain” and “snow” represents the lottery when either is
equally likely to appear while “hail” is impossible. The probabilities of the three events give the
vector ( 12 ,

1
2 , 0) of barycentric coordinates of this point. �

We next consider possible preferences of a person among these primary choices and, furthermore,
among the lotteries.

The person’s set of preferences is given by an order relation on the set of lotteries, i.e., the
probability simplex σn. This means, as we know, that the following two axioms are satisfied:
• completeness: for any lotteries x, y, exactly one of the following holds:

x < y, y > x, or y = x;

• transitivity: for any lotteries x, y, z, we have:

x ≤ y, y ≤ z =⇒ x ≤ z.

Sometimes these preferences are expressed by a single function.
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Definition 4.43. A utility of a given set of preferences is a function

u : σn → R,

that satisfies:
x < y ⇐⇒ u(x) < u(y).

Example 4.44. One may prefer:

rain > snow > hail,

and define the utility function u by assigning:

u(r) := 3, u(s) := 2, u(h) := 1.

Then, we may evaluate the lotteries by extending u to the whole 2-simplex, by linearity:

u(t1r + t2s+ t3h) := t1 · 3 + t2 · 2 + t3 · 1.

Of course, a circular preference, such as

rain > snow > hail > rain,

doesn’t have a corresponding utility function. �

Under certain special circumstances the preferences can be represented by a utility function of a
very simple form – a linear combination of the utilities of the primary outcomes:

U(p0, ..., pn) =
∑

i

piui,

where u0, ..., un are some numbers. This function is called the expected utility.

Of course, a person may have preferences that vary non-linearly but it is always assumed that
the utility function is continuous.

In the study of human behavior, this assumption may present a problem. Even though one would
always choose $10 over death, the continuity implies that, for a small enough probability α, he
would see a positive value in the following extreme lottery:
• death: probability α > 0; and
• $10: probability 1− α.
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Exercise 4.45. Show that, moreover, such a lottery (with death as a possible outcome) will
have a higher utility than that of $1, for a small enough α.

The reasons why we find this conclusion odd may be that, even though they are clearly compa-
rable, death and $10 seem incompatible! On the other hand, death and $10 million may seem
compatible to some people and these people would take part in such a lottery. To account for
these observations, we should have an edge between “death” and $10M but no edge between
“death” and $10:

Then, instead of a single simplex, the space of outcomes is a simplicial complex. The complex
is meant to represent all possible or plausible lotteries. (Note that one can start with $10 and
continue gradually, in a compatible fashion, to worse and worse things until reaching death.)

Do we ever face a space of outcomes with a more complex topology, such as one with holes, voids,
etc.?

Let’s recall the problem of social choice for two hikers: we are to develop a procedure for finding
a fair compromise on the location of the camp on the shore of a lake. In the original statement
of the problem, the choices of sites are arbitrary locations. Still, a simplicial interpretation can
be justified too, as follows. Suppose there are three camp sites already set up on the shore of the
lake and let’s assume that they are the only ones available.

Either hiker has a preference location on the shore, but, for the record, he may have to make this
choice by assigning an appropriate probability, or weight, to each camp site. For example, if the
person’s choice is located between camps A and B and twice as close to A than to B, he may
assign: 2/3 to A, 1/3 to B, and 0 to C. That sets up a lottery for him. By allowing no more
than two non-zero weights, we limit ourselves to the simplicial complex of the hollow triangle.
(For the original problem, once the aggregation of the choices is completed and the compromise
location is chosen, its coordinates are used for a lottery on the whole 2-simplex.)

To sum up, we have disallowed some lotteries/mixed strategies in order to prevent the participants
from doing some silly things: betting $10 against death or placing a camp in the middle of a lake.
This decision has produced a space of choices with a possibly non-trivial homology. As we shall
see later, this will make impossible some compromises or other desirable social arrangements.
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5 Simplicial homology

5.1 Simplicial complexes

Recall that a chain complex is a sequence of vector spaces and linear operators:

...
∂k+2−−−−−−−→Ck+1

∂k+1−−−−−−−→Ck
∂k−−−−−→Ck−1

∂k−1−−−−−−−→ ...
∂1−−−−−→C0

∂0−−−−−→ 0.

that satisfies the double boundary identity:

∂k+1∂k = 0, ∀k.

This property allows us to study the homology of this chain complex:

Hk := ker ∂k/ Im ∂k+1.

Where do chain complexes come from?

We started with chain complexes for graphs. They are very short:

0
∂2=0−−−−−−−→C1

∂1−−−−−→C0
∂0=0−−−−−−−→ 0.

Here C0(G) and C1(G) are the groups of chains of nodes and of edges of the graph G.

We also constructed chain complexes for cubical complexes:

Ck = Ck(K),

where Ck(K) is the group of k-chains of cubical complex K.

Graphs and cubical complexes are very different in nature. Cubical complexes are built via
discretization of the Euclidean space in order to study its topology and the topology of its subsets.
Meanwhile, we approach topology of graphs from the opposite direction, which may be called
Euclidization of data, and yet we can still end up studying the topology of subsets of the Euclidean
space – via realizations of graphs. We will follow this latter route with simplicial complexes.

Let’s review the definitions.

Definition 5.1.
• A collection K of subsets of a finite set S is called an abstract simplicial complex, or just a

simplicial complex, if all subsets of any element of K are also elements of K:

τ ∈ K,σ ⊂ τ =⇒ σ ∈ K.

• The elements of these subsets are called simplices. If such a subset a has exactly n + 1
elements, it is called an n-simplex, or simplex of dimension n = dim a.
• The highest dimension of a simplex in K is called the dimension of K:

dimK := max
a∈K

dim a.

• For a given n, the collection of all k-simplices in K with k ≤ n is called the n-skeleton of K
denoted by K(n):

K(n) := {a ∈ K : dim a ≤ n}.
• A realization of a simplicial complex K is a geometric simplicial complex Q = |K| along

with such a one-to-one correspondence f of the simplices (starting with the vertices) of K with
the simplices of Q that the faces are preserved:

σ ⊂ τ =⇒ f(σ) ⊂ f(τ).
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• A representation of a topological space X as a homeomorphic image of a realization of a
simplicial complex K is called its triangulation and these spaces are called polyhedra. We still say
that X is a realization of K.

Here is an example of a realization of a 2-dimensional simplicial complex as a metric complex in
R3:

And here is a complex that may seem to contain only one 3-simplex, blown up:

Example 5.2. A realization of the complex

K = {ABD,BCD,ACD,ABE,BCE,ACE}

is found by gluing these 6 “triangles” to each other. Or we can start by listing the lower-
dimensional cells:
• 0: {A,B,C,D,E},
• 1: {AB,BD, AD,BC,CD,AE,BE,AC,CE}.

Then we build a realizaiton of K skeleton by skeleton:

We throw the vertices (the singletons from K) around in R3 and then connect them by the paths
(the pairs in K) trying to keep them unknotted for simplicity. Finally, we add the faces (the
triples in K) as pieces of fabric stretched on these wire-frames.

The result is homeomorphic to the sphere. �

The topology of realizations of simplicial complexes is similar to those of cubical complexes.

Proposition 5.3. A polyhedron in a Euclidean space is closed and bounded.

Exercise 5.4. Prove the proposition. Hint: prove for a simplex first.

Exercise 5.5. Sketch realizations of these complexes:
• AB,BC,CD,DA,CA,BD; and
• ABC,ABD,ABE.
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Exercise 5.6. Is there a 2-dimensional simplicial complex that can’t be realized in R3?

Exercise 5.7. Prove that any abstract simplicial complex K has a realization. Hint: try RN ,
where N is the number of vertices in K.

5.2 Boundaries of unoriented chains

Since they have fewer edges, simplices are indeed simpler than anything else, even cubes. Just
consider the boundary:

Indeed,
• in dimension 2, a triangle has 3 sides, while a square has 4;
• in dimension 3, a tetrahedron has 4 faces, while a cube has 6;
• ...
• in dimension n, an n-simplex has n+ 1 (n− 1)-faces, while an n-cube has 2n.

The boundary of a n-simplex is made of its (n−1)-faces. Those are easy to construct by choosing
one vertex at a time and considering the opposite face:

As a data structure, the n-simplex is just a list of n+ 1 items called vertices:

s = A0A1...An,

and any of its (n− 1)-faces is the same list with one item dropped (indicated by the brackets):

f0 = [A0]A1...An,
f1 = A0[A1]...An,

...
fn = A0A1...[An].

Such a simple construction doesn’t exist for cubes. Instead, we relied on their product structure
to prove our theorems.

In the unoriented case, a chain is, as before, defined as a “combination” of cells, i.e., a formal,
binary sum of cells. In the last example, there are only these 1-chains:

0, a, b, c, a+ b, b+ c, c+ a, a+ b+ c.



220 CHAPTER III. COMPLEXES

It is clear now that the boundary of an n-simplex is the sum of its (n− 1)-faces. It’s an (n− 1)-
chain:

∂ns :=

n∑

i=0

fi =

n∑

i=0

A0...Ai−1[Ai]Ai+1...An.

This happens for any simplex of a given simplicial complex K. As before, we extend the operator
from cells to chains and the familiar groups. They have the same names with “simplicial” and
“over Z2” attached whenever necessary. So, we have the simplicial...
• chain groups Ck(K), ∀k;
• chain complex:

... → Ck+1(K)
∂k+1−−−−−−−→Ck(K)

∂k−−−−−→Ck−1(K)
∂k−1−−−−−−−→ ... → 0;

• cycle groups Zk(K) := ker ∂k, ∀k;
• boundary groups Bk(K) := Im ∂k+1, ∀k;
• homology groups Hk(K) := Zk(K)/Bk(K), ∀k,

... over Z2.

The last item is made possible by the following result.

Theorem 5.8 (Double Boundary Identity). For unoriented chains and simplicial complexes,
we have:

∂k∂k+1 = 0.

Exercise 5.9. Prove the theorem algebraically for k = 0, 1, 2. Also provide sketches of the
construction.

The homology theory of simplicial complexes over Z2 is now complete!

Still, our main interest remains homology over R and Z.

5.3 How to orient a simplex

The first step in developing the homology over the reals is to add more structure to the complex
– orientation of cells.

Recall that for cubical complexes we initially defined the orientation for 1-cells only as their
directions. It can be arbitrary or it can be aligned with the axes:

These directions, however, don’t suggest any particular way of orienting the squares. Instead,
it is defined as clockwise or counterclockwise orderings of the vertices. This approach, however,
proved itself too complex for higher dimensions and we instead relied on the representation of
each cube as a product of edges and vertices.

Defining such orientation is also possible based the geometry of the Euclidean space; for example,
a plane (and a square) in the 3-dimensional space is oriented by a choice of one of the two unit
normal vectors.
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Exercise 5.10. Show that this is the choice between two equivalence classes of normal vectors.

The idea extends to subspaces of dimension n− 1 in Rn. Regrettably, this “external” approach
to orientation fails when the dimension of the subspace is less than n − 1 because the normal
vectors don’t split into two equivalence classes anymore.

The most important thing we know is that

there should always be exactly two orientations.

Following our treatment of cubical complexes, we first define the directions of all edges of our
simplicial complex and, this time, the direction of an edge isn’t dictated by the ambient space
(there is none) – the choice is entirely ours!

We illustrate this idea below. In this simplicial complex representation (triangulation) of the
circle, all three edges have been oriented, at random:

Here, the 1-simplices aren’t just edges a, b, c but

a = AB = −BA, b = CB = −BC, c = AC = −CA.

We could have chosen any other order of vertices: a = BA, b = CB, c = CA, etc.

Early on, let’s make it clear that another choice of cells’ orientations will produce different but
isomorphic groups of chains. In fact, choosing an orientation of a complex is just a special case
of choosing a basis of a vector space.

Next, after using directions to define orientation of edges, how do we handle orientations of
higher-dimensional simplices?

As there is no such thing as “the direction of a triangle”, we need to think of something else.
Looking at the picture below, the answer seems obvious: we go around it either clockwise or
counterclockwise:

Unfortunately, this idea has no analog for a 3-simplex. There is no such thing as a “clockwise
path” in a cube. In fact, there is no circular path through all of its vertices that capture all
possible orderings.
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Exercise 5.11. Prove the last statement. Hint: just count.

We find the answer in the definition of simplicial complex: it relies only on the data structure
and so should the definition of orientation.

First, let’s observe that speaking of edge AB being an element of complexK is misleading because
the elements of K are subsets of set S. Therefore, to be precise we wouldn’t write:

AB ∈ K,

until the orientation has been already introduced, but instead:

{A,B} ∈ K.

Considering the fact that these are equal, {A,B} = {B,A}, as sets, here’s our conclusion: choos-
ing AB over BA is equivalent to choosing an ordering of the set {A,B}.
So, the idea is that an orientation of a simplex is simply a specific choice of order of its vertices.

Let’s consider the triangle. For a 2-simplex with vertices A,B,C, we have 6 possible orderings of
the vertices:
• ABC, BCA, and CAB for clockwise, and
• ACB, CBA, and BAC for counter-clockwise.

But there should be only two orientations! It follows then that an orientation should be a choice
of one of these two classes of orderings. What are they exactly? They are simply “reorderings”
of ABC, i.e., self-bijections of {A,B,C}. We recognize them as permutations.

Recall, an even/odd permutation is the composition of an even/odd number of transpositions,
elementary permutations that “flips” exactly two elements. For example,
• it takes two flips to get CAB from ABC, so it’s even; but
• it takes one flip to get ACB from ABC, so it’s odd.

We know that the even permutations form the subgroup An of the symmetric group Sn of all
permutations of a set of n elements.

Exercise 5.12. Prove the above statement.

Exercise 5.13. A permutation σ ∈ Sn of the basis vectors of Rn defines a linear operator. What
can you say about its determinant? What about σ ∈ An?
So, the definition of orientation of simplices is based on the fact that there are two equivalence
classes of orderings of any set and, in particular, on the set of vertices of a simplex:

two orderings are equivalent if they differ by an even permutation.

Of course, these two classes are the two cosets that form the following quotient group:

Sn/An ∼= Z2.

Definition 5.14. Suppose an n-simplex τ is given as an ordered list of n + 1 elements, τ =
A0A1...An. Then we say that τ is an oriented simplex if either the class of even permutations of
the vertices {A0, A1, ..., An} is chosen or the class of odd permutations.

Therefore, we will always have to deal with this ambiguity in all our constructions as each ordering
that we use is, in fact, an equivalence class of orderings. For example,
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• ABC means [ABC] = {ABC,BCA,CAB}; and
• ACB means [ACB] = {ACB,CBA,BAC}.

The good news is, it suffices to list a single representative of the class to orient the simplex.

Exercise 5.15. Demonstrate how this scheme fails for cubical complexes. Hint: try dimension
2.

Exercise 5.16. With the meaning of orientation of cells of dimensions 1 and 2 clear, what could
be the meaning of orientation of a vertex?

5.4 The algebra of oriented chains

In this section, our ring of coefficients is either R or Z.

Definition 5.17. Suppose a simplicial complex K consists of simplices as subsets of set S.
We say that K is an oriented simplicial complex if its every simplex is oriented. (We will omit
“oriented” when there can be no confusion.)

Example 5.18. The simplicial complex K of the triangle is

unoriented: K =
{
{A}, {B}, {C}, {A,B}, {C,B}, {A,C}, {A,B,C}

}
; or

oriented: K = {A, B, C, AB, CB, AC, [ABC]}.

Note that the orientations of the edges of τ don’t match the orientation of τ itself. The reason
is, they don’t have to... We shouldn’t expect such a requirement because there may be another
2-simplex adjacent to one of these edges with the opposite orientation. �

To acquire an orientation for complex K, one can just order its vertices and then use that order
to orient each simplex in K:

Exercise 5.19. In how many ways can this be done?

Up to this point, the development of the algebra of chains follows the same path as in the case
of oriented cubical complexes. Let’s point out some differences. First, all simplices have to be
supplied with orientations not just 1-dimensional ones. Second, the meaning of −τ for a simplex
τ is clear: it’s τ with the opposite orientation. For dimensions 1 and 2, the explicit meaning is
also clear:
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For higher dimensions, it’s a transposition of two vertices in the ordering:

A1A0A2...An = −A0A1A2...An.

It is worth repeating what oriented simplices are and aren’t.
• Oriented simplices aren’t sets of the vertices: not {A,B,C}.
• Oriented simplices aren’t orderings of the vertices: not ABC.
•Oriented simplices are classes of orderings of the vertices, such as [ABC] = {ABC,BCA,CAB}.

This is how we make it precise.

Theorem 5.20. For any permutation s ∈ Sn+1, we have:

A0A1...An = π(s)As(0)As(1)...As(n),

where π(s) is its parity, i.e.,

π(s) :=

{
1 if s is even,

−1 if s is odd.

Recall that the point of using oriented chains is to be able to capture all possible ways to go
around the circle: going once, twice, or thrice around it, or going in the opposite direction.

An oriented simplicial chain is a “formal” linear combination of finitely many oriented simplices,
such as 3a + 5b − 17c. The coefficients come from some ring R. From this point of view, the
chains previously discussed are over R = Z2, i.e., binary. We will concentrate on real chains, i.e.,
ones with real coefficients. Nonetheless, the analysis will, with just a few exceptions, apply also
to the integers R = Z, rational numbers R = Q, etc.

Next, for a given simplicial complex K and k = 0, 1, 2, ..., let Ck(K) denote the set of all real
k-chains:

Ck(K) :=

{∑

i

siσi : si ∈ R, σi is a k-simplex in K

}
.

It is easy to define the sum of two chains by assigning appropriate coefficients of each simplex: if

A =
∑

i

siσi, B =
∑

i

tiσi =⇒ A+B :=
∑

i

(si + ti)σi.

To see that the operation above is well-defined, one can assume that each sum lists all simplices
present in both sums – some with zero coefficients.

Theorem 5.21. Ck(K) is an abelian group with respect to chain addition.
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Proof. We verify the axioms of group below.
• (1) Identity element:

0 =
∑

i

0 · σi.

• (2) Inverse element:

A =
∑

i

siσi =⇒ −A =
∑

i

(−si)σi.

• (3) Associativity:

A+ (B + C) =
∑

i

(si + ti + ui)σi

= (A+B) + C. �

It is also easy to define the scalar multiplication of chains: if

A =
∑

i

siσi, and r ∈ R,

then we let

rA :=
∑

i

(rsi)σi.

Theorem 5.22. (1) Ck(K;R) is a vector space with respect to chain addition and scalar multi-
plication with a basis that consists of all k-simplices in K. (2) Ck(K;Z) is an abelian group with
respect to chain addition with the set of generator that consists of all k-simplices in K.

Exercise 5.23. Prove the theorem.

Example 5.24. In particular, in the example of a triangle representing the circle, we have
• C0(K) =< A >∼= R,
• C1(K) =< a, b, c >∼= R⊕R⊕R,
• C2(K) = 0, etc. �

Exercise 5.25. Prove that choosing a different orientation of a simplicial complex produces a
chain group isomorphic to the original. Present the matrix of the isomorphism.

Exercise 5.26. What does the algebra of oriented chains over Z2 look like?

Until some connection is established between chains of different dimensions, this algebra has
nothing to say about the topology of the complex. This connection is given by the boundary
operator.

5.5 The boundary operator

The boundary operator of a simplicial complex records the relations between cells/chains of
consecutive dimensions.

Let’s review what we already know.

Example 5.27. Suppose we have a simplicial complex K of the solid triangle seen before:
• 0-simplices: A,B,C;
• 1-simplices: a = AB, b = CB, c = AC;
• 2-simplex: τ = ABC.
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The boundary of a vertex empty, hence the boundary operator of a 0-chain is 0:

∂(A) = 0, ∀A ∈ C0(K).

The boundary of a 1-cell consists of its two endpoints, so, in the binary setting, this was simple:

∂(a) = ∂(AB) = A+B.

In the oriented setting, the direction of the edge matters (AB 6= BA); so we define:

∂(a) = ∂(AB) := B −A, ∀a = AB ∈ C1(K).

In dimension 2, the boundary ∂τ is defined as a linear combination of its faces:

∂τ = AB +BC + CA = a− b− c,
or:

∂τ = ∂
(
△

)

= ր + ց + ←
= a+ (−b)+ (−c)
= a− b− c.

Here, we first follow the chain clockwise as indicated by its orientation writing the 1-cells as they
appear, and then interpret these 1-cells in terms of the 1-cells, a, b, c, that we listed in the complex
K. �

Let’s define the boundary of a simplex of an arbitrary dimension.

Recall first what we mean by a face of a simplex. As the n-simplex is just a list of n+1 vertices,
any of its (n− 1)-faces is a list of the same vertices with one dropped:

f0 = [A0]A1...An,
f1 = A0[A1]...An,

...
fn = A0A1...[An].

The question now is, what are the oriented faces of an oriented simplex? The answer is, of course,
they are oriented simplices.

The idea is very simple: removing an item from an ordering gives an ordering of the smaller set,
just as shown above. Yet, to see that this answer is justified isn’t as simple as it seems. Indeed,
we aren’t dealing with orderings but with classes of orderings. Does this operation make sense?

Proposition 5.28. Removing an item from an even/odd ordering gives us an even/odd ordering
of the smaller set; or, algebraically,

An = Sn ∩ An+1.

Exercise 5.29. Prove the proposition.

Now, the boundary of an n-simplex s is the sum of its faces, in the unoriented case. As we see
in the last example, this time the faces appear with various signs. As it turns out, the boundary
now is the alternating sum of its faces:

∂s = f0 − f1 + f2 − ...± fn.
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Definition 5.30. The boundary of an oriented n-simplex is an oriented (n− 1)-chain defined to
be

∂(A0A1...Ai...An) :=
∑

i

(−1)iA0A1...[Ai]...An.

Example 5.31. Let’s apply the definition to the complex of the triangle, as in the last example.
These are the oriented simplices based on the obvious ordering of the 3 vertices:
• 0-simplices: A0, A1, A2;
• 1-simplices: A0A1, A1A2, A0A2;
• 2-simplex: A0A1A2.

Then
∂(A0A1A2) = [A0]A1A2 −A0[A1]A2 +A0A1[A2]

= A1A2 −A0A2 +A0A1

= A0A1 +A1A2 +A2A0.

So, these edges go clockwise around the triangle, as expected. �

Notice that the input of the formula in the definition is an ordering while it is supposed to be an
oriented simplex, i.e., a class of orderings. What happens if we use another representative from
the class of orderings as the input of this formula?

Exercise 5.32. Confirm that the result is the same for ∂(A2A0A1).

A single term in the boundary formula for a 2-simplex is shown below:

To further understand what’s going on, let’s flip the first two vertices:

∂(A1A0A2...An)
=

∑
i(−1)iA1A0A2...[Ai]...An

= [A1]A0A2...An −A1[A0]A2...An +
∑
i>1(−1)iA1A0A2...[Ai]...An

= A0A2...An −A1A2...An +
∑
i>1(−1)iA1A0A2...[Ai]...An

= −A1A2...An +A0A2...An +
∑
i>1(−1)i(−1)A0A1A2...[Ai]...An

= −[A0]A1A2...An +A0[A1]A2...An −∑
i>1(−1)iA0A1A2...[Ai]...An

= −∑
i(−1)iA1A0A2...[Ai]...An

= −∂(A0A1A2...An).

The sign of the boundary chain has reversed! Therefore, we have the following:

Theorem 5.33. The boundary chain of an ordered simplex is well-defined. In particular, for
any oriented simplex s, we have

∂(−s) = −∂(s).

Exercise 5.34. Provide the rest of the proof.

With the operator defined on each of the simplices, one can extend this definition to the whole
chain group by linearity, thus creating a linear operator:

∂ : Cn(K)→ Cn−1(K).



228 CHAPTER III. COMPLEXES

Indeed, since we know ∂(σi) for each simplex σi ∈ Cn(K), we set:

∂
(∑

i

siσi

)
:=

∑

i

si∂(σi).

5.6 Homology

The key fact needed for homology theory is:

all boundaries are cycles.

Algebraically, it is given by the following theorem:

Theorem 5.35 (Double Boundary Identity). ∂∂ = 0 over R or Z.

Proof. It suffices to prove that ∂∂(s) = 0 for any simplex s in K. The idea is that in the
expansion of ∂∂s, each (n− 2)-face appears twice but with opposite signs.

Suppose s is an n-simplex:

s = A0...An.

For each i = 0, 1, ..., n, fi is the ith face of s:

fi = A0...[Ai]...An.

It is an oriented (n − 1)-simplex. For each pair i, j = 0, 1, ..., n, i 6= j, let fij = fji be the jth
face of fi or, which is the same thing, the ith face of fj :

fij = A0...[Ai]...[Aj ]...An.

It is an oriented (n− 2)-simplex.

First, we use the definition and then the linearity of the boundary operator:

∂∂s = ∂
(∑

i(−1)ifi
)

=
∑
i(−1)i∂(fi).

Consider the ith term, i.e., the summation over j, and watch how the signs alternate:

∂fi = ∂(A0A1...[Ai]...An)

=
∑

j<i

(−1)jA0A1...[Aj ]...[Ai]...An [Aj ] in the jth term of the sum...

+
∑

j>i

(−1)j−1A0A1...[Ai]...[Aj ]...An [Aj ] in the (j − 1)st term...

=
∑

j<i

(−1)jfij +
∑

j<i

(−1)j−1fij .

So, the sign attached to the face becomes the opposite as j goes past i. That’s what will ensure
cancelling...



5. SIMPLICIAL HOMOLOGY 229

We substitute now and then deal with double summation, over i and j:

∂∂s =
∑

i

(−1)i
(∑

j<i

(−1)jfij +
∑

j<i

(−1)j−1fij

)

=
∑

i<j

(−1)i+jfij −
∑

i>j

(−1)i+jfij

= 0.

Let’s summarize what has happened. The (n − 2)-faces of our simplex s form a symmetric
(n+ 1)× (n+ 1) matrix. Then ∂∂s is the sum of the elements of this matrix, with appropriate
signs, after the diagonal is removed:

{fij} =




0 1 ... i ... j ... n
0 0 −f01 ... +f0i ... −f0j ... +f0n
1 +f10 0 ... −f1i ... +f1j ... −f1n

. . ... . ... . ... .

. . ... . ... . ... .
i −fi0 +fi1 ... 0 ... −fij ... +fin

. . ... . ... . ... .

. . ... . ... . ... .
j +fj0 −fj1 ... +fji ... 0 ... −fjn

. . ... . ... . ... .

. . ... . ... . ... .
n −fn0 +fn1 ... −fni ... +fnj ... 0




Finally, the symmetric entries have opposite signs and, therefore, cancel. �

Exercise 5.36. Fill the blanks in the table to demonstrate how the signs alternate.

The diagram below illustrates the proof for n = 2:

Corollary 5.37. The theorem holds for chains over Z2.

Exercise 5.38. Prove the corollary (a) by rewriting the above proof, (b) directly from the
theorem. Hint: think of an appropriate function Z→ Z2.
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So, the boundary of the boundary of a cell is zero. Since every chain is a linear combination of
cells, it follows from the linearity of ∂ that the boundary of the boundary of any chain is zero; i.e.,

Ck(K)
∂−→ Ck−1(K)

∂−→ Ck−2(K)
τ 7→ ∂(τ) 7→ ∂∂(τ) = 0.

Thus, every boundary is a cycle:
Bk(K) ⊂ Zk(K).

That’s why the homology groups make sense:

Hk(K) := Zk(K)/Bk(K).

As before, two k-chains are homologous if they form the boundary of a (k + 1)-chains; or, alge-
braically, if

a ∼ b⇐⇒ a− b ∈ Bk.
It is easy to make up examples of simplicial homology from those for cubical complexes:

Example 5.39. Below, we visualize the idea why the sum of the two standard generators of the
torus is homologous to the diagonal; i.e., a + b ∼ d, and (1, 1) = (1, 0) + (0, 1) in the homology
group:

�

Exercise 5.40. Represent the subsets of the plane given below as realizations of simplicial
complexes. Then, for each of them and coefficients in R:
• (1) Find the chain groups and find the boundary operator as a matrix;
• (2) Using only part (1) and linear algebra, find Zk, Bk for all k.
• (3) Using only part (2) and linear algebra, find the Betti numbers of these complexes.
• (4) Confirm that, even though the chain groups are different, the results match those for

cubical complexes. Point out what part of your computation makes it so.

Exercise 5.41. Represent the circle S1 as a hollow triangle and the sphere S2 as a hollow
pyramid:
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and confirm that the homology groups are:

H0(S
1) = R, H1(S

1) = R, H2(S
1) = 0;

H0(S
2) = R, H1(S

2) = 0, H2(S
2) = R.

6 Simplicial maps

6.1 The definition

Suppose we have a map h : X → Y between two topological spaces. To fully understand this
map, we want to track each of the topological features, i.e., the homology classes, in X as they
are transformed into the ones in Y :

These are the “topological events” that we previously saw happen under graph maps. In the
general setting, there will be much more happening. For example, can a void be transformed into
a tunnel, or vice versa?

Now, suppose that X and Y are triangulated by two simplicial complexes: X = |K|, Y = |L|.
We want to see map h as a “realization” h = |f | of a “simplicial” map f : K → L between these
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complexes:

K
realization−−−−−−−−−−−→ |K|yf
realization−−−−−−−−−−−→

y|f |

L
realization−−−−−−−−−−−→ |L|

Let’s first review what we know about graph maps.

Recall that those are simply functions of nodes of the graph that produce also functions of edges –
allowing an edge to be taken to a node, by means of a “collapse”. Since graphs are 1-dimensional
simplicial complexes, we can rewrite those definitions using the language of simplices.

A graph map f : K → L is a function between graphs K,L that satisfies, for each edge e, either:
• 1. (cloning) f(e) is an edge g and f takes the endpoints of e to the endpoints of g; or
• 2. (collapsing) f(e) is a node P and f takes the endpoints of e to P .

These are the axioms written in a more compact form:
• 1. f(AB) = f(A)f(B);
• 2. f(AB) = P =⇒ f(A) = f(B) = P .

The second axiom is contained in the first if we understand that an edge given by two identical
nodes is a node, that node:

PP := P.

Following this idea, we introduce the following notation: we allow repetition of vertices in the
list that defines a simplex. A list of vertices

s = A0...An

is an m-simplex if there are exactly m+ 1 distinct vertices on the list.

Now, to understand what a simplicial map f : K → L between two (so far unoriented) simplicial
complexes is, we first assume that f is defined on vertices only: if A is a vertex in K then f(A) is
a vertex in L. This function can be, so far, arbitrary but not every such function can be extended
to the whole complex K!

Suppose now we have a 2-simplex:
s = A0A1A2 ∈ K.

Let’s define f(s) ∈ L. We already know what happens under f to the vertices and to the faces
of s:

f(AiAj) = f(Ai)f(Aj).

This new simplex f(s) will have to be determined by the values of f at these vertices – the values
are already known as vertices in L – as follows:

f(s) = f(A0A1A2) := f(A0)f(A1)f(A2).

The latter is an m-simplex (m ≤ 2), which is required to belong to L. With the three possibilities
for m, there are three possibilities for this new simplex. We see that, unlike a 1-simples, a
2-simplex can collapse in two ways:
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Example 6.1. Let’s consider possible maps between these two complexes:
• K = {A,B,C,AB,BC,CA,ABC},
• L = {P,Q,R, PQ,QR}.

We start with:
f(A) = P, f(B) = Q, f(C) = R.

Then, by the above formula, we have

f(AB) = PQ ∈ L, f(BC) = QR ∈ L, f(CA) = RP 6∈ L.

Such a simplicial map is impossible!

Let’s try another value for C:

f(A) = P, f(B) = Q, f(C) = Q.

Then two edges clone and one collapses:

f(AB) = PQ ∈ L, f(BC) = Q ∈ L, f(CA) = PQ ∈ L;

and the triangle collapses too:
f(ABC) = PQ ∈ L.

That works! The result is below:

�

Exercise 6.2. Consider three more possibilities.

Definition 6.3. A function f : K → L between two (unoriented) simplicial complexes is called
a simplicial map if it satisfies the following:

A0...An ∈ K =⇒ f(A0)...f(An) ∈ L;

then, the value of f on a simplex of K is a simplex of L given by

f(A0...An) := f(A0)...f(An).

A bijective simplicial map is called a simplicial isomorphism.
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The above condition is a kind of discrete continuity.

Theorem 6.4. A function f : K → L is a simplicial isomorphism if and only if it is bijective on
vertices.

Theorem 6.5. A constant function C : K → L (i.e., a map defined by f(s) = V for some fixed
vertex V ∈ L) is a simplicial map.

Theorem 6.6. The composition gf : K →M of two simplicial maps f : K → L and g : L→M
is a simplicial map.

Exercise 6.7. Prove these theorems.

Exercise 6.8. Provide a simplicial map that “represents” the following map f : S1 → T2:

Exercise 6.9. Prove that simplicial complexes, together with simplicial maps, form a category.

Exercise 6.10. Give the graph of a simplicial map a structure of a simplicial complex.

Exercise 6.11. Define cubical maps.

As we shall see, simplicial maps are realized as continuous functions. But first we will consider
the effect of these maps on the homology classes.

6.2 Chain maps of simplicial maps

Suppose a simplicial map

f : K → L

between two oriented simplicial complexes is given. The map records where every simplex goes,
but what about chains? We want now to define the corresponding linear operators:

fk : Ck(K)→ Ck(L), k = 0, 1, ....

Since the k-simplices of K form a basis of the k-chain group Ck(K), we only need to know the
values of fk for these simplices. And we do, from f .

The only problem is that, while s is a k-simplex in K, its image f(s) might be a simplex in L
of a lower dimension. Therefore, if s collapses, then f(s) 6∈ Ck(L), so that f(s) appears to be
undefined... To resolve this conundrum, even though f(s) is not a k-simplex, can we think of it
as a k-chain? There is only one legitimate choice for such a chain: it’s 0!

So, this is how we define the chain maps f0, ..., fk, ... for f .

Definition 6.12. The nth chain map fn of a simplicial maps f is defined by its values on each
n-simplex in K,

s = A0A1...An,

where A0, A1, ..., An are its vertices, as follows;

fn(s) :=

{
f(A0)...f(An), if f(Ai) 6= f(Aj) ∀i 6= j;

0, otherwise.
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Thus, a simplex is cloned or it is taken to 0.

Example 6.13. Let’s consider these two complexes from last subsection but first orient them,
arbitrarily:
• K = {A,B,C,AB,CB,CA,ACB},
• L = {P,Q,R, PQ,RQ}.

This is the simplicial map we considered above:

f(A) = P, f(B) = Q, f(C) = Q.

These three identities immediately give us the three columns of the matrix of the linear operator
f0 : C0(K)→ C0(L), or f0 : R3 → R3:

f0 =




1 0 0
0 1 1
0 0 0


 .

Further, the simplicial identities

f(AB) = PQ, f(BC) = Q, f(CA) = PQ,

give us these chain identities:

f1(AB) = PQ, f1(BC) = 0, f1(CA) = QP.

These three give us the three columns of the matrix of the linear map f1 : C1(K) → C1(L), or
f1 : R3 → R2:

f1 =

[
1 0 −1
0 0 0

]
.

Finally, the simplicial identity
f(ABC) = PQ

gives us the chain identity:
f2(ACB) = 0.

Therefore,

f2 = 0. �

Exercise 6.14. Add a 2-simplex to either of these two simplicial complexes, orient the new
complexes, and then find the matrices of the chain maps of these two simplicial maps:

The definition of fn is simple enough, but we can make it even more compact if we observe that
• case 1: fn(s) = f(A0)...f(An), if f(Ai) 6= f(Aj), for all i 6= j;

implies
• case 2: fn(s) = 0, if f(Ai) = f(Aj), for some i 6= j.

The reason is that having two coinciding vertices in a simplex – understood as a chain – make it
equal 0. Indeed, when we flip them, the sign has to flip too; but it’s the same simplex!

Bi = Bj =⇒
B0...Bi...Bj ...Bn = −B0...Bj ...Bi...Bn

= −B0...Bi...Bj ...Bn.
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It must be zero then.

We amend the convention from the last subsection.

Notation: We allow repetition of vertices in the list that defines a simplex. But, a list of vertices

s = A0...An

is the 0 chain unless there are exactly n+ 1 distinct vertices on the list.

Definition 6.15. The n-chain map fn : Cn(K)→ Cn(L) induced by a simplicial map f : K → L
is defined by its values on the simplices, as follows:

fn(A0...An) := f(A0)...f(An).

Theorem 6.16. The chain map induced by a simplicial isomorphism is an isomorphism. More-
over, the chain map induced by the identity simplicial map is the identity.

Theorem 6.17. The chain map induced by a simplicial constant map C : K → L with K,L
edge-connected is acyclic: C0 = Id, Ck = 0, ∀k > 0.

Theorem 6.18. The chain map induced by the composition gf : K →M of two simplicial maps
f : K → L and g : L → M is the composition of the chain maps induced by these simplicial
maps:

(gf)k = gkfk.

Exercise 6.19. Prove these theorems.

Since we have two simplicial complexes, there are two chain complexes:

... → Ck+1(K)
∂k+1−−−−−−−→Ck(K)

∂k−−−−−→Ck−1(K) → ... → 0,

... → Ck+1(L)
∂k+1−−−−−−−→ Ck(L)

∂k−−−−−→ Ck−1(L) → ... → 0.

The chain maps connect these two chain complexes item by item, “vertically”, like this:

... → Ck+1(K)
∂k+1−−−−−−−→Ck(K)

∂k−−−−−→Ck−1(K) → ... → 0

...

yfk+1

yfk
yfk−1 ...

... → Ck+1(L)
∂k+1−−−−−−−→ Ck(L)

∂k−−−−−→ Ck−1(L) → ... → 0.

The arrows here are maps and paths of arrows are their compositions. The question is then, are
the results “path-independent”? In other words, is the diagram commutative?

Exercise 6.20. Produce such a diagram for the map in the last example.

Exercise 6.21. Define chain maps between chain complexes in such a way that together they
form a category.

6.3 How chain maps interact with the boundary operators

We need to understand how the chain map of a simplicial map fits into the chain complexes.

There are two boundary operators to deal with for a given simplicial map

f : K → L,

for either of the complexes:
∂Kk : Ck(K)→ Ck−1(K)
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and

∂Lk : Ck(L)→ Ck−1(L).

(Both the subscripts and the superscripts may be omitted.) Along with the chain maps of f , the
boundary operators can be combined in a single diagram:

Ck(K)
fk−−−−−→ Ck(L)y∂K

k
ց

y∂L

k

Ck−1(K)
fk−1−−−−−−−→Ck−1(L)

As we shall see, the diagram is commutative. The familiar and wonderfully compact way to
present this condition is below:

∂f = f∂

Definition 6.22. A chain map is any collection of homomorphisms between the elements of any
two chain complexes that satisfies the above condition.

This behavior is expected from simplicial maps. After all, when a simplex is cloned, so is its
boundary, face by face:

It is the case of collapse that needs special attention. We will prove the general case.

For the proof we will need the following two facts. Both boundary operators are defined by the
same formula for k = 0, 1, ...:

∂k(A0...Ak) :=

k∑

i=0

(−1)iA0...[Ai]...Ak. (1)

We will also need the definition of the chain map of a simplicial map:

fk(A0...Ak) := f(A0)...f(Ai)...f(Ak). (2)

Theorem 6.23 (Algebraic Continuity Condition). If f : K → L is a simplicial map, then
its chain maps satisfy for k = 1, 2, ...:

∂Lk fk = fk−1∂
K
k .

Proof. The proof is by examination. To prove the identity, we evaluate its left-hand side and
its right-hand side for

s = A0A1...Ak ∈ Ck(K).
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First, the right-hand side. We use (1),

fk−1(∂k(s)) = fk−1

( k∑

i=0

(−1)iA0...[Ai]...Ak

)
, then by linearity

=

k∑

i=0

(−1)ifk−1(A0...[Ai]...Ak), then by (2)

=

k∑

i=0

(−1)if(A0)...[f(Ai)]...f(Ak).

Next, the left-hand side. We use (2),

∂k(fk(s)) = ∂k(f(A0)...f(Ak)), then by (1)

=

k∑

i=0

(−1)if(A0)...[f(Ai)]...f(Ak).

Now, as we have proven the identity for all basis elements, simplices, of the vector space, Ck(K),
then the two linear operator coincide. �

Corollary 6.24. The theorem holds for chains over Z2.

Exercise 6.25. Prove the corollary (a) by rewriting the above proof, (b) directly from the
theorem. Hint: think of an appropriate function Z→ Z2.

6.4 Homology maps

Thus, a simplicial map induces chain maps between the two chain complexes, but what about
the homology? What is the effect of the map on the homology classes?

Algebraically, this is what we are after. We already have a linear operator

fk : Ck(K)→ Ck(L)

with the above property. And now we need to define somehow another linear operator, the
quotient operator,

? : Hk(K) =
Zk(K)

Bk(K)
→ Hk(L) =

Zk(L)

Bk(L)
,

where

Zk(K) := ker ∂Kk , Bk(K) := Im ∂Kk+1,
Zk(L) := ker ∂Lk , Bk(L) := Im ∂Lk+1,

are the groups of cycles and the groups of boundaries of these complexes.

The way the new maps have linked the two chain complexes is informally illustrated by this
diagram:
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We need to see the interaction between these subspaces. We already know that our quotient
operator is well-defined provided these conditions are met:
• (1) fk(Zk(K)) ⊂ Zk(L),
• (2) fk(Bk(K)) ⊂ Bk(L).

We will use the algebraic continuity condition: ∂f = f∂. In particular, both squares of this
diagram are commutative:

Ck+1(K)
∂k+1−−−−−−−→Ck(K)

∂k−−−−−→Ck−1(K)yfk+1

yfk
yfk−1

Ck+1(L)
∂k+1−−−−−−−→ Ck(L)

∂k−−−−−→ Ck−1(L)

The proofs below are typical for algebraic topology.

Corollary 6.26. Chain maps take cycles to cycles:

fk(Zk(K)) ⊂ Zk(L).

Proof. Suppose x ∈ Zk(K), then ∂k(x) = 0. Then we trace x in the right square of the diagram:

∂kfk(x) = fk−1∂k(x)
= fk−1(0)
= 0.

Hence fk(x) is a cycle too. �

Corollary 6.27. Chain maps take boundaries to boundaries:

fk(Bk(K)) ⊂ Bk(L).

Proof. Suppose x ∈ Bk(K), then x = ∂k+1(u) for some u ∈ Ck+1(K). Then we trace x back in
the left square of the diagram:

fk(x) = fk∂k+1(u)
= ∂k+1fk+1(u).

Hence fk(x) is a boundary too. �

The two results are summarized below:
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Thus, we are able to restrict fk to cycles:

fk : Zk(K)→ Zk(L),

or to boundaries:
fk : Bk(K)→ Bk(L).

Therefore, the definition below is legitimate.

Definition 6.28. Given chain maps

fk : Ck(K)→ Ck(L), k = 0, 1, 2, ...

(possibly induced by a simplicial map f : K → L), the homology maps induced by {fk},

[fk] : Hk(K)→ Hk(L), k = 0, 1, 2, ...,

are the linear operators given by
[fk]([x]) := [fk(x)].

Notation: The brackets are often omitted:

fk : Hk(K)→ Hk(L),

or an alternative, common notation is used:

f∗ : Hk(K)→ Hk(L).

Exercise 6.29. Devise a simplicial map the realization of which wraps a circle around another
circle n times. Compute its homology.

6.5 Computing homology maps

Even with the most trivial examples we should pretend that we don’t know the answer...

Example 6.30 (segment). We start with these simplicial complexes (graphs):

G = {A,B}, H = {A,B,AB},

and
f(A) = A, f(B) = B.

Let’s consider the inclusion:
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Then on the chain level we have:

C0(G) =< A,B >, C0(H) =< A,B >,
f0(A) = A, f0(B) = B =⇒ f0 = Id;
C1(G) = 0, C1(H) =< AB >

=⇒ f1 = 0.

Meanwhile, ∂0 = 0 for G and for H we have:

∂1 = [−1, 1]T .

Therefore, on the homology level we have:

H0(H) := Z0(H)
B0(H) = C0(H)

∂1(<AB>) =
<A,B>
<B−A> =< [A+B] >,

H0(H) := Z0(H)
B0(H) = C0(H)

∂1(<AB>) =
<A,B>
<B−A> =< [A+B] >,

H1(G) :=
Z1(G)
B1(G) = 0

0 = 0,

H1(H) := Z1(H)
B1(H) = 0

0 = 0.

Then, by definition,
• [f0]([A]) := [f0(A)] = [A], [f0]([B]) = [f0(B)] = [B] =⇒ f0 = [1, 1]T ;
• [f1] = 0. �

Exercise 6.31. Modify the computation for the case when there is no AB.

Example 6.32 (two segments). Given these two two-edge simplicial complexes:
• 1. K = {A,B,C,AB,BC},
• 2. L = {X,Y, Z,XY, Y Z}.

Consider these simplicial maps:
• 1. f(A) = X, f(B) = Y, f(C) = Z, f(AB) = XY, f(BC) = Y Z;
• 2. f(A) = X, f(B) = Y, f(C) = Y, f(AB) = XY, f(BC) = Y .

They are given below:

We think of these identities as functions evaluated on the generators of the two chain groups:
• 1. C0(G) =< A,B,C >, C1(G) =< AB,BC >;
• 2. C0(H) =< X,Y, Z >, C1(H) =< XY, Y Z >.

These functions induce these two linear operators:

f0 : C0(G)→ C0(H), f1 : C1(G)→ C1(H),

as follows.

The first function gives these values:
• f0(A) = X, f0(B) = Y, f0(C) = Z,
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• f1(AB) = XY, f1(BC) = Y Z.
Those, written coordinate-wise, produce the columns of its matrices:

f0 =




1 0 0
0 1 0
0 0 1


 = Id, f1 =

[
1 0
0 1

]
= Id .

The second produces:
• f0(A) = X, f0(B) = Y, f0(C) = Y,
• f1(AB) = XY, f1(BC) = 0,

which leads to:

f0 =




1 0 0
0 1 1
0 0 0


 , f1 =

[
1 0
0 0

]
.

The first linear operator is the identity and the second can be thought of as a projection. �

Exercise 6.33. Modify the computation for the case of an increasing and then decreasing
function.

Now homology...

Example 6.34 (hollow triangle). Suppose:

G = H := {A,B,C,AB,BC,CA},

and
f(A) = B, f(B) = C, f(C) = A.

Here is a rotated triangle:

The homology maps are computed as follows:

Z1(G) = Z1(H) =< AB +BC + CA > .

Now,

f1(AB +BC + CA) = f1(AB) + f1(BC) + f1(CA) = BC + CA+AB = AB +BC + CA.

Therefore, f1 : Z1(G)→ Z1(H) is the identity and so is the homology map [f1] : H1(G)→ H1(H).
Conclusion: the hole is preserved.

Alternatively, we collapse the triangle onto one of its edges:

f(A) = A, f(B) = B, f(C) = A.

Then
f1(AB +BC + CA) = f1(AB) + f1(BC) + f1(CA) = AB +BA+ 0 = 0.

So, the map is zero. Conclusion: collapsing of an edge causes the hole collapse too. �

Exercise 6.35. Modify the computation for the case (a) a reflection and (b) a collapse to a
vertex.
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6.6 How to classify simplicial maps

From the fact that vertices are taken to vertices we derive this simple conclusion.

Proposition 6.36. If complexes K,L are edge-connected, any simplicial map between them
induces the identity on the 0th homology group:

[f0] = Id : H0(K) = R→ H0(L) = R.

Therefore, not every linear operator between the homology groups can be “realized” as the
homology map of a simplicial map.

Exercise 6.37. Suppose K has n edge-components and L has m. List all possible 0th homology
maps between them.

What follows is a typical homological argument.

Example 6.38. With our knowledge of the homology groups of the circle S1 and of the sphere
S2:

H0(S
1) = R, H1(S

1) = R, H2(S
1) = 0;

H0(S
2) = R, H1(S

2) = 0, H2(S
2) = R;

we can now answer the question whether it’s possible to transform voids into tunnels:

It is not! The answer is understood in the sense that there is no map

f : S2 → S1

that preserves the homology class of the void of the sphere. The reason is simple, the homomor-
phism

[f2] : H2(S
2) = R→ H2(S

1) = 0

can only be trivial. In particular, if s is the 2-homology class representing the void in the sphere,
then [f2](s) = 0. The void must collapse!

The answer applies to any other choice of triangulations of the two spaces. �

Exercise 6.39. What happens to the hole of the circle if it is mapped to the sphere?

Exercise 6.40. (a) Interpret these maps as maps of S1 to S1:
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and represent those as realizations of simplicial maps. Hint: the last one will need special
attention. (b) Confirm by computation that their homology maps are:

[f ] = Id, [f ′] = − Id, [g] = 0, [h] = 2 · Id .

(c) Make sense of this alternative answer:

[f ] = − Id, [f ′] = Id, [g] = 0, [h] = −2 · Id .

Theorem 6.41. The homology map induced by an isomorphic chain map (and, moreover, by
a simplicial isomorphism) is an isomorphism. The homology map induced by the identity chain
map (and, moreover, by the identity simplicial map) is the identity operator.

Theorem 6.42. The homology map induced by an acyclic chain map, fk = 0, k = 1, 2, ..., (and,
moreover, by a constant simplicial map) is trivial; i.e., [fk] = 0.

Theorem 6.43. The homology map induced by the composition
• gkfk : Ck(K)→ Ck(M), k = 0, 1, ...,

of chain maps
• fk : Ck(K)→ Ck(L), k = 0, 1, ..., and
• gk : Ck(L)→ Ck(M), k = 0, 1, ...,

(and, moreover, by the composition of simplicial maps f, g) is the composition of the homology
maps induced by these chain maps:

[gkfk] = [gk][fk],

and, moreover:
[(gf)k] = [gk][fk].

Exercise 6.44. Prove these theorems.

6.7 Realizations

We already know that an abstract simplicial complex K can be realized as a topological space.
The way to construct it is by treating the list of vertices and simplices of K as a blueprint of a
geometric complex |K| ⊂ RN . It is built from the geometric n-simplices (corresponding to the
simplices of K), i.e., the convex hulls of n+ 1 points

A0A1...An = conv{A0, A1, ..., An}

in general position. In the simplex, every point x is represented as a convex combination of the
vertices:

x =
∑

i

siAi,

with the barycentric coordinates of x serving as coefficients.

Now we want to learn how to realize simplicial maps – as continuous functions!

Of course, we want f : K → L to be realized as |f | : |K| → |L|.
The 1-dimensional case is the case of graphs. Let’s review what we know about realizations of
maps of graphs. Suppose two complexes are realized in R and suppose we are provided with only
the values of the vertices of the simplicial map:
• f(A) = X, f(B) = Y, f(C) = Y, f(D) = Z, f(E) = Y .

Consequently, we have
• |f |(A) = X, |f |(B) = Y, |f |(C) = Y, |f |(D) = Z, |f |(E) = Y .

These points are plotted in orange below:
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We reconstruct the rest of the map by connecting these points by straight segments. The formulas
are familiar, such as this:

|f |(tA+ (1− t)B) = tX + (1− t)Y, t ∈ [0, 1].

The idea becomes clear: we use the barycentric coordinates of each point in a simplex as the
barycentric coordinates of the image of that point.

It is similar in dimension 2:

In particular, we can see:

|f |
(

1
2A+ 1

2B
)

= 1
2X + 1

2Y,

|f |
(

1
3A+ 1

3B + 1
3C

)
= 1

3X + 1
3Y + 1

3Z.

Exercise 6.45. Show that this approach to realizing simplicial maps by linearity doesn’t work
for cubical complexes because the cubical analog of the barycentric coordinates doesn’t provide a
unique representation of a point in the square. Hint: the 4 vertices of a square can’t be in general
position.

Collapses are realized the same way – linearly – for simplicial complexes:

In particular, consider:

|f |
(

1
3A+ 1

3B + 1
3C

)
= 1

3X + 1
3Y + 1

3Y = 1
3X + 2

3Y.

Exercise 6.46. Plot the images of the green points and the blue point.

This approach won’t work for cubical complexes. As an example, a function g : [0, 1] × [0, 1] →
[0, 1] with

g(0, 0) = g(1, 1) = 0, g(1, 0) = g(0, 1) = 1,

can’t be linear.

Exercise 6.47. Prove it.
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Now the general case.

We start with a single simplex. Given a simplicial map between two (abstract) simplices

f : σ → τ,

here’s how we define a map that will serve as its realization

|f | : |σ| → |τ |.

Suppose the dimensions are n and m ≤ n respectively and

σ = A0...An, τ = B0...Bm.

Suppose A0, ..., An ∈ RN and B0, ..., Bm ∈ RN also denote the vertices in the realizations of
these simplices |σ| and |τ |. Now suppose a point x ∈ |σ| is given by its barycentric coordinates:

x =
∑

i

siAi.

The coefficients are unique. The map f is already realized on vertices:

|f |(Ai) = Bji , i = 0, ...., n.

Definition 6.48. Given complexes K and L and a simplicial map f : K → L, we have a map

g = |f | : |K| → |L|

constructed on vertices, as described above. Then a geometric realization of a simplicial maps f
is an piece-wise extension defined by

|f |(x) :=
∑

i

si|f |(Ai).

Some of the terms |f |(Ai) here may be equal but this is still a convex hull combination of B0...Bm.
We don’t claim then (unless σ is cloned) that the coefficients si are the barycentric coordinates
of |f |(x) in |τ |, but rather in a face of |τ |.
Exercise 6.49. Prove that |f |(x) ∈ |τ |.
The new map is linear on each simplex as

|f |(x) = |f |
(∑

i

siAi

)
=

∑

i

si|f |(Ai).

Exercise 6.50. Describe how this map can be constructed skeleton by skeleton.

Theorem 6.51. A realization of a simplicial map is well-defined and continuous.

Exercise 6.52. Prove the theorem. Hint: show that if two simplices share a face, the two
formulas for the function restricted to this face match.

In the first example above, the 2-simplex is cloned and in the second, it is collapsed. The data
structure of abstract simplicial complexes and maps and the geometry of their realizations match,
as follows:

Proposition 6.53. Under a simplicial map f : K → L, a simplex s ∈ K is cloned if and only if
its realization |s| is mapped homeomorphically under a realization |f | of f .
The topological issues, as opposed to the geometrical issues, of the realizations of simplicial maps
will be discussed later under cell maps.
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6.8 Social choice: no compromise

Let’s recall the problem of social choice for two hikers.

We need to develop a procedure for finding a fair compromise on the location of the camp on the
shore of a lake:

Social choice problem: is there a map

f : S1 × S1 → S1

that satisfies these two conditions:
• 1. f(x, y) = f(y, x), and
• 2. f(x, x) = x?

We already know that some obvious solutions fail.

We recognize the product of two circles S1 × S1 as simply the torus and its diagonal as just
another circle:

For now, we will limit ourselves to the simplicial case:
• the circle is triangulated;
• the torus is triangulated;
• its diagonal ∆ of the torus is triangulated identically to the circle;
• the diagonal map δ : S1 → ∆ given by δ(x) = (x, x) is the identity simplicial map;
• the choice function is a simplicial map.

Let’s translate this topological problem into an algebraic one via homology.

We know that f , if it exists, induces a homomorphism

[f1] : H1(S
1)→ H1(S

1)

on the homology groups:

H1(S
1) = Z, H1(S

1 × S1) = Z⊕ Z.

The problem then becomes: is there a homomorphism

g : Z⊕ Z→ Z,
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whether it comes from some simplicial map f or not, that satisfies
• 1. g(x, y) = g(y, x), and
• 2. g(x, x) = x?

Exercise 6.54. Show that these two conditions indeed follow from the two conditions above.

Exercise 6.55. Restate and solve the problem for the case of real coefficients.

Let’s restate these two problems in terms of commutative diagrams.

Now the problem becomes, is it possible to complete this commutative diagram of simplicial
complexes and simplicial maps, with some f?

S1 δ−−−−→S1 × S1

Id ց
yf=?

S1

The diagonal arrow is the identity according to the second condition. Applying homology to the
above diagram yields a commutative diagram of groups and homomorphisms:

Z
δ∗=[1,1]T−−−−−−−−−−→ Z⊕ Z

Id ց
yg=?

Z

The problem becomes, is it possible to complete this diagram, with some g?

Now we use the fact that g has to be symmetric. Let’s choose a specific generator of the 1st
homology group:

H1(S
1) = Z =< 1 >

and identify its value under g:
c := g(1, 0) ∈ H1(S

1) = Z.

Then
1 = Id(1) = g[δ1](1) = g(1, 1) = g(1, 0) + g(0, 1) = 2g(1, 0) = 2c.

A contradiction!

We have proven that there is no fair compromise for our social choice problem.

Exercise 6.56. Compare the outcome to that for homology over R. What about Z2?

The mathematical version of the problem and the two conditions are illustrated below:
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Exercise 6.57. State and solve homologically the problem of m hikers and the forest of n convex
path-components.

Exercise 6.58. What if the two hikers are also to choose the time of the day to leave? Describe
and analyze the new set of possible choices. What if they are also to choose the way to hang
their hammock in the camp?

Exercise 6.59. Suppose another pair of hikers has stopped in the middle of the forest and has
to decide on the direction to follow. Discuss.

It is a common sense observation that excluding some options might make compromise impossible.
Furthermore, a compromise-producing rule might also become impossible. We will see broader
results later.

The fact that the analysis is limited to simplicial maps seems very unfortunate. Of course we
should be able to freely choose the values for f from the continuum of locations on the shore of
the lake! Later, we will extend the homology theory to topological spaces and maps.

7 Parametric complexes

7.1 Topology under uncertainty

So far, homology has been used to describe the topology of abstract objects. As a result, all
homology classes receive equal attention. Meanwhile, converting such real-life data as digital
images into simplicial or cubical complexes requires extra steps that may lead to uncertainty and
a loss of information.

Above, we see how subtle variations of gray may wind up discarded during such a procedure. In
addition, the topology of digital images and other data may be “corrupted” by noise:

The so-called “salt-and-pepper” noise is normally dealt with by removing the path-components
that are smaller than, say, a couple of pixels. The implicit assumption for this to work is that
pixels are really small... And yet, misplacing just one could dramatically change the topology of
the image:
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The example shows that adding the red pixel merges two components while adding the green one
creates a hole.

We will learn how to rank homology classes according to their relative importance, called persis-
tence, and then attempt to discard some of them as noise.

Since it’s not known beforehand what is or is not noise in the dataset, we need to capture all
homology classes including those that may be deemed noise later. We will introduce an algebraic
structure that contains, without duplication, all these classes. Each of them is associated with
its persistence and can be removed when the threshold for acceptable noise is set.

Let’s consider the two basic real-life sources of datasets.

Example 7.1 (gray scale images). A gray scale image is a real-valued function f : R → R+

defined on a rectangle Q. Then, given a threshold r, its lower level set f−1((−∞, r)) can be
thought of as a binary image on Q. Each black pixel of this image is treated as a square cell in
the plane. This process is called thresholding, which is also applicable to the n-dimensional case.
Naturally, these 2-dimensional cells are combined with their edges (1-cells) and vertices (0-cells).
The result is a cubical complex K for each r.

�

Example 7.2 (point clouds). A point cloud is a finite set S in some Euclidean space of
dimension d. Given a threshold r, we deem any two points that lie within r from each other to
be “close”. In that case, this pair of points is connected by an edge. Further, if three points are
“close” to each other – in the sense that the diameter of this triangle is less than r – we add
a face spanned by these points. If there are four, we add a tetrahedron, and, finally, any d + 1
“close” points create a d-cell. The process is called the Vietoris-Rips construction. The result is
a simplicial complex K for each r.

�

Next, we would like to quantify the topology of what’s behind this data – with homology groups.
Instead of using a single threshold and studying a single cell complex, one considers all thresh-
olds and the corresponding complexes. Since increasing threshold r enlarges the corresponding
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complex, we have a sequence of complexes:

K1 →֒ K2 →֒ K3 →֒ ... →֒ Ks,

with the arrows representing the inclusions:

in : Kn →֒ Kn+1.

This sequence denoted by

{Kn} = {Kn, in : n = 1, 2, 3, ..., s− 1}

is called a filtration.

Next, each of the inclusions generates its homology map:

in∗ : H(Kn)→ H(Kn+1).

As a result, we have a sequence of homology groups linked by these homomorphisms:

H(K1)→ H(K2)→ ... → H(Ks)→ 0,

with 0 added for convenience. These homomorphisms record how the homology changes (or
doesn’t) as this “parametric” space grows at each step. For example, a component appears,
grows, and then merges with another one; or a hole forms, shrinks, and then is filled. In either
case, we think of these are the same homology class and we refer to these events as its birth and
death.

In order to evaluate the relative importance of an element of one of these groups, the persistence
of a homology class is defined as the number of steps in the homology sequence it takes for the
class to end at 0. In other words,

persistence = death− birth.

Indirectly, this number reflects the robustness of the homology class with respect to the changing
parameter.

Exercise 7.3. Describe the homology of the filtrations in the above examples.

7.2 Persistence of homology classes

While constructing a simplicial complex from a point cloud, we gradually add cells of various
dimensions in hope of being able to discover the topology of the object. For example, what
comes out of a point cloud of a circle might look like this:

But how do we know which one of these complexes is the “true” representation of the circle
without actually looking at it? In fact, how would a computer see a circle behind this data?

A simpler question is, how can we tell which cycle in which of these complexes captures the hole
of the circle, without us looking at it to confirm?
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To try to answer this question, we look at the whole sequence and how it develops. The idea is
to measure and compare the “life-spans” of these cycles.

Example 7.4 (homology of filtration). Let’s take a simpler example and provide complete
computations:

The top row is the sequence of the complexes of the filtration, which looks like a sequence of
frames in a movie. In each of these “frames”, the new cells are marked in red. In the bottom
row, the new cycles are given in various colors:
• The brown 0-cycle appears in the 1st frame and dies in the 2nd.
• The blue 0-cycle appears in the 3rd frame and dies in the 5th.
• The green 1-cycle appears in the 3rd frame and dies in the 4th.
• The orange 1-cycle appears in the 4th frame and dies in the 6th.

The importance of a homology class is then evaluated by the length of its life-span: how long it
takes for the class to disappear as it is mapped to the next frame. Algebraically, the persistence
is equal to how many applications of these homology maps it takes for the homology class to
become 0.

The values are given below.
• The brown 0-class appears in the 1st frame and dies in the 2nd: persistence 1.
• The blue 0-class appears in the 3rd frame and dies in the 5th: persistence 2.
• The green 1-class appears in the 3rd frame and dies in the 4th: persistence 1.
• The orange 1-class appears in the 4th frame and dies in the 6th: persistence 2.

Now, in order to settle on a particular topology, we choose a threshold for persistence. If the
choice is 1, we keep all these cycles: two 0-cycles and two 1-cycles. If, however, the choice is 2,
there is only one of each. Which of the two is the “correct” one remains a judgement call.

Instead of looking at one class at a time, we list the homology groups (over R) and the homology
maps of the whole filtration:

Hn(K
1)

i1∗−−→ Hn(K
2)

i2∗−−→ Hn(K
3)

i3∗−−→ Hn(K
4)

i4∗−−→ Hn(K
5) −→ 0

n = 0 : R⊕R
[1,1]−−−−→ R

[1,0]T−−−−−→ R⊕R
Id−−→ R⊕R

[1,1]−−−−→ R
0−−→ 0

n = 1 : 0
0−−→ 0

0−−→ R
[0,1]T−−−−−→ R

Id−−→ R
0−−→ 0 �

Exercise 7.5. Find the compositions of the homology maps of the inclusions and compare them
to the values of the persistence.

Exercise 7.6. Find the homology maps of the inclusions of this filtration:
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Hint:

dim = 0 : R⊕R → R → R⊕R → R⊕R → R → 0
dim = 1 : 0 → ? → ? → ? → ? → 0

Example 7.7 (blurring). Let’s analyze this image of a blurred disk:

We use all 255 levels of gray as thresholds. Then each of the complexes is a disk and the homology
groups of the filtration are very simple:

dim = 0 : R → R → R → ... → R → 0.

Moreover, the inclusions generate the identity maps on homology: in∗ = Id. So, if we assume that
the center of the circle is pure black (value 0) and the outside is pure white (value 255), then the
persistence of the smallest circle is 255. �

Exercise 7.8. A car or a motorcycle? Use thresholding to create a filtration, find its homology
groups and the persistence of all homology classes for each of these images of headlights:

Let’s consider, in contrast, how filtrations and persistence appears in the case of binary images.

Suppose a binary picture of a real-life object is taken with a higher and higher resolution. The
result is a sequence of cubical complexes. At step n, one assigns a given pixel to the com-
plex whenever the image of the object crosses it. As a result we have a decreasing sequence of
complexes:

Ks ⊃ Ks−1 ⊃ ... ⊃ K1.

It is natural to think that each topological feature in the space being discretized is represented in
at least one of the elements of the filtration (frame). The example below shows that the converse
isn’t always true.

Example 7.9 (artifacts). Here we discretize an ideal triangle (left) via grids with smaller and
smaller squares:
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In each case, the resulting binary image has the same problem: there is an extra, one-pixel hole
that’s not present in the original!

Or is it? The last image on the right shows the left bottom corner of the original zoomed in,
and a disconnected pixel (hole) is visible. One can reproduce this effect with MS Paint or other
similar software.

Thus, improving the resolution won’t eliminate the spurious hole.

Now, these four images – going from right to left – form a filtration:

H1(K
1)

i1∗−−−−−→ H1(K
2)

i2∗−−−−−→ H1(K
3)

i3∗−−−−−→ H1(K
4)−−−→ 0

n = 1 : R⊕R
Id⊕0−−−−−−−→ R⊕R

Id⊕0−−−−−−−→ R⊕R
Id⊕0−−−−−−−→ R

0−−−−→ 0

As the homology groups are identical, the extra hole might appear – incorrectly – persistent.
Examining the homology maps reveals that, at every step, the homology class of the spurious
hole goes to zero under the homology map of the inclusion. Therefore, the persistence of each of
these holes is equal to the lowest possible value of 1! �

Exercise 7.10. What geometric figure on the plane will always have, under this kind of dis-
cretization, an extra component – no matter how much the resolution is improved?

Now, the algebra behind the idea of persistence of a homology class of the ith complex Ki – as a
part of the filtration – becomes clear. The non-persistent ones go to 0. Then, together, they form
the kernel of the homology map of the inclusion. The persistent ones are “what’s left”. Initially,
we can think of this part as the orthogonal complement of the kernel. So,
• the 0-persistent homology group H0

n(K
i) of complex Ki is simply its homology group;

• the 1-persistent homology group H1
n(K

i) is the orthogonal complement of the kernel of the
homology map of the inclusion of the complex into the next one;
• the 2-persistent homology group H2

n(K
i) is the orthogonal complement of the kernel of the

homology map of the composition of the two inclusions;
• etc.

To be sure, the orthogonal complement can be understood as a quotient.

Definition 7.11. The p-persistent homology group of the ith element Ki of filtration {Kn} is
defined to be

Hp(Ki) := H(Ki)/ ker ii,i+p∗ ,

where ii,i+p : Ki → Ki+p is the inclusion.

Exercise 7.12. Compute the persistent homology groups of each of the filtrations depicted in
the subsection.

Can we combine these groups Hp
n(K

1), Hp
n(K

2), ..., Hp
n(K

s) into one?

7.3 The homology of a gray scale image

Putting the persistence issue aside for now, we will try to understand the meaning of the homology
of a gray scale image, taken “as is”.

For a complete analysis, let’s take this simple image on the left:
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We assume that only these four colors – white, light gray, dark gray, and black – are in play.

First the image is thresholded. The lower level sets of the gray scale function of the image form
a filtration: a sequence of three binary images, i.e., cubical complexes:

K1 →֒ K2 →֒ K3,

with the arrows representing the inclusions i1, i2. Here, white means empty. For completeness
sake, one can add a fully white image in the beginning and fully black in the end of the sequence.

We go clockwise starting at the upper left corner and use the following notation, for i = 1, 2, 3:
• Ai, Bi, Ci are the 0-homology classes that represent the components of Ki; and
• ai, bi, ci are the 1-homology classes that represent the holes.

The homology classes of these images also form sequences – one for either dimension 0 and 1.

Then i1∗, i
2
∗ are the two homology maps of the inclusions while i3∗ = 0 is included for convenience.

These homomorphisms map the generators, as follows:

i1∗ i2∗ i3∗
A1 7→ A2 7→ A3 7→ 0
B1 7→ B2 7→ B3 7→ 0

C3 7→ 0
a1 7→ a2 7→ a3 7→ 0
b1 7→ 0

c3 7→ 0

In order to avoid double counting, we need to count only the homology generators that don’t
reappear in the next homology group. We adopt the opposite but a more algebraically convenient
approach: capture the homology classes taken to 0 by these homomorphisms.

Finally, this is the simplest way to combine these classes:

H0({Ki}) =< A3, B3, C3 >,
H1({Ki}) =< b1, a3, c3 > .

These groups would serve as the homology group of the original, gray-scale image. The data
shows that image has three components and three holes, as expected.

These classes generate the kernels of i1∗, i
2
∗, i

3
∗. Then, the 0th and 1st homology groups of the

frames of the gray scale image,

R2 → R2 → R3 → 0,
R2 → R1 → R2 → 0,

produce its homology groups:

H0({Ki}) = ker[i10]⊕ ker[i20]⊕ ker[i30] = 0⊕ 0⊕R3 = R3,
H1({Ki}) = ker[i11]⊕ ker[i21]⊕ ker[i31] = R⊕ 0⊕R2 = R3.
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Our conclusion is: the homology group of a gray scale image is the direct sum of the kernels of
the homology maps of the inclusions of its frames.

Exercise 7.13. Compute the homology group of (a) the negative and (b) the blurred version of
the above image:

This approach is simple but it has a drawback. Consider this sequence of homology classes

a1 7→ a2 7→ a3 7→ 0.

They are meant to represent the same feature of the original image, but the one that we chose to
use in the homology of the image defined above is the last one, a3. But this class represents the
least prominent feature of the three! This issue becomes more obvious if we consider a blurred
version of the image with all 256 levels of gray present. Then we have a filtration of 256 complexes
and a sequence of 256 homology classes:

a1 7→ a2 7→ ... 7→ a255 7→ a256 7→ 0.

The last non-zero element is to appear in H({Ki}) and its contrast is just 1. Such a contrast is
simply invisible to the human eye. The best choice to capture the hole would be the class with
the highest contrast, i.e., a1.

What’s behind the contrast is the life-span: the shortest for a256 and the longest for a1. Following
this analogy, instead of capturing the classes about to die, this time we concentrate on the ones
that are just born. Then we have the same homology groups but with better generators:

H({Ki}) =< A1, B1, C2, a1, b1, c3 > .

While the idea of “death” is straightforward (the class goes to 0), that of “birth” isn’t. Certainly
we need to exclude ones that are already alive, i.e., the ones present in the last complex. Those
form the image of i1∗! One can think of those left as the orthogonal complement in the linear
algebra environment, (Im in∗ )

⊥, or we can exclude the image via quotient: H(Kn)/ Im in∗ .

Special kinds of quotients like these appear in group theory. For a given homomorphism f : G→
H of abelian groups, define the cokernel of f by

coker f = H/ Im f.

Proposition 7.14. The following are exact sequences, with inclusions and projections unmarked:

0→ Im f → H → coker f → 0,

and

0→ ker f → G
f−−−−→ H → coker f → 0.

Exercise 7.15. Prove the proposition.

As before, homology generates a system of groups and homomorphisms:

0
i0∗−−−−−→H(K1)

i1∗−−−−−→H(K2)
i2∗−−−−−→ ...

is−1
∗−−−−−−→H(Ks),

but this time we add 0 in the beginning, for convenience, with i0∗ = 0.
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Thus, the alternative approach is: the k-homology group of the filtration {Kn} is the product of
the cokernels of the inclusions:

H({Kn}) := coker i0∗ ⊕ coker i1∗ ⊕ ...⊕ coker is−1
∗ .

Exercise 7.16. Prove that the two definitions produce isomorphic vector spaces for homology
over R.

7.4 Homology groups of filtrations

We have learned how to capture homology classes of a gray-scale image – represented by a
filtration – without double counting. We now apply this approach to an arbitrary filtration:

K1 →֒ K2 →֒ K3 →֒ ... →֒ Ks.

denoted by {Kn}. Here K1,K2, ...,Ks are simplicial or cubical complexes and the arrows rep-
resent the inclusions in : Kn →֒ Kn+1. Next, homology generates a direct system of groups and
homomorphisms:

H(K1)→ H(K2)→ ...→ H(Ks)→ 0.

We denote this direct system by

{H(Kn)} = {H(Kn), in∗ : n = 1, 2, ..., s}.

The zero is added in the end for convenience.

Our goal is to define a single structure that captures all homology classes in the whole filtration
without double counting. We choose to concentrate on the kernels of the homology maps of the
inclusions. The rationale is that if x ∈ H(Kn), y ∈ H(Kn+1), y = in∗ (x), and there is no other
x satisfying this condition, then x and y may be thought of as representing the same homology
class of the geometric figure behind the filtration.

Definition 7.17. The homology group of filtration {Kn} is defined as the direct sum of the
kernels of the inclusions:

H({Kn}) := ker i1∗ ⊕ ker i2∗ ⊕ ...⊕ ker is∗.

Here, from each group, we take only the elements that are about to die. Since each dies only
once, there is no double-counting. Since everyone will die eventually, every homology class is
accounted for. Therefore, each appears once and only once.

Example 7.18. Let’s consider this filtration:

Following the definition, its homology group is

ker i1∗ ⊕ ker i2∗ ⊕ ker i3∗ ⊕ ker i4∗ ⊕ ker i5∗ ⊕ ker i6∗
H0 = R ⊕ 0 ⊕ 0 ⊕ R ⊕ 0 ⊕ R
H1 = 0 ⊕ 0 ⊕ R ⊕ 0 ⊕ R ⊕ 0 �
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Exercise 7.19. Compute the homology groups for the filtrations from the previous subsections,
produced by: (a) the Vietoris-Rips construction of the circle, and (b) the increasing resolution of
the triangle.

Let’s state a few simple facts about this group.

Proposition 7.20. If in∗ is an isomorphism for each n = 1, 2, ..., s− 1, then

H({Kn}) = H(K1).

Proposition 7.21. If in∗ is a monomorphism for each n = 1, 2, ..., s− 1, then

H({Kn}) = H(Ks).

Proposition 7.22. Suppose {Kn, in} and {Ln, jn} are filtrations. Then,

H({Kn ⊔ Ln}) = H({Kn})⊕H({Ln}).

Exercise 7.23. Prove these propositions.

Exercise 7.24. Illustrate the propositions with examples of (a) thresholding of gray scale images,
and (b) the Vietoris-Rips construction for point clouds.

Note: Any direct system of complexes – not just a filtration – will generate a direct system of
groups. The above definition of the homology group will still make sense.

7.5 Maps of filtrations

What about maps? Suppose

{Kn, in : n = 1, 2, ..., s} and {Ln, jn : n = 1, 2, ..., s}

are filtrations of complexes, with the same number of elements. Suppose also we have a sequence
of simplicial (or cubical) maps

fn : Kn → Ln, n = 1, 2, ..., s.

Since each Kn is a subset of Ks, each fn is simply the restriction of fs to Kn:

fn = fs
∣∣∣
Kn

.

They are well-defined as long as
fs(Kn) ⊂ Ln.

Then such a sequence is called a filtration map. We denote this map by

{fn} : {Kn} → {Ln}.

Example 7.25. What kind of function between two gray scale images generates a filtration
map? Let’s consider an arbitrary function f : Q → S from the rectangle Q of the first image to
the rectangle S of the second. Is this a filtration map? We know that

Kn = p−1(rn,∞), Ln = q−1(sn,∞),

where p : Q → R, q : S → R are the gray scale functions of the two images and rn, sn ∈ R are
some thresholds. Then the condition f(Kn) ⊂ Ln means that qf(p−1(rn)) ≥ sn.
If we are dealing with actual digital images, the thresholds for both are the same: rn = sn = n =
0, 1, ..., 256. In that case, the last condition means that f must make pixels darker:
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�

Exercise 7.26. What kind of function between two point clouds generates a filtration map under
the Vietoris-Rips construction?

Alternatively and equivalently, we require that these maps fn : Kn → Ln commute with the
inclusions:

jnfn = fn+1in, n = 1, 2, ..., s− 1.

In other words, the diagram is commutative:

... → Kn in−−−−−→ Kn+1 → ...

...

yfn

yfn+1 ...

... → Ln
jn−−−−−→ Ln+1 → ...

The advantage of this definition is that it applies to any direct system of spaces. In addition, we
have another commutative diagram:

... → H(Kn)
in∗−−−−−→H(Kn+1) → ...

...

yfn

∗

yfn+1
∗ ...

... → H(Ln)
jn∗−−−−−→ H(Ln+1) → ...

We are now in a familiar position; we can enhance our understanding of this new concept by
taking a broader, category theory view.

Exercise 7.27. Prove that filtrations form a category with filtration maps as morphisms.

Exercise 7.28. Prove that homology is a functor from the category of filtrations to the abelian
groups.

Exercise 7.29. Define the homology map {fn}∗ : H({Kn}) → H({Ln}) of a filtration map
{fn} : {Kn} → {Ln}. Compute the homology map of the filtration map in the last example.

Next, we will further develop our new construction to allow us to “purify” the homology classes
of low importance out of the homology groups.

7.6 The “sharp” homology classes of a gray scale image

In analysis of digital images, one may need to measure the importance of topological features in
terms of their contrast and discard those with low contrast as irrelevant details or simply noise:



260 CHAPTER III. COMPLEXES

The images below show how the number of objects detected declines as the contrast threshold
increases: 0, 30, 50, 70, 125:

Let’s apply this simple idea to the homology of gray scale images of any dimension.

Let’s take a look at the image of the rings again:

One may observe that the contrast of some of the features in the original image is lower than
others. These are, in comparison to the surrounding area:
• the third ring,
• the hole in the second ring, and
• the hole in the third ring.

It is conceivable that we would classify these less prominent features as minor and choose to
ignore them.

It is understood that the “contrast” of an object is the difference between the highest gray level
adjacent to the object and the lowest gray level within the object. It is equal to the length of
the object’s life-span, i.e., the persistence, and as such it is fully applicable to homology classes
of all dimensions.

We use the algebra of homology classes again:

i1∗ i2∗ i3∗
A1 7→ A2 7→ A3 7→ 0
B1 7→ B2 7→ B3 7→ 0

C3 −→ 0
a1 7→ a2 7→ a3 7→ 0
b1 7→ 0

c3 7→ 0

Then we find the contrast as the lengths of the life-spans of these homology classes, P (x):

P (A1) = 3, P (A2) = 2, P (A3) = 1,
P (B1) = 3, P (B2) = 2, P (B3) = 1,

P (C2) = 2, P (C3) = 1,
P (a1) = 3, P (a2) = 2, P (a3) = 1,
P (b1) = 1,

P (c3) = 1.

We define more inclusions:
im,n := inin−1...im : Km →֒ Kn,
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for m ≤ n, in order to measure these life-spans.

Let’s suppose that we are only interested in features with contrast of at least 3 and consider
the rest noise. It is easy to see the homology classes with persistence of 3 or higher among the
generators:

A1, B1, a1.

Unfortunately, because the persistence can decrease under algebraic operations, the elements of
high persistence do not, in general, form a subgroup of the respective homology group of the
filtration. This is why we should, first, consider the classes with low persistence, i.e., the noise.
In particular, the classes in H(K1) of persistence 2 or lower do form a group. It is, in fact, the
kernel of i2,3∗ :

0 = ker i1,3∗ , < A2, B2, C2 > = ker i2,3∗ , < A3, B3, C3 > = ker i3,3∗ ,

< b1 > = ker i1,3∗ , < a2 > = ker i2,3∗ , < a3, c3 > = ker i3,3∗ .

We now “remove” this noise from the homology groups of the filtration by taking their quotients
modulo these kernels:

< A1, B1 > /0 =< A1, B1 >,
< A2, B2, C2 > / < A2, B2, C2 > = 0,
< A3, B3, C3 > / < A3, B3, C3 > = 0,
< a1, b1 > / < b1 > =< a1 >,
< a2 > / < a2 > = 0,
< a3, c3 > / < a3, c3 > = 0.

The end result is the 3-persistent homology groups of the image:

H3
0 ({Ki}) =< A1, B1 > /0 =< A1, B1 >,

H3
1 ({Ki}) =< a1, b1 > / < b1 > =< a1 > .

Observe that the output is identical to the homology of a single complex, i.e., a binary image,
with two components and one hole:

We have replaced the original with its “flattened” version. This step is illustrated below for the
blurred circle:

Exercise 7.30. Similarly interpret “sharpening” as seen in image enhancement applications.

Let’s confirm that the persistent homology group of a gray-scale image represents only its topol-
ogy. First, the obvious:
• if we shrunk or stretched one of these rings, its persistence and, therefore, its place in the

homology group wouldn’t change.
But there is more:
• the holes in the second and third rings have the same persistence (the contrast) and, there-

fore, occupy the same position in the homology group regardless of their birth dates (the gray
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level);
Therefore, these persistence homology groups are independent of any measurements.

In contrast, in the Vietoris-Rips construction, the persistence, i.e., the number death − birth,
of a homology class does contain information about the size of the cycle representing this class.
We saw an example with a set of points arranged in a circle that produced a 1-cycle with twice
as large birth, death, and persistence than the same set shrunk by a factor of 2. One can then
define the persistence via division instead, as death/birth, in order to have the desired property
of scale independence. The same result can be achieved by an appropriate reparametrization of
the filtration.

Exercise 7.31. Compute the p-persistent homology groups of (a) the blurred version and (b)
the negative of the image of rings, for various values of p.

Exercise 7.32. Show that the p-persistence homology groups remain unchanged when the image
is “degraded” by randomly changing the gray levels of the pixels as long as each change is less
than p.

7.7 Persistent homology groups of filtrations

In the general context of filtrations, the measure of importance of a homology class is its persis-
tence which is the length of its life-span within the direct system of homology of the filtration:

H(K1)
i1∗−−−−−→H(K2)

i2∗−−−−−→ ...
is−1
∗−−−−−−→H(Ks)

0−−−−→ 0.

Definition 7.33. We say that the persistence P (x) of x ∈ H(Kn), n = 1, 2, ..., is equal to p if
• in,n+p∗ (x) = 0, and
• in,n+p−1

∗ (x) 6= 0.

Our interest is in the “robust” homology classes, i.e., the ones with high persistence. However,
the set of all of these classes is not a group as it doesn’t even contain 0. That is why we will deal
with the “noise” first.

Definition 7.34. Given a positive integer p, the p-nonpersistent homology group H̊p({Kn}) of
filtration {Kn} is the group of all elements of H({Kn}) with persistence less than p.

This means that for every x ∈ H(Kn), n = 1, 2, ..., we have:

x ∈ H̊p({Kn})⇐⇒ in,n+p−1
∗ (x) = 0.

Next, we remove the noise from the homology group. Just as in the noiseless case we started
with, we define a single structure to capture all (robust) homology classes.

Definition 7.35. The p-persistent homology group of {Kn} is defined as

Hp({Kn}) := H({Kn})/H̊p({Kn}).

The meaning of this definition is that, if the difference between two homology classes is deemed
noise, they ought to be equivalent.

Exercise 7.36. Show that we can never end up with the “Cheshire cat of topology” by removing
a component as noise but keeping a hole in it:
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We next explore how this definition applies to each complex of the filtration. Suppose a positive
integer p is given. For each complex Kn, we can think of its p-nonpersistent homology group
H̊p(Kn) as the group of all elements of H(Kn) with persistence less than p:

H̊p(Kn) := ker in,n+p−1
∗ .

Suppose
x ∈ H̊p(Kn) ⊂ H(Kn).

Let y := in,n+1
∗ (x) ∈ H(Kn+1). What is its persistence? Let’s compute:

in+1,n+1+p
∗ (y) = in+1,n+1+p

∗

(
in,n+1
∗ (x)

)

= in,n+1+p
∗ (x) = in+p,n+p+1

∗

(
in,n+p∗ (x)

)

= in+p,n+p+1
∗ (0) = 0.

Hence y ∈ ker in+1,n+1+p
∗ = H̊p(Kn+1). We have proved that the homomorphism

in,n+1
∗ : H̊p(Kn)→ H̊p(Kn+1),

as the restriction of the homology map of the inclusion, is well-defined.

Therefore, we have a new direct system:

H̊(K1)
i1∗−−−−−→ H̊(K2)

i2∗−−−−−→ ...
is−1
∗−−−−−−→ H̊(Ks)

0−−−−→ 0.

Exercise 7.37. Prove these identities:

H̊p({Kn}) = H̊p(K1) ⊕ ... ⊕ H̊p(Ks),

Hp({Kn}) =
(
H(K1)/H̊p(K1)

)
⊕ ... ⊕

(
H(K1)/H̊p(Ks)

)
.

Exercise 7.38. State and prove the properties of Hp({Kn}) analogous to the ones of H({Kn}).
Example 7.39. We consider next an example of computing the persistent homology of a point
cloud with homology software called JPlex. Here, noise has been added to a point cloud of the
plane in space:
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Let’s see if we can recover the topology of the underlying data.

A filtration is built via the Vietoris-Rips construction, then JPlex provides us with the life-spans
of the cycles:

The data shows the following:
• There is a 0-cycle with a much longer life-span than others. So, the set is probably path-

connected.
• There is no single 1-cycle with significantly longer life-span. So the set is probably simply

connected.

In addition to these global topological characteristics of the complex, homology theory can also
provide local information. For every small patch P of K, we can define and compute the “local”
homology by, essentially, collapsing the complement of P to a single point. Then, if K is a
manifold, its dimension is equal to n provided this homology is non-trivial only in dimension n.

These are the life-spans of these cycles of our filtration:

This is what we see:
• In dimension 0, one cycle persists longer that other 0-cycles.
• In dimension 1, no single cycle has a particularly long life-span compared to other 1-cycles.
• In dimension 2, one cycle has a significant life-span.

Following this data, we determine the dimension of our data set. We discard the low persistence
homology classes, and what’s left gives us the persistent Betti numbers as the dimensions of the
persistent homology groups:

β0 = 1, β1 = 0, β2 = 0, ...

Therefore, the dataset has a single component and no other topological features. Next, the local
Betti numbers are:

β0 = 1, β1 = 0, β2 = 1, β3 = 0, ...

The result confirms that the data set is two-dimensional, i.e., a surface. �
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7.8 More examples of parametric spaces

We have seen three main instances of parametric complexes in this section:
• the Vietoris-Rips construction for a point cloud,
• the thresholding method for a gray scale image, and
• the increasing resolution method for a binary image. Gray scale images are an especially

convenient target for demonstrating the power of persistence as a way to handle uncertainty. In
terms of complexity, they lie between binary and color images.

There is no uncertainty in binary images similar to the one associated with the presence of gray
levels as each pixel is either black or white. Yet, we have already seen that switching the value of
a single pixel could dramatically change the topology of the image. When this happens, we can
say that the topological features that have appeared or disappeared aren’t robust. Another way
to create filtrations comes from the co-called “morphological operations”:
• dilation makes black each pixel adjacent to black, while
• erosion makes white each pixel adjacent to white.

Thus, dilation and erosion expand and shrink objects in a binary image, respectively. Then
the robustness of the topological features of the image can be measured in terms of how many
dilations and erosions it takes to make it disappear. It is clear that repeating dilations will produce
a filtration while erosion produces a reversed filtration. Therefore, the robustness described above
is just another example of persistence!

These are the types of questions we would answer:
• how many erosions does it take to split a component into two or more or make it disappear?
• how many dilations does it take to create a hole in a component or merge two components?
• etc.

These are some typical observations:
• a component separated from others will have higher persistence under dilation that one with

close neighbors; or
• a round component will have higher persistence under erosion than an elongated one.

Exercise 7.40. Make the above statements precise and prove them.

Exercise 7.41. Define filtrations and persistence for a continuous parameter, t ∈ [0, 1]. What
would dilation/erosion filtrations look like?

Exercise 7.42. Suppose four individuals, A,B,C,D, visited four stores: Kroger, Macy’s, JCPen-
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ney, and Walmart. Suppose they also rated the stores with numbers between 1 and 4:

K M J W
A : 1 2 3 4
B : 1 1 1 1
C : 4 4 1 1
D : 3 2 2 1

Construct a filtration of simplicial complexes based on these ratings and compute the persistence.

Exercise 7.43. Starting with a point cloud, define a filtration based on the density of its points:

7.9 Multiple parameters

The color effect in color images is produced by combining different levels of the “primary colors”:
red, green, and blue (RGB). Just as the gray in gray scale images, the values of each primary
color runs from 0 to 255. So, in an RGB image, every pixel is assigned 3 integers. One can think
of a color image as a 3-vector attached to each pixel, or as 3 tables of integers, or 3 gray scale
images, etc. However, what we have learned from our analysis of gray scale images is that we
should break this parametric image into binary images.

Example 7.44. To illustrate how, we present a simplified case when there are only 2 levels of
each of the three primary colors. The image is represented by an array of 8 binary images (they
are colored for convenience):

This array is a “triple filtration” with inclusions that go: from left to right, from top to bottom,
and from the lower level to the top level. Then we conclude that, without double-counting, there
is only one component in the image. This seemingly counter-intuitive conclusion is justified as
follows: yes, there are three clearly visible objects in the image, but they overlap! �

In the general case, we apply a procedure similar to thresholding described above. The “color
space” is a 255× 255× 255 array with each entry corresponding to a particular color. Here is a
strip from this space:
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Therefore, thresholding a color image will produce a 255× 255× 255 array of binary images.

Exercise 7.45. Give a precise description of this thresholding procedure.

The following property of this array is important: when the value of any of the primary color
increases, the binary image grows. As a result, the array is also equipped with inclusions connect-
ing these binary images. Together these complexes and maps form a 3-dimensional commutative
diagram and so do their homology groups and homology maps.

One layer of this filtration, as well as its homology, is shown below with all arrows representing
inclusions. Both diagrams are commutative:

K0,0 i−−−−→K1,0 i−−−−→K2,0 i−−−−→ ... H(K0,0)
i∗−−−−−→H(K1,0)

i∗−−−−−→H(K2,0)
i∗−−−−−→ ...yi

yi
yi ...

yi∗
yi∗

yi∗

K0,1 i−−−−→K1,1 i−−−−→K2,1 i−−−−→ ... H(K0,1)
i∗−−−−−→H(K1,1)

i∗−−−−−→H(K2,1)
i∗−−−−−→ ...yi

yi
yi ...

yi∗
yi∗

yi∗

K0,2 i−−−−→K1,2 i−−−−→K2,2 i−−−−→ ... H(K0,2)
i∗−−−−−→H(K1,2)

i∗−−−−−→H(K2,2)
i∗−−−−−→ ...yi

yi
yi ...

yi∗
yi∗

yi∗
.. .. .. .. .. .. ... .. .. .. .. .. ...

Exercise 7.46. Draw the rest of the diagram.

We can call this a multi-parameter filtration.

What is the homology group of such an image? As before, we look at the kernels of the homology
maps of the inclusions. We want to capture for each element of the filtration its homology classes
that are about to die (the zero group is added at the end as before). There are three inclusions
for each and we take the intersection of these three kernels in order to make sure we are including
only the homology classes that won’t reappear elsewhere. Finally, the homology group of the color
image is the direct sum of these intersections over all elements of the filtration.

Exercise 7.47. Find the homology group of this color image and the one above:

Exercise 7.48. Prove that a gray scale image analyzed as a color image will have the same
homology group as before.

Exercise 7.49. Besides color images, show how multi-parameter filtrations may come from
combinations of previous constructions: the erosion-dilation of gray scale images and the Vietoris-
Rips construction for gray scale images. Suggest your own.

It is just as easy, however, to develop a homology theory in an even more general setting. A
direct system {Kn} = {Kn : n ∈ Q} is a collection of sets indexed by a partially ordered set Q
so that if n < m then there is a function

inm : Kn → Km.

When these sets are complexes and the functions are simplicial or cubical maps, homology yields
a new direct system, one of groups and homomorphisms:

inm∗ : H(Kn)→ H(Km), n < m.
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For convenience, we add a maximal element X = 0 to this direct system. As before, the goal
is to capture all homology classes of the filtration, without repetition. We define the homology
group of the direct system {Kn} as

H({Kn}) :=
⊕

n

⋂

m>n

ker inm∗ .

The analogs of the results about the single parameter filtrations hold.

Exercise 7.50. Show that this definition generalizes the ones given in this section.

Exercise 7.51. Define persistence in the multi-parameter setting. Hint: beware of the “Cheshire
cat”!

Exercise 7.52. Compare the above construction to the following. Given a direct system of
groups and homomorphisms:

{An} = {An, jnm : An → Am| n,m ∈ Q,n < m},

the direct limit of this system is the group

lim
→
{An} :=

⊕

n

An/∼,

where
xn ∼ xm ⇐⇒ jnq(xn) = jmq(xm), for some q ∈ Q.



Chapter IV

Spaces

1 Compacta

1.1 Open covers and accumulation points

Previously, we have proved one of the two main topological theorems of elementary calculus, the
Intermediate Value Theorem: a continuous function f : [a, b]→ R attains all the values between
f(a) and f(b). It follows from this theorem that the image of a path-connected space (under a
continuous map) is a path-connected.

The second main topological theorem of Calculus 1 is:

Theorem 1.1 (Extreme Value Theorem). Continuous functions attain their extreme values
(the maximum and minimum) on closed bounded intervals. In other words, if f is continuous on
[a, b], then there are c, d in [a, b] such that

f(c) =M = max
x∈[a,b]

f(x),

f(d) = L = min
x∈[a,b]

f(x).

269
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Exercise 1.2. Generalize the theorem to the case of f : [a, b] ∪ [c, d]→ R.

Our immediate goal is to prove the theorem while developing some profound topological tools
and ideas.

In a calculus course, one is supplied with examples of how the above theorem fails if we replace
the domain interval [a, b] with other kinds of intervals: (a, b), [a, b), (a, b], [a,∞), etc. Here, on
the surface, two separate conditions about the interval are violated: these intervals are either not
closed or not bounded. We will seek a single condition on the domain of the function that would
guarantee that the theorem holds. As these counterexamples show, it must have something
to do with the convergence of the sequence {f(xn)} as the sequence {xn} is approaching the
complement of the domain:

Since, as we know, sequences aren’t an adequate tool for studying topological spaces in general,
we will look at all infinite subsets. To understand what’s going on, we will rely on the following
familiar concept. A point x in a topological space X is called an accumulation point of subset A
of X if for any neighborhood U of x

U ∩ (A \ {x}) 6= ∅.

Then, what makes a difference is that every sequence in [a, b] appears to have an accumulation
point – the condition that fails for the all other intervals.

Suppose A is a subset of a topological space X and let’s assume that A has no accumulation
points. Then, for any point x ∈ X, there is an open neighborhood Ux of x such that

Ux ∩ (A \ {x}) = ∅.

Let’s consider the collection of all of these sets:

α = {Ux : x ∈ X}.

What we have here is an open cover of X. By choice, this cover satisfies a certain special property.
This property can be rewritten as a combination of two cases:
• 1. if x ∈ A then Ux ∩A = {x},
• 2. if x 6∈ A then Ux ∩A = ∅.

Note that the former case means that x is an isolated point of A.
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The two cases indicate that each element of α contains, at most, one element of A. Therefore,
set A can’t have more elements than α:

#A ≤ #α.

Let’s consider a specific example that illustrates the consequences of this construction.

Example 1.3 (dimension 1). Let’s choose

X := {0, 1, 1/2, 1/3, ...}, A := {1, 1/2, 1/3, ...},

with the topology acquired from R:

We keep the assumption that A has no accumulation points in X. Then, as we know, there is
an open cover α satisfying the above properties. Because the topology of X is Euclidean, let’s
assume that the elements of α are the intersections of open finite intervals, such as (a− ε, a+ ε),
with X. Then, for any n = 1, 2, 3, ..., there is an open interval Un = (1/n− εn, 1/n+ εn) with a
single point of intersection with A:

Un ∩A = {1/n}.
Indeed, we just choose:

εn :=
1

n(n+ 1)
.

Furthermore, there is one more interval U = (ε, ε), the one that satisfies:

U ∩A = ∅.

Of course, we realize that this is impossible:

n > [1/ε] + 1 =⇒ 1/n ∈ U,

and, therefore, the assumption was wrong. However, we will ignore this obvious conclusion and
explore instead what this means for the open cover α. We just discovered that this infinite cover

α := {U,U1, U2, U3, ...}

has a finite subcover
α′ := {U,U1, U2, U3, ..., Un}.



272 CHAPTER IV. SPACES

Since there is, at most, one point of A per element of α, this new collection can’t cover the whole
A because A is infinite. A contradiction. �

The crucial step in this construction was our ability to choose a finite subcover. This motivates
the following definition:

Definition 1.4. A topological space X is called compact (or a compactum) if every open cover
contains a finite subcover.

We can now continue with the general argument and prove the following important theorem.

Theorem 1.5 (Bolzano-Weierstrass Theorem). In a compact space, every infinite subset
has an accumulation point.

Proof. As before, we have a compact topological space X and a subset A. We have already
constructed an open cover

α = {Ux : x ∈ X}
such that
• there is, at most, one element of A in an element of α.

If we now choose a finite subcover

α′ = {Uxi
: xi ∈ X, i = 1, 2, ..., n},

it will satisfy the same property. But this property implies that

A ⊂ {xi : i = 1, 2, ..., n}.

This set is finite while A is infinite, a contradiction. �

Thus, only the closed intervals are compact.

The following version of the Bolzano-Weierstrass Theorem is also very important.

Corollary 1.6. In a compact space, every sequence has a convergent subsequence.

Exercise 1.7. Prove the corollary for (a) metric spaces, and (b) all topological spaces. Hint:
think of the sequence as a subset A and consider two cases: A is infinite and A is finite.

1.2 The definitions

The issue of compactness has two sides. First, as above, we look at the compactness of topological
spaces:

Definition 1.8. For any topological space X, a collection of open sets α is called an open cover
if

X = ∪α.
Then, X is called a compact topological space if every open cover has a finite subcover.

Exercise 1.9. Provide a definition of compactness in terms of closed sets.

Alternatively, we define compactness of subsets:

Definition 1.10. For any subset X of a topological space Y , a collection α of open (in Y ) sets
is called an open cover if

X ⊂ ∪α.
Then, X is called a compact subset if every open cover has a finite subcover.

These definitions are equivalent in the following sense:
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Proposition 1.11. If X is a compact subset of space Y , then X is compact, in relative topology.

Exercise 1.12. Prove the proposition. Hint:

The nature of the first definition – given entirely in terms of open sets – reveals that compactness
is a topological invariant: it is preserved by homeomorphisms. Moreover, the image of a compact
space under a continuous function is compact.

Exercise 1.13. Show that the preimage of a compact space doesn’t have to be compact.

Theorem 1.14. Compactness is preserved by continuous functions; i.e., if f : X → Y is a map
and X is compact then f(X) is also compact.

Proof. Suppose α is an open cover of f(X). We need to find its finite subcover. The idea is,
with f , to take its elements to X, make the collection finite, and then bring what’s left back to Y .
The elements of α are open sets in Y . Then, since f is continuous, for each U ∈ α, its preimage
f−1(U) under f is open in X. Therefore,

β := {f−1(U) : U ∈ α}

is an open cover of X. Suppose β′ is its finite subcover. Then

α′ := {U ∈ α : f−1(U) ∈ β′}

is a finite subcover of α. �

The proof is illustrated below:
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Proposition 1.15. (1) All finite topological spaces are compact. (2) Anti-discrete is a compact
topology.

Exercise 1.16. Prove the proposition.

The following result significantly simplifies the task of proving compactness.

Theorem 1.17. Suppose X is a topological space. Then X is compact if and only if there is a
basis β of its topology so that every cover of X by members of β has a finite subcover.

Proof. [ ⇐ ] Suppose γ is an open cover of X. Then, we represent every element of γ as the
union of elements of β. This gives us a cover of X by the elements of β. Take its finite subcover,
α. Finally, for every element of α, choose a single element of γ that contains it. These sets form
a finite subcover of γ. �

Exercise 1.18. Show that every element of γ can be represented as the union of elements of β

We would like to apply the idea of compactness and the results we have proven to calculus and,
especially, the Extreme Value Theorem. For that, we need to take a better look at intervals.

1.3 Compactness of intervals

First, the real line R = (−∞,∞) is not compact: it suffices to consider the cover by all intervals
of a given length, ε.

A similar argument will prove that no ray, (a,∞), [a,∞), is compact.

Next, let’s take a finite open interval I = (a, b) in R. Let’s choose the cover that consists of all
open ε-intervals:

α := {(p, q) ∩ I : p− q = ε}.
Then finding a finite subcover is easy:

α′ := {(0, ε), ( 12ε, (1 + 1
2 )ε), (ε, 2ε), ...}.

There will be [2/ε] + 1 intervals.

However, the following cover of (a, b) (an expanding sequence of intervals) does not have a finite
subcover:

We choose:
α := {(pn, qn) : n = 1, 2, 3, ...},

with
pn = a+ 1

n , qn = b− 1
n .

The same argument applies to [a, b) and (a, b].
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Thus, open and half-open intervals aren’t compact!

But closed bounded intervals are. Why is this important?

We already know that the image of an interval under a continuous function is an interval.

Exercise 1.19. Prove this statement. Hint: use path-connectedness.

Now we also discover that the image of a closed bounded interval is also a closed bounded interval:

f
(
[a, b]

)
= [c, d], a < b, c < d.

The Extreme Value Theorem will follow from this simple formula.

Exercise 1.20. Prove this statement.

In turn, it implies that the sup-norm is well-defined.

Theorem 1.21 (Heine-Borel Theorem). Every interval [a, b] is compact.

Proof. The proof is by contradiction. Suppose we are given an open cover α of [a, b] that doesn’t
have a finite subcover. The idea of the proof is that, since [a, b] is “bad”, then so is one of its
halves, and a half of that half too, etc., until only a single point is left, which can’t be “bad”:

The plan is to construct a “nested” sequence of intervals

I = [a, b] ⊃ I1 = [a1, b1] ⊃ I2 = [a2, b2] ⊃ ...,

so that they have only one point in common.

We start with the following two observations:
• 1. α is an open cover for all elements of the sequence I = [a, b] as well as for all of its subsets.
• 2. if α has no finite subcover for an interval J ⊂ I, then α has no finite subcover for at least

one of its halves.
These two facts allow us to construct the sequence inductively.

Consider the halves of the interval I = [a, b]:

[
a,
a+ b

2

]
,
[a+ b

2
, b
]
.

For at least one of them, there is no finite subcover for α. Call this interval I1 := [a1, b1]. Next,
we consider the halves of this new interval:

[
a1,

a1 + b1
2

]
,
[a1 + b1

2
, b1

]
.
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For at least one of them, there is no finite subcover for α. Call this interval I2 := [a2, b2]. We
continue on with this process and the result is a sequence of intervals

I = [a, b] ⊃ I1 = [a1, b1] ⊃ I2 = [a2, b2] ⊃ ...,

that satisfies these two properties:

a ≤ a1 ≤ ... ≤ an ≤ ... ≤ bn ≤ ... ≤ b1 ≤ b,

and

|bn+1 − an+1| = 1
2 |bn − an| = 1

2n |b− a|.
Now we invoke the Completeness Property of Real Numbers: every bounded increasing (decreas-
ing) sequence converges to its least upper bound (the greatest lower bound). Therefore, the two
sequences converge:

lim
n→∞

an = A, lim
n→∞

bn = B.

The second property above implies that

lim
n→∞

|an − bn| = 0.

We then conclude that A = B.

Now, for this new single-point set, α must have a finite subcover. In fact, the subcover needs
only one element: A ∈ U ∈ α. But due to an → A and bn → A, we have an ∈ U and bn ∈ U
for large enough n. Then, In = [an, bn] ⊂ U ; it’s covered by this, finite, subcover {U} of α! This
contradicts our assumption. �

Exercise 1.22. What tacit assumption about U did we make? Fix the proof.

Example 1.23 (Cantor set). Suppose I0 = [0, 1] is the closed unit interval. Let I1 be the
result of deleting the middle third (1/3, 2/3), from I0, leaving us with [0, 1/3]∪ [2/3, 1]. Next, let
I2 be the result of deleting the middle third from the intervals of I1, etc.

We define for n > 0:

In := In−1 \
n−1⋃

k=0

(1 + 3k

3n
,
2 + 3k

3n

)
.

Then we have a decreasing sequence of compact subsets of R. Finally, we define the Cantor set
by

C :=
⋂

n

In.

Even though the total length of In declines to 0, the Cantor set is uncountable. �

Exercise 1.24. (a) Prove that the Cantor set is compact. (b) Prove that every point of C is a
limit point of C.
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1.4 Compactness in finite and infinite dimensions

A generalization of the Heine-Borel Theorem is as follows.

Theorem 1.25. A closed bounded subset of a Euclidean space is compact.

It also follows that all cells are compact!

Exercise 1.26. Show that even though the combination of closedness and boundedness (of a
subset of a Euclidean space) is a topological property, neither of the two alone is.

Before we address the general case, let’s consider rectangles in the plane. Can we generalize the
proof in the last subsection? The picture below suggests that we can:

Exercise 1.27. By following the proof of the Heine-Borel Theorem, prove that a closed rectangle
in the plane is compact. Hint: instead of nested intervals, consider nested rectangles.

Later, we will show that compactness is preserved under products. That will prove compactness
of the closed squares, cubes, ..., n-cubes. Then the above theorem will easily follow if we can
transition to subsets. Of course, not all subsets of a compact space are compact, but the closed
ones are.

Theorem 1.28. A closed subset of a compact space is compact.

Proof. Suppose Y is compact and X ⊂ Y is closed. Suppose α is an open cover of X. We want
to find a subcover of α using the compactness of Y . The only problem is that α doesn’t cover
the whole Y ! Then the idea is to follow these steps:
• 1. augment α with extra open sets to construct an open cover β of the whole Y , then
• 2. find its finite subcover β′, and finally
• 3. extract from β′ a subcover of X by dropping the extra elements we added:

α′ := β′ ∩ α.

The first step can be carried out in a number of ways; however, we need to make sure that step 3
will give us a collection that still covers X. This outcome is impossible to ensure unless we choose
to add only the elements that don’t intersect X. With that idea, the choice becomes obvious: we
need only one set and it’s the complement of X. This set is open because X is closed. So

β := α ∪ {Y \X}.

As Y is compact, β has a finite subcover, β′. Finally, we choose:

α′ := β′ \ {Y \X}. �

The proof is illustrated below:
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Then any closed bounded subset is a subset of a closed cube in Rn and, therefore, is compact.

Example 1.29. This is no longer true for infinite dimensional spaces. As a counterexample,
let’s consider a closed ball in the space of functions with sup-norm:

Here

B̄(0, ε) = {f ∈ C[a, b] : max
x∈[a,b]

|f(x)| ≤ ε}, ε > 0.

Now, consider the following two sequences of continuous functions in B̄(0, 1):

Even though the values of the functions at any point become closer and closer to zero, there is
no convergence of functions themselves. �

Exercise 1.30. Provide formulas for these functions. Show that the first sequence diverges and
the second converges, point-wise. Yet, the distance to the limit, the zero function, remains the
same. Conclude that there is no uniform convergence and that B̄(0, ε) isn’t compact in C[a, b].
What about Cp[a, b]?

Exercise 1.31. Provide a similar argument to show that the sequence:

(1, 0, 0, 0, ...), (0, 1, 0, 0, ...), (0, 0, 1, 0, ...), ...,

has no convergent subsequence. Hint: what’s the topology?
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Exercise 1.32. Prove the Arzela-Ascoli Theorem: a closed bounded subsetX of C[a.b] is compact
if, in addition, it is equicontinuous: for each c ∈ [a, b] and every ε > 0, there is a δ such that

|x− c| < δ =⇒ |f(x)− f(c)| < ε, ∀f ∈ X.

Hint: to understand the concept, limit the set to differentiable functions with the derivatives
between, say, −1 and 1.

Exercise 1.33. SupposeX is a compact space. Define the analogs C(X) and Cp(X) of the spaces
of real-valued continuous functions C[a, b] and Cp[a, b] and examine the issue of compactness.

Definition 1.34. A space is called locally compact if its every point has a neighborhood the
closure of which is compact.

Plainly, Rn is locally compact.

Exercise 1.35. Is either discrete or anti-discrete topology locally compact?

Proposition 1.36. C[a, b] is not locally compact.

Exercise 1.37. Prove the proposition.

2 Quotients

2.1 Gluing things together

We can build new things from old by gluing:

In fact, we can build a lot of topologically different things with nothing but sheets of paper and
a glue-stick:

What is behind this gluing metaphor is an equivalence relation. Its axioms will then make
practical sense. The Reflexivity Axiom, A ∼ A, is: every spot of the sheet is glued to itself. The
Symmetry Axiom, A ∼ B =⇒ B ∼ A, becomes: a drop of glue holds either of the two sheets
equally well.

Most of the time, we will attach the sheets edge-to-edge, without overlap. In that case, welding
may be a better metaphor:
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Then the Transitivity Axiom, A ∼ B,B ∼ C =⇒ A ∼ C, means: the two seams fully merge and
become indistinguishable.

Thinking of a zipper is also appropriate:

Topologically, zipping a jacket turns a square with two holes into a cylinder with two holes, or,
even better, a disk with two holes turns into a disk with three holes:

Making balloon animals is another example:

Meanwhile, we have already seen gluing when we constructed topological spaces from cells as
realizations of simplicial complexes:

These realizations, however, were placed within a specific Euclidean space RN . We will see that
this is unnecessary.

2.2 Quotient sets

Before we consider the topological issues, let’s make clear what happens to the underlying sets
first.

We pick two examples of somewhat different nature.



2. QUOTIENTS 281

Example 2.1 (circle). The easiest way to construct the circle S1 is to take the closed segment
[0, 1] and glue the endpoints together. The gluing procedure is expressed by the following equiv-
alence relation on X = [0, 1]:
• 1. 0 ∼ 1, and
• 2. x ∼ x for all x ∈ X.

The second condition is required by the Reflexivity Axiom and will be assumed implicitly in all
examples. Then we record the equivalence relation simply as

0 ∼ 1.

We use the following notation for the quotient set:

X/∼ := {[x] : x ∈ X}.

As we know, it is simply the set of all equivalence classes of this equivalence relation:

S1 := [0, 1]/∼.

where

[x] := {y ∈ X : y ∼ x} =
{
{0, 1} if x = 0, 1;

{x} if x ∈ (0, 1).

The image below is just an illustration of what these equivalence classes look like:

Only one of them is non-trivial. �

Example 2.2 (plane). The next example is a familiar one from linear algebra. We choose
• X = R2 and
• (x, y) ∼ (x, y′) for all x, y, y′ ∈ R.

The equivalence classes are the vertical lines. Instead of using the gluing metaphor, we say that
each of these lines collapse to a point. The reason is that each of the vertical lines corresponds
to its point of intersection with the x-axis. Hence, the quotient set corresponds, in this sense, to
the real line. Algebraically, we need to find a map:

q : X/∼ =
{
{(x, y) : y ∈ R} : x ∈ R

}
→ {x : x ∈ R} = R. �

Definition 2.3. The function that takes each point to its equivalence class is called the identi-
fication function:
• q : X → X/∼ given by
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• q(x) := [x].
It may be called the “gluing”, or “attaching”, map in a topological context.

When we recognize the quotient as a familiar set, we may try to present the identification map
explicitly. In the first example, the identification function

q : [0, 1]→ S1

is given by
q(t) := (cos(πt), sin(πt)), t ∈ [0, 1].

In the second example, q may be thought of as the projection:

q : R2 → R,

given by
q(x, y) := x, x, y ∈ R.

Two harder examples of gluing follow.

Example 2.4 (surfaces). One can glue the two opposite edges of the square to create a cylinder:

If you twist the edge before gluing, you get the Möbius band:

Now, in order to properly interpret this literal gluing in terms of quotients, we need to recognize
that, mathematically, only points can be identified to each other. In other words, points are glued
pairwise:
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Once this is understood, we can sometimes see a pattern of how the points are glued to each
other and think of this process as gluing two whole edges, as long as they are oriented properly!
These orientations of the edges are shown with arrows that have to be aligned before being glued.

We have here:
X = [0, 1]× [0, 1] = {(x, y) : x ∈ [0, 1], y ∈ [0, 1]}.

And the equivalence relation for the cylinder is given by:
• (x, y) ∼ (u, v) if y = v and x, u = 0 or 1,

or simply:
• (0, y) ∼ (1, y).

The equivalence relation for the Möbius band is given by:
• (x, y) ∼ (u, v) if y = 1− v and x, u = 0 or 1,

or simply:
• (0, y) ∼ (1, 1− y). �

With all this talk about creating a circle, a torus, etc., we shouldn’t fool ourselves into thinking
that these are anything more than clues to possible outcomes. Without a topology as a way to
specify the relation of proximity, the quotient set will remain a bag of points:

2.3 Quotient spaces and identification maps

Even though we start with X assumed to be a topological space, its quotient is, so far, just a set.
We can’t simply assume that the quotient also has “some” topology without losing its link to X.

What we need is a standard way of imparting or inducing a topology on the quotient set X/∼
from that of X. The idea is similar to the way we chose a topology, the relative topology, on a
subset of X based on that of X. The crucial difference between these two situations is that the
functions we use for this purpose point in the opposite directions:
• for a subset, the inclusion iA : A→ X is a function to X, while
• for a quotient set, the identification function q : X → X/∼ is a function from X.

In either case, it is the continuity of the new function that we desire.

Example 2.5. Note that the identification functions in the examples above are familiar. In the
second example, q is the projection:

q : R2 → R

given by
q(x, y) := x.

And it is continuous... provided R is equipped with the Euclidean topology, of course. It’s easy
to verify that the preimage of an open set is open:

q−1
(
(a, b)

)
= (a, b)×R.

In the first example, the identification function f is the gluing map:

q : [0, 1]→ S1,
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given by

q(t) := (cos(πt), sin(πt)), ∀t ∈ [0, 1].

Once again, this function will be continuous provided we supply the circle with an appropriate
topology. Naturally, we want the topology of the new topological space to match the relative
topology acquired from the inclusion S1 ⊂ R2. The standard basis of this topology of the plane
consists of disks; therefore, the basis of the topology of the circle should consist of the arcs:

A(a, b) := {(cos(πt), sin(πt)) : t ∈ (a, b)},

where (a, b) is any interval in R, a < b.

Clearly, if 0 ≤ a, b ≤ 1, we have

q−1
(
A(a, b)

)
= (a, b),

which is open. What if 0 < a < 1 while 1 < b < 2? Then

q−1
(
A(a, b)

)
= (a, 1] ∪ [0, b).

It is also open relative to [0, 1]. Once again, we have a continuous function. �

Definition 2.6. Given a topological space X and an equivalence relation ∼ on X, the quotient
space X/ ∼ is a topological space on the quotient set X/∼ such that

U is open in X/∼ if and only if q−1(U) is open in X,

where q is the identification function.

To put this differently, if τ is the topology of X then

{q−1(U) : U ∈ τ}

is the topology of X/∼.

Exercise 2.7. Prove that this collection of sets is indeed a topology.

Exercise 2.8. What if we replace above “topology” with “a basis of neighborhoods”?

As the identification function is now continuous, we may call it the identification map.

In the example of the circle above, the preimage of an arc is either an open interval or the union
of two half-open intervals at the endpoints.

Example 2.9 (plane). The equivalence classes are the vertical lines and, therefore, the preimage
of any subset U ⊂ X/∼ is made of vertical lines. This set is an open vertical band when the lines
in U cut an open interval on the x-axis:
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Therefore, the topology on the quotient set is that of R. �

Exercise 2.10. Consider the two equivalence relations for R2 below: (x, y) ∼ (a, b) if
• (a) x2 + y = a2 + b, or
• (b) x2 + y2 = a2 + b2.

Identify these quotient spaces R2/∼ as familiar topological spaces.

As we have seen, the quotient construction may add non-trivial homology classes. It’s true for
all dimensions except 0:

Theorem 2.11. If X is path-connected then so is X/∼, for any equivalence relation ∼.

Proof. Since the identification function q : X → X/∼ is both continuous and onto, the new
space X/∼ = Im q is path-connected as the image of a path-connected topological space. �

Theorem 2.12. If X is compact then so is X/∼, for any equivalence relation ∼.

Exercise 2.13. Prove the theorem.

We discover then that, instead of thinking in terms of the topological space of equivalence classes,
it may be more convenient to consider a familiar topological space as a candidate and then prove
that they are homeomorphic. In fact,

any function defined on a topological space can be thought of as an identification map.

We just need to find an appropriate topology for the target space of this function. Indeed, suppose
f : X → Y is an onto function from a topological space X to a set Y . Then we define

a ∼ b⇐⇒ a, b ∈ f−1(y), y ∈ Y,

or

a ∼ b⇐⇒ f(a) = f(b).

This is an equivalence relation on X and its equivalence classes are the preimages of points under
f . Then the topology on Y is created by the definition from the last subsection.

Example 2.14. Let’s choose f = q in the two examples of maps from the last subsection,

f : [0, 1]→ S1

and

f : R×R→ R.

The idea is illustrated below:
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�

Example 2.15 (folding). Fold the xy-plane,

f(x, y) := (|x|, y).

Now, the folding of the rectangle [−1, 1] × [0, 1] is given by the same formula and is continuous
as a restriction of f .

�

Not every continuous function, however, is an identification map. The following theorem presents
the necessary extra conditions.

Exercise 2.16. Given an identification map f : X → Y and a subset A ⊂ X, show that the

restriction f
∣∣∣
A
: A→ f(A) doesn’t have to be an identification map.

Theorem 2.17. Let q : X → X/∼ be the identification map. Suppose Y is a topological space
and f : X → Y is a map that is constant on each equivalence class of X. Then there is a map
f ′ : X/∼ → Y such that f ′q = f . In other words, there is a map for the bottom arrow to make
this diagram commutative:

Xyq ցf

X/∼
f ′

−−−−−→Y

Exercise 2.18. Prove the theorem.

What happens to maps when one or both of the spaces are subjected to the quotient construction?
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Suppose first that just the domain of a map f : X → Y , is equipped with an equivalence relation.
Then quotient map [f ] : X/∼ → Y of f is given by [f ]([x]) := f(x).

Of course, the new map is well-defined only if f takes each equivalence class to a single point;
i.e.,

x ∼ x′ =⇒ f(x) = f(x′).

Theorem 2.19. Let f : X → Y be an onto map. If
• f maps open sets of X to open sets in Y , or
• f maps closed sets of X to closed sets in Y ,

then f is an identification map.

Theorem 2.20. The quotient map of f : X → Y , when defined, is continuous.

Exercise 2.21. Prove the theorems.

Exercise 2.22. What if, this time, the target space Y has an equivalence relation too? Analyze
the possibility of a map [f ] : X → Y/∼.

The general case of a map from a quotient space to a quotient space is familiar from algebra.
Given a map f : X → Y , its quotient map [f ] : X/∼ → Y/∼ is given by

[f ]([x]) := [f(x)].

Exercise 2.23. (a) When is [f ] well-defined? (b) Prove that it is continuous.

2.4 Examples

Example 2.24 (cylinder). Let’s consider the cylinder construction and examine what happens
to the topology. The results are similar to the example of the circle: the preimage of an open disk
under the identification map is either an open disk or the union of two half-disks at the edge.
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�

Example 2.25 (torus). One can construct the torus T2 from the cylinder by gluing the top to
the bottom:

(x, 0) ∼ (x, 1).

This is how it is visualized:

Meanwhile, the equivalence relation for the torus built directly from the square is as follows:

(0, y) ∼ (1, y) and (x, 0) ∼ (x, 1).

As the torus is a quotient of the square, one can easily see the three types of neighborhoods
created by the gluing:

In the 3d world, there is a different way to glue the edge to itself:

Because the outcome is supposed to be the same, we discover a self-homeomorphism of the torus
which is non-trivial in the sense that a longitude is mapped to a latitude. Such a homeomorphism
would, in a sense, turn the torus inside out. �

Example 2.26 (Klein bottle). One can get the Klein bottle K2 from the cylinder by gluing
the top to the bottom in reverse:

(x, 0) ∼ (1− x, 1).

The horizontal arrows point in the opposite directions:
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To bring them together, we need to “cut” through the cylinder’s side. This is how it is visualized:

To understand that there is really no self-intersection, one can think of the Klein bottle as a circle
moving through space. As an illustration, imagine a smoke ring that leaves your mouth, floats
forward, turns around, shrinks, and then floats back in:

Just as with the torus, there are two ways to construct the Klein bottle from the square:

�

Exercise 2.27. Identify this space:

Example 2.28 (projective plane). We make the projective plane P2 from this square too:
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One can understand it as if the diametrically opposite, or “antipodal”, points on the boundary
of the disk are identified. �

Exercise 2.29. Show that we can, alternatively, start with R2 \ {0, 0} and choose the lines
through the origin to be the equivalence classes.

Example 2.30 (complex projective plane). It is similar, but the reals replaced with the
complex numbers:

CPn := S2n+1/∼,

where

z ∼ z′ ⇐⇒ z = eiθz′, ∃θ.

and

S2n+1 = {z ∈ Cn+1 : ||z||2 = 1}. �

Exercise 2.31. The projective plane P2 contains the Möbius band M2. Find it.

Exercise 2.32. What happens if we identify the antipodal points on the circle S1?

Example 2.33. There are many ways to create a circle. An insightful way is to make it from
the line. One just winds the helix, which is R topologically, around the circle, S1:

Then the identification map q : R→ S1 may be thought of as the restriction of the projection of
the 3-space to the plane, or it is given explicitly by

q(t) := (cos(πt), sin(πt)), t ∈ R. �

Example 2.34. Suppose we have a room with two doors and suppose as you exit through one
door you enter through the other (it’s the same door!). If you look through this doorway, this is
what you see:
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The reason is that, in this universe, light travels in circles... If you run fast enough, an outside
observer might see (parts of) you at two different places at the same time:

To produce this effect, we identify the front wall with the back wall. �

Exercise 2.35. Describe this situation as a quotient of the cube.

Exercise 2.36. What if, as you exit one door, you enter the other – but upside down? Which
of the two below is the correct view?

Exercise 2.37. What if the front wall is turned 90 degrees before it is attached to the back wall?
Sketch what you’d see.

Exercise 2.38. If you’ve seen two mirrors hung on the opposite walls of the room, you know
what they show: you see your face as well as the back of your head, with this pattern repeated
indefinitely. Use quotients to achieve this effect without mirrors. Hint: you need a compact space.

Exercise 2.39. Repeat the last exercise for the second, web-cam, image above.
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Exercise 2.40. What if the room had n walls? What if we have mirrors on all four walls of the
room? Five walls, n walls? Four walls, ceiling, and floor?

Exercise 2.41. Interpret the Pasting Lemma about the continuity of a piecewise defined function
f : X → Y

f(x) =

{
fA(x) if x ∈ A,
fB(x) if x ∈ B,

in terms of the quotient construction.

Exercise 2.42. Suppose our sphere S2 is the unit sphere in R3. Define a map f : S2 → R4 by
f(x, y, z) := (x2 − y2, xy, xz, yz). Use f to construct an embedding of the projective plane P2 to
R4.

Exercise 2.43. Explore the winning combinations and the strategies for playing tic-tac-toe on
the main surfaces:

Note: See the files online.

Exercise 2.44. Which space do we obtain if we collapse the boundary of the Möbius band to a
point? Hint: the boundary is a circle.

Exercise 2.45. Describe the space resulting from the ring if we identify antipodal pairs of points
on the outer circle and also identify the antipodal pairs of points on the inner circle.

2.5 Topology of pairs of spaces

One can eliminate a homology class from a space by making it a boundary: add a path between
two points, a disk over a hole, etc. Now, can we eliminate it by “removing” rather than “adding”
things?

The idea is to simply collapse an appropriate subset, such as a circle surrounding the hole, to
a point. We have seen collapses implemented by means of the quotient construction in algebra
and, in fact, we used it to introduce homology. Now, we shall see that the idea is also applicable
in topology.

If a subset is collapsed to a point, there is only one non-trivial equivalence class!

Notation: As we use the same notation as in algebra, the difference in the meaning needs to be
emphasized:
• algebra: X/A is given by the equivalence relation: x ∼ y ⇐⇒ x− y ∈ A;
• topology: X/A is given by the equivalence relation: x ∼ y ⇐⇒ x, y ∈ A.

Exercise 2.46. The above example of projecting the plane onto the x-axis can be understood
algebraically as the plane modulo the y-axis. Sketch this quotient if understood topologically.

With this simple equivalence relation, we can build a lot.

Example 2.47. The circle is still made from the segment, modulo its boundary:

[0, 1]/∼ = [0, 1]/{0, 1} = I/∂I ≈ S1.

The sphere is made from the disk:
B2/S1 ≈ S2,
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as illustrated below:

This is a disk modulo its boundary. �

Exercise 2.48. Prove this is a homeomorphism. Hint: use the stereographic projection.

More generally, one can construct the n-sphere from the n-ball by collapsing its boundary to a
point:

Sn = Bn/Sn−1.

Note that the n-sphere is constructed topologically, not as a subset of Rn+1.

Definition 2.49. Given X and a subset A, the equivalence relation defined by

x ∼ y, ∀x, y ∈ A,

produces a quotient set denoted by
X/A.

It is read “X modulo A”.

Once again, we need to keep in mind that this is just a special kind of a quotient space. The
equivalence classes are
• {x} for x ∈ X \A, and
• A.

Example 2.50. A few simple examples of how collapses are used to build familiar spaces:

�

Exercise 2.51. Sketch the torus with a longitude, and then a latitude, collapsed.

Exercise 2.52. What is R2/Z2?

One can use this new idea to develop topology of pairs (X,A), where X is a topological space
and A is its subset.

Notation: The topology of the pair is that of X with A collapsed:

(X,A) := X/A,

and, further, its homology is
H(X,A) := H(X/A).
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We can interpret all the previous development in light of this new approach by assuming that

X = (X, ∅).

The main advantage of this approach is the ease of dealing with maps. Suppose there is a map
between two spaces

f : X → Y,

both of which are supplied with equivalence relations. Recall that one can construct the quotient
map [f ] of f as a map of quotients

[f ] : X/∼ → Y/∼

by setting
[f ]([a]) := [f(a)].

Clearly, it is possible only if each equivalence class on X is mapped into an equivalence class on
Y :

f([a]) ⊂ [f(a)].

In other words, we have to require the following:

a ∼ b =⇒ f(a) ∼ f(b).

Now, when these two equivalence relations are simply collapses, X/A and Y/B, this requirement
becomes much simpler:

a ∈ A =⇒ f(a) ∈ B,
or

f(A) ⊂ B.
Another way to put it is that the restriction of f to A with target space B

f
∣∣∣
A
: A→ B

needs to be well-defined. In other words, this diagram is commutative:

A
f |A−−−−−−→ ByiA ց

yiB

X
f−−−−→ Y,

where iA, iB are the inclusions.

Our interpretation is that f is now a map of pairs:

f : (X,A)→ (Y,B).

Exercise 2.53. Prove that the composition of two maps of pairs is also a map of pairs. Is this
a category? Define the chain maps and the homology maps of maps of pairs.

Example 2.54 (Hawaiian earring). The Hawaiian earring is the subset of the plane that
consists of infinitely many circles with just one point in common:
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Specifically, the nth circle is centered at
(
1
n , 0

)
with radius 1

n , n = 1, 2, 3, ... �

Exercise 2.55. Show that the Hawaiian earring X is path-connected.

Definition 2.56. The one-point union of two spaces X,Y is defined to be

X ∨ Y :=
(
X ⊔ Y

)
/{x0, y0},

for some x0 ∈ X, y0 ∈ Y .

Exercise 2.57. Under what circumstances is the one-point union independent of the choice of
the points?

Exercise 2.58. Let Y := R/Z be the quotient of the real line with all integer points identified.
It can be understood as an “infinite bouquet of circles”. Show that the Hawaiian earring X is
not homeomorphic to Y .

Exercise 2.59. Explain the topology of R/Q.

3 Cell complexes

3.1 Gluing cells together

With such a topological tool as the quotient available to us, we can construct anything imaginable
starting from almost anything. We would like, however, to learn how to build things from the
elementary pieces, cells, and do it in a gradual and orderly manner. The point is to be able to
construct and compute its homology, and do it in a gradual and orderly manner.

One can see examples of things created from elementary pieces appear in real life, such as these
balls sewn (or otherwise formed) from patches of leather:

We already have seen two ways to construct topological spaces from cells. Cubical sets are unions
of cubes of various dimensions and the realizations of simplicial complexes are combinations of
homeomorphic images of simplices of various dimensions:
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In either of these examples, we orderly glue edges to each other at their endpoints. But, those
endpoints are 0-cells. Furthermore, we glue 2-cells to each other along their edges. And, those
edges are 1-cells. And so on.

The main difference is in the manner these cells appear. In the case of a cubical complex, cells
are subsets of a given Euclidean space, while a simplicial complex is built from data and its cells
can then be realized in a Euclidean space.

Exercise 3.1. Note that the cells of cubical complexes are homeomorphic to cubes and squares,
while the cells of simplicial complexes are homeomorphic to simplices and triangles. Explain the
difference. Hint: what?!

Another difference is the number of adjacent cells each cell has: 4 for a square and 3 for a triangle,
which dictates the manner they are attached to each other. We would like to develop a unified
approach to such gluing constructions. Cell complexes have cells of arbitrary shape with arbitrary
number of neighbors.

Example 3.2 (circle). The simplest cubical complex we could use to represent the topological
circle consists of four edges arranged in a square. But why should we need four pieces when we
know that a circle can be built from a single segment with the endpoints glued together? In fact,
the number one example of identification is gluing the endpoints of a segment to create a circle.
The latter will have just one 1-cell in contrast to the realizations we have seen, i.e., 4 for a cubical
complex and 3 for a simplicial complex:

How the homology is computed is revealing. For the first two cases, we already know the answers:
• cubical: H1 =< [a+ b+ c+ d] >∼= R;
• simplicial: H1 =< [a+ b+ c] >∼= R.

The third case will be much simpler – with so few cells:
• 0-cells: A;
• 1-cells: a.

Certainly, this is not a cubical complex because we can’t place these cells on a grid. Nonetheless,
the possibility of homological analysis remains because the boundary operator still makes sense:

∂a = A−A = 0.

Further, the chain complex is just this:

∂ = 0 : C1 =< a >→ C0 =< A > .
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Then the homology H1 is generated by the homology class of a:

H1 =< [a] >∼= R.

Thus, the result is the same in all the three cases, as expected:

the 1st homology is generated by the 1-cycle that goes once around the hole, clockwise.

It is, in a way, the same cycle! Of course, the group can also be generated by the counterclockwise
chain. �

Exercise 3.3. Provide a similar analysis for the sphere.

3.2 Examples and definitions

We are already familiar with gradual and orderly building – via skeleta – of cubical and simplicial
complexes:

The only difference is that now we have more flexibility about the cells. Topologically they are
balls of various dimensions:

Definition 3.4. A (closed) n-cell a is a topological space homeomorphic to the closed n-ball

Bn := {x ∈ Rn : ||x|| ≤ 1}.

The image of the frontier of Bn in Rn under this homeomorphism h : Bn → a is called the
boundary of the cell

∂a := h(Fr(Bn)).

Also, the image of the interior, and the complement of the boundary, is denoted by

ȧ := a \ ∂a,

and may simply be called the “interior” of the cell.
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Proposition 3.5. The definition of the boundary is topological in the sense that under homeo-
morphisms of cells, boundary is mapped to boundary.

Exercise 3.6. Prove the proposition. Hint: note the difference between the topology of a small
neighborhood of a point in the frontier and that of a point in the interior of the ball.

Example 3.7 (ladle). Let’s consider a specific example. Suppose we want to build something
that looks like a ladle, which is the same topologically as a Ping-Pong bat:

We want to build a simple topological space from the ground up, using nothing but cells attached
to each other in the order of increasing dimensions. In our box, we have: the parts, the glue, the
schematics, and a set of instructions of how to build it.

Here is the schematics:

Let’s narrate the instructions. We start with the list K of all cells arranged according to their
dimensions:
• dimension 0: A,B;
• dimension 1: a, b;
• dimension 2: τ .

These are the building blocks. At this point, they may be arranged in a number of ways.

Now, the two points A,B are united into one topological space – as the disjoint union. That’s
the 0-skeleton K(0) of K.

Next, we take this space K(0) and combine it, again as the disjoint union, with all 1-cells in K.
To put them together, we introduce an equivalence relation on this set. But, to keep this process
orderly, we limit ourselves to an equivalence relation between the vertices (i.e., the elements of
K(0), and the boundaries of the 1-cells we are adding. In other words, we identify the endpoints
of a and b to the points A and B. This can happen in several ways. We make our choice by
specifying the attaching map for each 1-cell thought of as a segment [0, 1]:

fa : ∂a→ K(0), fb : b→ K(0),
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by specifying the values on the endpoints:

fa(0) = A, fa(1) = B, fb(0) = A, fb(1) = A.

We use these maps following the attaching rule:

x ∼ y ⇐⇒ fa(x) = y.

The result is the 1-skeleton K(1).

The rule we have followed is to choose

an equivalence relation on the last skeleton combined with the boundaries of the new cells.

Next, we take this space K(1) and combine it, again as the disjoint union, with all 2-cells in K.
To put them together, we introduce an equivalence relation following the rule above. For this
dimension, we identify the edge of τ with a 1-cell a, point by point. This can happen in several
ways and we make our choice by specifying the attaching map for the 2-cell:

fτ : τ → K(1).

We only need to specify the values on the boundary and we assume that fτ : ∂τ → b is a
homeomorphism. We again use the attaching rule:

x ∼ y ⇐⇒ fτ (x) = y.

The result is the 2-skeleton K(2), which happens to be the realization of the whole K. �

Exercise 3.8. Present cell complex structures for these two arrangements:

Exercise 3.9. (a) Present a cell complex structure for the sewing pattern below (shorts). (b)
Do the same for a pair of breakaway pants.

The formal definition of cell complex does not rely on illustrations. It is inductive.

Definition 3.10. Suppose we have a finite collection of (unrelated to each other) cells K.
Suppose Cn denotes the set of all n-cells in K. Next, the 0-skeleton K(0) is defined as the disjoint
union of all 0-cells:

K(0) =
⊔
C0.

Now suppose that the n-skeleton K(n) has been constructed. Then the (n + 1)-skeleton K(n+1)

is constructed as follows. Suppose for each (n+ 1)-cell a, there is an attaching map

fa : ∂a→ K(n).
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Then the (n+1)-skeleton K(n+1) is defined as the quotient of the disjoint union of the n-skeleton
K(n) and all the (n+ 1)-cells:

K(n+1) = (K(n)
⊔
Cn+1)/∼,

with ∼ defined by the following condition:

x ∼ fa(x) for all x ∈ ∂a and all a ∈ Cn+1.

The attaching maps must satisfy an extra condition:

the image fa(∂a) is the union of a collection of n-cells of K.

The resulting topological space is called a realization |K| of cell complex K. Often, we will use
“cell complex K” for both.

Furthermore, we can assume without loss of generality that the attaching map is extended to

fa : a→ K(n),

with the only requirement:

• fa
∣∣∣
ȧ
is a homeomorphism.

In fact, this map may be seen as a restriction of the identification map. Further, with the
inclusions of the skeleta into the complex provided, the attaching map can also be thought of as

fa : a→ |K|.

Thus, a cell complex K is a combination of the following:
• 1. the collection of cells K,
• 2. the skeleta K(0) ⊂ K(1) ⊂ ... ⊂ K(N) = |K|, and
• 3. the attaching maps fa : a→ K(n), for each a an n-cell in K.

If this was a building, these three would be the inventory, the blueprints, and the daily work
orders.

Exercise 3.11. Provide an illustration similar to the one above for a topological space that looks
like (a) an air-balloon with a thread hanging, (b) a candy apple.

Exercise 3.12. Find the cell complex representation of the figure eight.

Exercise 3.13. Represent the sphere as a cell complex with two 2-cells, list all cells, and
describe/sketch the gluing maps.

Exercise 3.14. (a) Find the cell complex representation of the surface acquired by cutting the
Klein bottle in half. (b) Use the representation to identify the surface.

Example 3.15 (complex projective plane). First, let

S2n+1 := {z ∈ Cn+1 : ||z||2 = 1}.

Recall:
CPn := S2n+1/∼,

where
z ∼ z′ ⇐⇒ z = eiθz′.
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Then the map
fn : B2n = {z ∈ Cn} : ||z|| ≤ 1} → S2n+1,

given by

fn(z) :=
(
z,
√

1− ||z||2
)
,

is the attaching map that makes CPn into a cell complex.

When n = 1, all points are equivalent. Therefore, CP1 is a point. The identification map
S3 → CP1 = S2 is called the Hopf map. �

Exercise 3.16. Recall that the (real) projective space is a quotient of the sphere:

Pn := Sn/∼,

where x ∼ −x. Let q : Sn → Pn be the identification map of the equivalence relation. What
space is produced by attaching Bn+1 to Pn by means of q?

3.3 The topology

Let’s observe that U is open in cell complex K if and only if for any n-cell σ ∈ K, the set f−1
σ (U)

is open. This condition is equivalent to the following:
• U ∩ σ = U ∩ fσ(Bn) is open.

The same is true with “open” replaced with “closed”.

Proposition 3.17. Cell complex K has the so-called weak topology; i.e., U is open in K when
U ∩K(n) is open for each n.

Exercise 3.18. Prove the proposition.

Exercise 3.19. Prove that a point is closed.

So, a cell complex is a topological space built from simple topological spaces, cells, via the quotient
construction. This approach allows us to ignore the question of whether or not it fits into some
Euclidean space and rely on the fact that all properties we discuss are purely topological.

Theorem 3.20. A cell complex is compact.

Proof. It is easy to see that a finite union of compact spaces is compact. So, the initial union
X of the cells of the complex is compact. Now K = X/∼, hence K is compact as a quotient of a
compact space (indeed, it’s the image of a compact space under a continuous map). �

Exercise 3.21. Below is an object made of two squares connected by four (clockwise) twisted
strips. (a) Find its cell complex representation. (b) To what is it homeomorphic? (c) What if
some of the strips were twisted the opposite way? (d) Answer these questions for two triangles
connected by three twisted strips.

Exercise 3.22. Explain how cubical and simplicial complexes can be understood as cell com-
plexes.

Example 3.23 (cylinder). Let’s explore more thoroughly the cell complex structure of the
cylinder by explicitly presenting both the skeleta and the gluing maps.
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The formulas for the gluing maps for the 1-skeleton are simple. Suppose,
• a = b = c := [0, 1],

then
• fa(0) := A, fa(1) := A;
• fb(0) := A, fb(1) := B;
• fc(0) := B, fc(1) := B.

For the 2-skeleton, we’ll use a diagram to present the only gluing map fτ . Since τ is a disk, we
only need to show where in K(1) the points on its boundary S1 are taken. Below we show the
preimages of the 1-cells in K(1):
• the preimages of the 0-cells A,B are two points, and
• the preimages of the three 1-cells a, b, c are one arc, two arcs, one arc, respectively.

�

Exercise 3.24. Find other ways to attach a 2-cell to this 1-skeleton.

Exercise 3.25. Build a box by identifying some of the edges of this template:

3.4 Transition to algebra

The way we attach the cells to each other is purposeful. Remember we want to be able to
compute the boundary operator in just as orderly a fashion as we build the cell complex. This
is the reason why we never attach k-cells to other k-cells but – along their boundaries – to the
preexisting (k − 1)-cells:

the image fa(∂a) of an n cell is the union of a collection of (n− 1)-cells of K.

Note that, without this extra constraint, the result may look very different from what we expect:
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The middle option is unacceptable.

Let’s illustrate the acceptable attaching maps.

A 1-cell may be attached to 0-cells as a rope or as a noose:

Meanwhile, a 2-cell may be attached to 1-cells as a soap film, a zip-lock bag, or an air-balloon.

For either dimension, the first of these attaching maps is a homeomorphism and the last is
constant. Generally, a cell can be attached along its boundary in a number of ways that include
collapses to lower dimensional cells.

The point of the extra constraint on attaching maps is to allow us to proceed directly to algebra
as shown below. If the (topological) boundary of an (n+ 1)-cell τ is the union of several n-cells
a, b, c, ...:

∂τ = a ∪ b ∪ c ∪ ...,

then the boundary operator evaluated at τ is some linear combination of these cells:

∂n+1(τ) = ±a± b± c± ...

What are the signs? They are determined by the orientation of the cell τ as it is placed in the
cell complex and attached to its n-cells. Let’s consider this matching in lower dimensions.

In dimension 1, the meaning of orientation is simple. It is the direction of the 1-cell as we think
of it as a parametric curve. Then the boundary is the last vertex it is attached to minus the first
vertex.

Here, if the (topological) boundary of the 1-cell a is identified, by the attaching maps, with the
union of two 0-cells A,B (or just A), while the (algebraic) boundary of a is the sum (or a linear
combination) of A,B:

fa(∂a) = {A,B}  ∂1(a) = B −A;
fa(∂a) = {A}  ∂1(a) = A−A = 0.

For a 2-cell, a direction is chosen for its circular boundary, clockwise or counterclockwise. As we
move along the boundary following this arrow, we match the direction to that of each 1-cell we
encounter:
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Here, we have three cases:

fτ (∂τ) = a ∪ b ∪ c  ∂2τ = a− b− c;
fτ (∂τ) = a ∪ b  ∂2τ = −a− b+ a+ b = 0;
fτ (∂τ) = A  ∂2τ = 0.

Initially, we can understand the orientation of a cell as an ordering of its vertices, just as we did
for simplicial complexes.

Example 3.26. Let’s evaluate the boundary operator for this 2-cell, with the orientations of
1-cells randomly assigned.

We have:

∂τ = −a1 + a2 + a3 + a4 − a5 + a6 + a7 − a8.

Further,

∂(∂τ) = ∂(−a1 + a2 + a3 + a4 − a5 + a6 + a7 − a8)
= −∂a1 + ∂a2 + ∂a3 + ∂a4 − ∂a5 + ∂a6 + ∂a7 − ∂a8
= −(A1 −A2) + (A3 −A2) + (A4 −A3) + (A5 −A4)
−(A5 −A6) + (A7 −A6) + (A8 −A7)− (A8 −A1)

= 0.

�

Theorem 3.27. The kth homology of a cell complex is fully determined by its (k + 1)-skeleton.

Exercise 3.28. Prove the theorem.

3.5 What we can make from a square

Let’s see what we can construct from the square by gluing one or two pairs of its opposite edges.
We will compute the homology of these surfaces:
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Example 3.29 (square). Here is the simplest cell complex representation of the square (even
though the orientations can be arbitrarily reversed):

The complex K of the square is:
• 0-cells: A,B,C,D;
• 1-cells: a, b, c, d;
• 2-cells: τ ;
• boundary operator: ∂τ = a+ b+ c− d; ∂a = B −A, ∂b = C −B, etc. �

Example 3.30 (cylinder). We can construct the cylinder C by gluing two opposite edges with
the following equivalence relation: (0, y) ∼ (1, y). The result of this equivalence relation of points
can be seen as equivalence of cells:

a ∼ c; A ∼ D, B ∼ C.

We still have our collection of cells (with some of them identified as before) and only the boundary
operator is different:
• ∂τ = a+ b+ (−a)− d = b− d;
• ∂a = B −A, ∂b = B −B = 0, ∂d = A−A = 0.

The chain complex is

C2
∂−−−−→ C1

∂−−−−→ C0

< τ >
?−−−−→ < a, b, d >

?−−−−→ < A,B >
τ 7→ b− d

a 7→ B −A
b 7→ 0
d 7→ 0

kernels : Z2 = 0 Z1 =< b, d > Z0 =< A,B >
images : B2 = 0 B1 =< b− d > B0 =< B −A >
quotients : H2 = 0 H1 =< [b] = [d] >∼= Z H0 =< [A] = [B] >∼= Z

Here, “kernels” are the kernels of the maps to their right, “images” are the images of the maps
to their left.
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So, the homology is identical to that of the circle! �

Example 3.31 (Möbius band). In order to build the Möbius band M2, we use the equivalence
relation: (0, y) ∼ (1, 1 − y). Once again, we can interpret the gluing as equivalence of cells, a
and c. But this time they are attached to each other with c upside down. It makes sense then to
interpret this as equivalence of cells but with a flip of the sign:

c ∼ −a.

Here −c represents edge c with the opposite orientation:

In other words, this is an equivalence of chains. Further,

A ∼ D, B ∼ C.

The boundary operator is:
• ∂τ = a+ b− (−a)− d = 2a+ b− d;
• ∂a = B −A, ∂b = A−B, ∂d = B −A.

The chain complex is

C2
∂−−−−→ C1

∂−−−−→ C0

< τ >
?−−−−→ < a, b, d >

?−−−−→ < A,B >
τ 7→ 2a+ b− d

a 7→ B −A
b 7→ A−B
d 7→ B −A

kernels : Z2 = 0 Z1 =< a+ b, a− d > Z0 =< A,B >
images : B2 = 0 B1 =< 2a+ b− d > B0 =< B −A >
quotients : H2 = 0 H1 =< [b− d] >∼= Z H0 =< [A] = [B] >∼= Z

The bad news is that the homology is the same as that of the cylinder, which means that it
doesn’t detect the twist of the band. The good news is that the algebra reveals something that
we may have missed: the hole in the Möbius band is captured by chain b− d, which is the whole
edge of the band:

�

Example 3.32 (sphere). We can either build the sphere as a quotient of the square or, easier,
we just combine these pairs of the consecutive edges:
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Then we have only two edges left. Even better, the last option gives us a complex with no 1-cells
whatsoever! �

Exercise 3.33. Compute the homology for all three.

Example 3.34 (projective plane). The projective plane comes from a certain quotient of the
disk, B2/∼, where u ∼ −u is limited to the boundary of the disk. It can also be seen as a quotient
of the square:

As we see, the edge of the disk is glued to itself, with a twist. Its algebraic representation is
almost the same as before: p ∼ −p. In fact, the presence of a dimension 2 homology class,
2p ∼ 0, causes the homology group to have torsion!

Let’s compute the homology:
• 2-cells: τ with ∂τ = 2p;
• 1-cells: p with ∂p = 0;
• 0-cells: A with ∂A = 0.

Then the 1st homology group is computed three ways for these three different rings:

H1(P
2;Z) =< p > / < 2p > = Z/2Z ∼= Z2,

H1(P
2;Z2) =< p > / < 2p > =< p > /0 ∼= Z2,

H1(P
2;R) = span(p)/ span(2p) = span(p)/ span(p) ∼= 0.

So, the integer homology detects the twist. So does the binary homology (but it can’t tell it from
a hole). The real homology doesn’t detect the twist. What happens is that, because of the twist
of the 2-cell, the image of ∂2 is generated by 2p in all three cases. But the algebra that follows is
different. Over R, the set of all real multiples of 2p coincides with that of p: span(2p) = span(p).
As a result, the information about the twist is lost. (The real numbers are for measuring, not
counting!)

Another way to see what causes the difference is below:

Z : ∂τ = 2p =⇒ so what?
Z2 : ∂τ = 2p =⇒ ∂τ = 0 =⇒ τ is a cycle, so what?

R : ∂τ = 2p =⇒ ∂
(

1
2τ

)
= p =⇒ p is a boundary!

And here’s the rest of the integral homology:

H2(P
2) = 0, H0(P

2) = Z. �
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Example 3.35 (torus). What if after creating the cylinder by identifying a and c we then
identify b and d? Like this:

c ∼ a, d ∼ −b.

The result is the torus T2:

Note how all the corners of the square come together in one. Then the chain complex has very
few cells to deal with:

C2
∂−−−−→ C1

∂−−−−→ C0

< τ >
?−−−−→ < a, b >

?−−−−→ < A >
τ 7→ 0

a 7→ 0
b 7→ 0

kernels : Z2 =< τ > Z1 =< a, b > Z0 =< A >
images : B2 = 0 B1 = 0 B0 = 0
quotients : H2 =< τ > H1 =< a, b > H0 =< [A] >

Accordingly, the two tunnels in the torus are captured by a longitude and a latitude:

�

Example 3.36 (Klein bottle). What if we flip one of the edges before gluing? Like this:

c ∼ a, d ∼ −b.
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The corners once again come together in one and the chain complex has very few cells to deal
with:

C2
∂−−−−→ C1

∂−−−−→ C0

< τ >
?−−−−→ < a, b >

?−−−−→ < A >
τ 7→ 2a

a 7→ 0
b 7→ 0

kernels : Z2 = 0 Z1 =< a, b > Z0 =< A >
images : B2 = 0 B1 =< 2a > B0 = 0
quotients : H2 = 0 H1 = {a, b|2a = 0} H0 =< [A] >

Thus, unlike the two tunnels in the torus, this time there is only one and the other topological
feature is a twist. �

Exercise 3.37. What if we flip both? Like this:

a ∼ −c, b ∼ −d.

Exercise 3.38. Rewrite the computations of the homology of all six surfaces, over R = Zp.

Exercise 3.39. Compute the integral homology, providing all the details, of the sphere with a
membrane inside. Indicate the generators.

Let’s summarize the results of these computations:

R = Z S2 P2 T2 K2

H0 Z Z Z Z
H1 0 Z2 Z× Z Z2 × Z
H2 Z 0 Z 0

Examining this table tells us a lot about the topological features we considered at the very begin-
ning of this study.
• The path-components are clearly visible for all spaces.
• The tunnels are present too.
• The twists are new (1-dimensional) topological features.
• The voids are here.
• There are no voids in the projective plane and the Klein bottle. The reason is that the twist

makes the two sides of the surface – inside and outside – indistinguishable and then there is no
inside or outside.

Exercise 3.40. Recreate this table for R = R and R = Z2.

Exercise 3.41. Sketch the dunce hat and compute its homology:

Exercise 3.42. Find a cell complex with the following homology groups:

H0 = Z, H1 = Z2, H2 = Z⊕ Z.

Exercise 3.43. In each of the above examples, determine whether this surface separates the
space; i.e., whether it is one-sided or two-sided.
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This is how we can construct 3-dimensional complexes. We start with a cube. First, we glue its
top and bottom, with each point identified to the one directly underneath. Then we cut the cube
into two by a horizontal square.

Then we consider the relations listed above to identify the edges of this square, just as we did for
the torus, etc. These relations tell us how the opposite faces of the cube are glued together.

Exercise 3.44. Compute the homology produced by this construction, when the square is glued
to itself according to each of the above examples.

3.6 The nth homology of the n-dimensional balls and spheres

Cell complexes use very few cells in comparison to cubical and simplicial complexes but the
trade-off is the complexity of some of the concepts we will need. In order to develop a complete
homology theory for cell complexes, we have to add one missing part: we would need to figure
out the meaning of orientation of cells, beyond dimension 2. With that, we would be able to
define the boundary operator ∂ : Cn → Cn−1 and to prove the property that makes all of this
work: ∂∂ = 0. We will omit these steps and rely, informally, on what we have already developed.

The issue of orientation has been previously developed in full for the following cases:
• K is a cubical complex, and
• K is a simplicial complex.

In addition, the issue is simply moot when
• K is any cell complex but the ring of coefficients is R = Z2.

For the general cell complexes and arbitrary coefficients, there are two simple enough cases that
we can handle. They appear in the highest dimension n = dimK. For an n-cell σ, we have:
• ∂n(σ) = 0 when there are no (n− 1)-cells in ∂σ;
• ∂n(σ) = ±s when s is the (n− 1)-cell in K that forms the boundary ∂σ of σ, and the sign

is “+” when there are no other n-cells adjacent to s.

We use these two cases to compute the homology of the n-ballBn and the (n−1)-sphere Sn−1, n >
2.

Example 3.45 (balls). We represent Bn as a cell complex as follows.

Cells:
• n-cells: σ,
• (n− 1)-cells: a,
• 0-cells: A.

The boundary operator:
• ∂σ = a,
• ∂a = 0,
• ∂A = 0.
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The chain complex and the computation of homology are below:

Cn
∂−−−−→ Cn−1

∂−−−−→ Cn−2 → ...→ C0

< σ >
∼=−−−−−→ < a >

0−−−−→ 0 → ...→ < A >
σ 7→ a 7→ 0 A

kernels : Zn = 0 Zn−1 =< a > Zn−2 = 0 ... Z0 =< A >
images : Bn = 0 Bn−1 =< a > Bn−2 = 0 ... B0 = 0
quotients : Hn = 0 Hn−1 = 0 Hn−2 = 0 ... H0 =< A > �

Example 3.46 (spheres). The sphere Sn−1 has the same cell complex representation as the
ball except the n-cell is missing.

The cells:
• (n− 1)-cells: a,
• 0-cells: A.

The boundary operator:
• ∂a = 0,
• ∂A = 0.

The chain complex and homology are:

Cn
∂−−−−→ Cn−1

∂−−−−→ Cn−2 → ...→ C0

0
0−−−−→ < a >

0−−−−→ 0 → ...→ < A >
a 7→ 0 A

kernels : Zn = 0 Zn−1 =< a > Zn−2 = 0 ... Z0 =< A >
images : Bn = 0 Bn−1 = 0 Bn−2 = 0 ... B0 = 0
quotients : Hn = 0 Hn−1 =< a > Hn−2 = 0 ... H0 =< A > �

In higher dimensions, the algebra tells us about things that we can’t see. For example, when
the boundary of an n-cell is glued to a single point, a new topological feature is created, an
n-dimensional void.

The following summarizes our results.

Theorem 3.47.
• Hk(B

n) = 0 for k 6= 0, and Hk(B
n) = R, n = 0, 1, 2, ...;

• Hk(S
n) = 0 for k 6= 0, n, and H0(S

n) = Hn(S
n) = R, n = 2, 3, ...

Exercise 3.48. Solve the problem for n = 1, 2.

3.7 Quotients of chain complexes

Next, we explore how to compute the chain complex and the homology groups of a cell complex
in the way it is built – gradually.

Example 3.49 (circle). Recall how we computed the homology of the circle. Its chain complex
is

∂ = 0: C1 =< a >→ C0 =< A > .

Then it follows that
H1 =< a >∼= Z, H0 =< A >∼= Z.

The cell complex is built from the segment via the quotient construction, point-wise or cell-
wise. But we have also seen examples when these identifications are interpreted algebraically,
chain-wise.
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Let’s follow this alternative route. We assume that we initially have the (cubical) complex K of
the segment:
• 0-cells: A,B,
• 1-cells: a,
• boundary operator: ∂a = B −A.

Its chain complex is
∂ : C1(K) =< a >→ C0(K) =< A,B > .

Now to build the circle, we identify A and B, A ∼ B, but this time not as points but as 0-
chains. The outcome of this construction is not the quotient of topological space |K| or even of
cell complex K but the quotient of the chain group C0(K)! The result is easy to present and
compute algebraically:

C0(K)/∼ =< A,B > / < A−B >=< A,B|A = B >∼=< A > .

The new boundary operator is the quotient of the old and it is trivial:

∂′ = q∂ = 0 : C1(K) =< a >→ C0(K)/∼ =< A > .

Here q is the identification function of this equivalence relation. It immediately follows that

H0 =< A > .

Meanwhile, since C1 =< a >, we have the homology:

H1 = ker ∂1 =< a >∼= R.

That the hole!

The results are the same as that of the original analysis. �

Things are more complicated in higher dimensions.

Example 3.50 (cylinder). Let’s make the cylinder from the square, algebraically.

The complex K of the square is:
• 0-cells: A,B,C,D;
• 1-cells: a, b, c, d;
• 2-cells: τ ;
• boundary operator: ∂(τ) = a+ b− c− d; ∂(a) = B −A, ∂(b) = C −B, ∂(c) = C −D, etc.

We construct a chain complex for the cylinder by identifying a pair of opposite 1-cells:

a ∼ c.

This produces the quotients of the chain groups of K since a and c are their generators.

Now the quotients of the boundary operators between these quotients are to be considered:

[∂n] : Cn(K)/∼ → Cn−1(K)/∼.

As was discussed previously, the quotient of an operator is well-defined only if the operator maps
equivalence classes to equivalence classes; i.e., this diagram commutes:

Cn(K)
∂n−−−−−→ Cn−1(K)yq

yq

Cn(K)/∼
[∂n]−−−−−−→Cn−1(K)/∼
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Here, q is the identification function. So, for n = 1, the equivalence of edges forces the equivalence
of vertices:

A ∼ D,B ∼ C.
The relations are illustrated below:

We compute the quotients of the chain groups:

C2(K)/∼ =< τ >;
C1(K)/∼ =< a, b, c, d > / < a− c >=< [a], [b], [d] >;
C0(K)/∼ =< A,B,C,D > / < A−D,B − C >=< [A], [B] > .

Then we compute the values of the quotients of the boundary operators:

[∂2](τ) = [∂2(τ)] = [a+ b− c− d] = [b− d];
[∂1]([a]) = [∂1(a)] = [B −A];
[∂1]([b]) = [∂1(b)] = [C −B] = 0;
[∂1]([d]) = [∂1(d)] = [D −A] = 0.

Now, these operators and groups form a chain complex and we compute its homology:

< τ >
[∂2]−−−−−−→ < [a], [b], [d] >

[∂1]−−−−−−→ < [A], [B] >
kernels : Z2 = 0 Z1 =< [b], [d] > Z0 =< [A], [B] >
images : B2 = 0 B1 =< [b− d] > B0 =< [B −A] >
quotients : H2 = 0 H1 =< [b] = [d] >∼= Z H0 =< [A] = [B] >∼= Z

The results are the same as before. �

Exercise 3.51. Verify the claims made in the above example:
• the quotient operators are well-defined;
• the square diagram above is commutative for all n;
• the sequence of quotient groups is a chain complex.

Exercise 3.52. Provide such a homology computation for the Möbius band.

The approach is applicable to any cell complex K. As we build the complex K skeleton-by-
skeleton:

K(0)
 K(1)

 ... K(N) = K,

we also build the chain complex for K step-by-step as follows.

C(K(0)) C(K(1)) ... C(K(N)) = C(K).

For each n = 1, 2, , N , the attaching maps yield equivalence relations. Each n-cell σ to be added
to K(n) is treated as a generator to be added to C(K(n)) because its boundary (n− 1)-cells are
already present. Then the current chain groups (and the boundary operators) of K are modified
via quotient modulo subgroups generated by these boundary cells of σ.

Exercise 3.53. Use this approach to compute the homology of the double banana:
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Exercise 3.54. Use this approach to compute the homology of the “book with n pages”:

4 Triangulations

4.1 Simplicial vs. cell complexes

Let’s compare:
• simplicial complexes: cells are homeomorphic to points, segments, triangles, tetrahedra, ...,

n-simplices;
• cell complexes: cells are homeomorphic to points, closed segments, disks, balls, ..., closed

n-balls.
Since these are homeomorphic, the difference lies elsewhere.

Note: The cells in a cubical complex may be thought of as open, i.e., homeomorphic to open
balls, while the cells in cell (and simplicial) complexes are closed, i.e., homeomorphic to closed
balls. The reason is that a cubical complex may be built as the union of a collection of subsets
of a Euclidean space, while a cell complex is built via the quotient construction, which always
requires some points to be shared.

As we know, simplicial complexes are cell complexes with certain constrains on their cells and
the cells’ faces. In particular, an n-simplex τ in a simplicial complex K has n + 1 faces, σ < τ ,
each of which is an (n− 1)-simplex, illustrated on the left:

This is why, for a cell complex to be a simplicial complex, it has to satisfy the following:

the boundary of an n-cell consists of exactly n+ 1 (n− 1)-cells.

To see how this condition may be violated, consider the cell complex on the right and simply
count the boundary cells:
• the 3-cell has only 3 faces;
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• the bottom 2-cell has only 2 edges.
In addition, consider the simplest cell complex representation of the circle (one 0-cell and one
1-cell), below. The 1-cell has only one endpoint:

This isn’t the only way things can go wrong though. If we add an extra vertex that cuts the
1-cell in two, the above condition is satisfied. Yet, this still isn’t a simplicial complex, as the two
new cells share two endpoints. In other words, two vertices A,B are connected by two distinct
edges: AB 6= AB. Finally, cutting one of the edges one more time produces a familiar simplicial
complex.

Any cell complex can be turned into a simplicial complex in this fashion. The construction is
called subdivision understood as cutting the cells into smaller cells until certain conditions are
met. Notice that the subdivision procedure is reminiscent of the subdivision of intervals in the
definition of the definite integral via the Riemann sums.

Theorem 4.1. A cell complex K is a simplicial complex if for each of its cells τ ∈ K, there is
such a homeomorphism hτ : τ → Sτ of τ to a geometric simplex Sτ that
• (1) the complex contains all faces of each simplex:

τ ∈ K, s < Sτ =⇒ h−1
τ (s) ∈ K,

• (2) two simplices can only share a single face:

τ, σ ∈ K =⇒ hτ (τ ∩ σ) < hτ (τ).

Definition 4.2. A representation of a cell complex K as a simplicial complex K ′, i.e., |K| ≈ |K ′|,
is called its triangulation.

Example 4.3 (cylinder). The familiar representation of the cylinder isn’t a triangulation simply
because the 2-cell is a square not a triangle.

As we see, cutting it in half diagonally doesn’t make it a triangulation because there is an edge
still glued to itself. Adding more edges does the job. �

Example 4.4. A triangulation of the torus is given:



316 CHAPTER IV. SPACES

�

Exercise 4.5. Find a triangulation for the rest of the six main surfaces.

Of course, a given cell complex can have many triangulations. The complexes don’t have to be
isomorphic: there is no bijective simplicial map between them.

Instead of this ad hoc way of discovering triangulations, we can apply a method that always
works. This method is a generalization of the barycentric subdivision that can be applicable to
cell complexes. First, we want to cut every n-cell into a collection of n-simplices. For each cell
τ ∈ K,
• we remove τ and all of its boundary cells (except for the vertices) from K;
• we add a vertex Vτ to K, and then
• we create the new cells spanned by Vτ and each boundary cell a of τ .

The result is a new cell complex K ′.

If we can be sure that there are no identifications of the boundary cells of ABC (in K), the K ′

would have the structure of a simplicial complex. Yet, it is possible that this new triangular cell
is still attached to itself in the original complex K; for example, it’s possible that P = Q. In that
case, we have two edges, PH = PQ, connecting the same two vertices. The second barycentric
subdivision K ′′ (of all cells) solves this problem.

Exercise 4.6. (a) List the simplices in the above triangulation of the cube. (b) Provide a sketch
and the list of the simplices for the triangulation that starts with adding a vertex in the middle
of the cube.

As we have seen, cell complexes provide more economical (i.e., with fewer cells) representations
of some familiar objects than simplicial complexes. In light of this fact, if we need to compute
the homology of a specific cell complex, we would never try to triangulate it. Yet, simplicial
complexes are simpler in the way the cells are attached to each other. (In fact, every simplex is
just a list of its vertices.) As a result, the proofs are simpler too.

Any representation of a topological space as a realization of a simplicial complex is also called a
triangulation. Triangulable spaces are called polyhedra. Since we assumed that all our simplicial
complexes are finite, below all polyhedra are assumed to be compact.
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4.2 How to triangulate topological spaces

Cell complexes are “compact” representations of topological spaces, convenient for computing
homology. But how do we find this representation when there isn’t even a cell complex but only
a topological space, i.e., a set with a specified collection of open subsets? What kind of topological
space is a polyhedron?

Example 4.7 (garden). Let’s recall how, in the very beginning of the book, we were able to
understand the layout of a field of flowers of three kinds, say, D, L, and F, based only on the
smells. The conclusion was, if we can detect only the three types, each of the three pairs, and no
triples, then there must be a bare patch.

In other words, the homology of the field is that of the circle. �

The implicit assumptions that make this work are:
• the patches cover the whole field,
• the patches are open, and
• both the patches and their intersections are acyclic.

With that idea in mind, let’s consider the topology of realizations of simplicial complexes:

The topology of a realization comes from the topology of each simplex modulo the gluing pro-
cedure. What makes each complex special is the way the simplices are attached to each other.
Meanwhile, the gluing never affects the topology of the simplex itself.

In particular, every point in an open cell has a Euclidean neighborhood relative to that cell:

Proposition 4.8. For every point A ∈ σ̇ with dimσ = n, there is a neighborhood BA relative
to σ such that BA ≈ Rn.

Beyond the interior of a simplex, the neighborhoods are more complex but still made of the
Euclidean neighborhoods of the adjacent cells. But what if we aren’t interested in these “small”
open sets but in “large” open sets? We choose the latter to be unions of the interiors of simplices:
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Definition 4.9. Given a simplicial complex K and a vertex A in K, the star of A in K is the
collection of all simplices in K that contain A:

StA = StAK := {σ ∈ K : A ∈ σ}.

The open star is the union of the interiors of all these cells:

NA = NAK :=
⋃
{σ̇ : σ ∈ StA}.

(Remember, Ȧ = A.)

Exercise 4.10. The star of any point in |K| is defined the same way. Sketch the stars of the
circled points in the image below:

Exercise 4.11. If we add to StA the boundary cells of all of its elements, the result is a simplicial
complex (a “closed star”). Prove that it is acyclic.

Even though every open cell is open in its closed cell, it doesn’t have to be open in |K|. We can
see that in the above examples. We can’t then jump to the conclusion that the open star NA is
open. But it is.

Theorem 4.12. NA is an open subset of |K| for any vertex A in K.

Proof. The complement of the open star is the union of finitely many closed cells. Indeed:

K \ StA = {σ ∈ K : A 6∈ σ}.

Hence,

|K| \NA =
⋃
{σ : σ 6∈ StA}.

But closed cells are closed as continuous images of compact spaces. Therefore, the complement
is closed. �

In other words, NA is a neighborhood of A, which justifies the notation.
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Exercise 4.13. Show that the result will still hold even if K isn’t finite (such as R), provided
an infinite cell complex is properly defined. Hint: think “locally finite”.

We use the above statement to define of the topology of |K|.

This is the key step.

Corollary 4.14. {NA : A ∈ K(0)} is an open cover of |K|.

Now, we want to learn how to construct a simplicial complex from this open cover of |K|, and
do it in such a way that the result is the same as the original complex K. Keep in mind that
in its realization the structure of the simplicial complex is lost, as in the image below, which is
homeomorphic to the one above.

The example below suggests a way to approach the problem.

Example 4.15 (circle). Let’s consider the circle as a simple enough example. We start with the
simplest triangulation of the circle – a simplicial complex K with three edges and three vertices.
Then the stars of vertices consist of two edges each. It’s an open cover.

Now, suppose X is the (topological) circle. A homeomorphism of |K| and X creates an open
cover of X that consists of three overlapping open arcs:

Let γ := {U, V,W} be this open cover of X. These sets came from the stars of the three vertices
of K, i.e., StA, StA, StA, respectively. The cover seems vaguely circular, but how do we detect
that by simply looking at the data?

The sets are now devoid of all geometry or topology. Therefore, the only thing they may have in
common is their intersections.

Let’s make this more specific. These open sets have non-empty pairwise intersections but the
only triple intersection is empty. Why is this important? Notice the pattern:
• U ∩ V 6= ∅ ⇐⇒ NA ∩NB 6= ∅ ⇐⇒ A,B are connected by an edge;
• V ∩W 6= ∅ ⇐⇒ NB ∩NC 6= ∅ ⇐⇒ B,C are connected by an edge;
• W ∩ U 6= ∅ ⇐⇒ NC ∩NA 6= ∅ ⇐⇒ C,A are connected by an edge;
• U ∩ V ∩W = ∅ ⇐⇒ NA ∩NB ∩NC = ∅ ⇐⇒ A,B,C are not connected by a face.
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Following this insight, we forget for now about complex K and construct a new simplicial complex
L based entirely on how the elements of this cover γ intersect.

We let

L(0) := {U, V,W}.
These are the vertices of complex L. The 1-simplices of L come from the following rule: for every
pair G,H ∈ γ,

GH ∈ K ⇐⇒ G ∩H 6= ∅.

Further, the 2-simplices of L come from the following rule: for every triple G,H, J ∈ γ,

GHJ ∈ K ⇐⇒ G ∩H ∩ J 6= ∅.

There aren’t any.

We ended where we started! Indeed, L is isomorphic to K. �

Example 4.16. This construction applied to the solid triangle is illustrated below:

�

Exercise 4.17. Carry out this construction for spaces representing these letters: C, H, P, T.

We can now follow this logic to create simplicial complexes from any open cover of any topological
space. But, since the word “skeleton” is already taken, we are forced to use “nerve” for the output
of this construction:

Definition 4.18. Given any collection of subsets α of a set X, the nerve of α is the simplicial
complex Nα with:
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• vertices corresponding to the elements of the cover, and
• n-simplices corresponding to every non-empty intersection of n+ 1 elements of the cover.

In other words, the abstract simplicial complex Nγ is defined on the set α by the rule: given
A0, A1, ..., An ∈ α, we have

σ = A0A1...An ∈ Nα if and only if A0 ∩A1 ∩ ... ∩An 6= ∅.

We will also refer to the realization of Nα as the nerve.

4.3 How good are these triangulations?

Let’s match this definition to what happens in all simplicial complexes.

Theorem 4.19 (Star Lemma). Suppose A0, A1, ..., An are vertices in complex K. Then these
vertices form a simplex

σ = A0A1...An

in K if and only if
n⋂

k=0

NAk
6= ∅.

Proof. To get started, for 2-simplices we have:

NA ∩NA = {σ ∈ K : A ∈ σ} ∩ {σ ∈ K : B ∈ σ}
= {σ ∈ K : A ∈ σ,B ∈ σ}.

This set is non-empty if and only if K contains AB. �

Exercise 4.20. Provide the rest of the proof.

The construction of the simplicial complex of the nerve is fully represented by this “nerve map”:
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Theorem 4.21. The nerve N of the cover of a simplicial complex K that is comprised of the
stars of all vertices of K is an abstract simplicial complex isomorphic to K via the simplicial map
h : K → N defined by

h(A) := StA .

Proof. We follow the construction of the cover. First, list all the elements of the cover; they
correspond to the vertices trivially:

StA ←→ A.

The rest follows from the lemma. �

Exercise 4.22. Show that the nerve of a cubical complex a cubical complex doesn’t have to be
a cubical complex?

The examples demonstrate that the realization of the nerve of a cover doesn’t have to be home-
omorphic to the space:

Nα 6≈ X,
but maybe their homology groups coincide:

H(Nα) ∼= H(X)?

Example 4.23. We have seen some examples that support this idea:

The complexes are, respectively, for the circle and the disk:

{U, V,W,UV, V W,WU}, {U, V,W,UV, V W,WU,UVW},

and their homology groups match those of the original spaces. Examples below show what can
go wrong, for the circle:
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The complexes are, respectively:

{U}, {U, V, UV },
and their homology groups don’t match those of the circle. �

Exercise 4.24. Find more examples, both positive and negative.

What makes the difference for the last two examples?

In the first example, the only element of the cover isn’t homeomorphic to the segment as one would
expect, but to the circle. In the second example, the two elements of the cover are homeomorphic
to the segment but their intersection isn’t as it’s not path-connected. In either case, the issue is
that these sets aren’t acyclic.

Exercise 4.25. Consider the cover of the sphere S2 by two open sets obtained by removing the
north pole and then the south pole:

α := {S2 \ {N},S2 \ {S}},

and show how to fix it so that the nerve is homeomorphic to the sphere.

The issue is resolved by the following theorem that we will accept without proof (see Rotman,
An Introduction to Algebraic Topology, p. 154).

Theorem 4.26 (Nerve Theorem). Let K be a (finite) simplicial complex and α be a cover of
|K| that consists of the closed stars of its barycentric subdivision. Suppose the finite intersections
of the elements of α are acyclic. Then the realization of the nerve of α has homology isomorphic
to that of K:

H(Nα) ∼= H(K).

Exercise 4.27. Prove the claim about the homology of the flower field in the above example.

Exercise 4.28. Find an example of a complex for which the conclusion of the theorem fails only
because the triple intersections aren’t acyclic.

Either of these two theorems can be seen as a sequence of transitions that ends where it starts.
We represent them schematically.

The first theorem states:
• simplicial complex K −→ collection σ of stars of vertices of K −→ open cover α of |K| −→

nerve Nα of α
∼=−→ simplicial complex K;

Meanwhile, the second theorem approaches but falls short of the following ideal:
• topological space X −→ open cover α of X −→ nerve Nα of α −→ realization |Nα| of Nα

≈−→ topological space X.

Exercise 4.29. Test this plan for: a point, two points, figure eight, the sphere, the torus, the
Möbius band.

The examples and the theorems suggest that “refining” the open cover improves the chance that
this plan will work. However, nothing will help the spaces that can’t be represented as realizations
of finite complexes.

Example 4.30 (Hawaiian earring). Recall that the Hawaiian earring is the subset of the plane
that consists of infinitely many circles with just one point in common: nth circle is centered at
(1/n, 0) with radius 1/n, n = 1, 2, 3, ..., in R2.

Let’s consider possible covers and their nerves. If we choose three open sets small enough, we
can capture the first circle:
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We can also get the second too, with smaller open sets. But there are infinitely many of them! In
general, one of the open sets, W , must contain (0, 0). Then, for large enough N , W will contain
every nth circle with n > N . Therefore the holes in these smaller circles can’t be captured by
the nerve.

This failure to triangulate is not caused by just having infinitely many circles. Compare this
space to the same set with an alternative topology. This alternative, the “bouquet of circles”
R/Z, can be easily triangulated as long as we are allowed to use infinitely many simplices. �

Example 4.31. An attempt to triangulate the punctured disk, B2 \ {(0, 1)}, will cause a similar
problem:

�

Exercise 4.32. For a simplicial complex K and a simplex C in K define the star of C as the
union of the interiors of all simplices in K that contain C. Prove or disprove: The set of all stars
in a finite complex form a basis of topology.

Exercise 4.33. Find an open cover of the n-sphere S2 the nerve of which is homeomorphic to
Sn.

4.4 Social choice: ranking

We will consider the topology of the space of choices. In this subsection, we consider a simple
setting of ranking, i.e., ordering multiple alternatives. The alternatives may be candidates running
for elections, movie recommendations, and other votes of personal preferences.

Suppose the number n of alternatives/candidates is fixed:

A = An := {1, 2, ..., n}.

Every voter x has a preference of alternative j ∈ A over alternative i ∈ A expressed as follows:

i <x j.

Then a complete ranking vote of x is a strict ordering of the alternatives. It may look like this:

1 <x 2 <x 3 <x ... <x n.
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The totality of all possible votes is the set of these orderings

On := {(i1, i2, ..., in) : ik ∈ An, ik 6= il}.

This is the space of choices of our social choice problem.

Exercise 4.34. Show that On has the group structure of Sn, the group of permutations of n
elements.

In particular, for n = 3 there are 6 orderings:

O3 = {123, 132, 231, 321, 213, 312}.

This order of elements of On is completely arbitrary and so would be any other. Is there a
meaningful way to arrange them on the plane? Maybe a circle?.. What we are looking for is a
topology for On!

To find an appropriate one, we start with an observation. Let’s fix two alternatives i, j ∈ A, i < j,
and note that if voter x votes i <x j then we expect a “close enough” to x voter y to also choose
i <y j. We write:

i <x j =⇒ i <y j.

This is just a way to informally express the idea that voting preferences should vary from person
to person in a continuous fashion. The aggregate of all choices is then a continuous function F
from the space of voters to the space of pairwise preferences. We will assume that there is exactly
one voter for each ordering so that the space of voters is On, with the topology we are to choose.
Then we have

Fij : On → Y := {(i, j), (j, i) : i, j = 1, 2, ..., n, i 6= j}.

For n = 3, this function is illustrated below:

Since Y is discrete, the points in this space are open and, therefore, the preimages of points under
Fij are open too. There are only two:

Uij := F−1
ij

(
(i, j)

)
= {x ∈ On : i <x j},

Uji := F−1
ij

(
(j, i)

)
= {x ∈ On : j <x i}.

The complexity comes from the fact that there are many pairs (i, j), i < j, each of them produces
such a pair of sets, and either of these sets is supposed to be open under Fij :

We pool this information by defining the set of all pairwise rankings,

α := {Uij : i, j ∈ A, i 6= j}.

It is an open cover of On.



326 CHAPTER IV. SPACES

Exercise 4.35. Sketch α for n = 3.

Exercise 4.36. (a) Show that α is not a basis of neighborhoods. (b) Describe the basis of
neighborhoods of this topology by taking finite intersections of the elements of α (that’s why α
is called a “pre-basis”).

Definition 4.37. For a given n, the nerve Rn := Nα of the cover α of pairwise rankings is a
simplicial complex called the complex of rankings (or complex of rankings).

Notice that that while we’ve built simplicial complexes from data before, it is very different this
time. Even though it is the orderings we care about, we didn’t make them the vertices, as usual,
of the complex but rather its simplices, in fact its n-simplices!

Example 4.38. For n = 2, there are only two choices and only two orderings, each an open set:

{12} = U12, {21} = U21.

They don’t intersect. Therefore,

R2 = Nα = {U12, U21}
is the complex of two disconnected vertices. �

Example 4.39. For n = 3, we have

O3 = {123, 132, 231, 321, 213, 312}.

The cover α consist of these six sets:

U12 = {123, 132, 312}, U21 = {213, 231, 321},
U23 = {231, 213, 123}, U32 = {321, 312, 132},
U13 = {132, 123, 213}, U31 = {312, 321, 231}.

These are the vertices of the nerve Nα and they are marked below with simply “12”,“21”, etc.:

Then, we add edges to the vertices by looking at the pair-wise intersections: Uij ∩ Ukm 6= ∅ ⇔
{i, j} ∩ {k,m} 6= ∅. Then, we add faces to the complex R3 = Nα by looking at the triple
intersections. We follow this idea: are there any voters who vote simultaneously 1 < 2, 1 < 3, 2 <
3? Yes, they vote: 1 < 2 < 3. Thus, we have a 2-simplex 123 connecting vertices 12, 13, 23. But,
are there any voters who vote simultaneously 1 < 2, 2 < 3, 3 < 1? No, because this would be a
circular, impossible vote: 1 < 2 < 3 < 1. Therefore, there is no 2-simplex connecting vertices
12, 13, 23. The end result is an octahedron with two, opposite to each other, faces missing. �

Exercise 4.40. Sketch a star of R4.
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Let’s summarize that we know so far.

Theorem 4.41.
• (1) The simplices of highest dimension of Nα correspond to the orderings, i.e., the elements

of On.
• (2) The complex Rn = Nα is the union of these simplices (as subcomplexes of the simplex

of all possible votes).
• (3) The dimension of this complex is

dimRn =
(n− 2)(n+ 1)

2
.

Proof. (3) Let’s first observe that, since there are only n alternatives, there are at most n(n−1)
2

pairwise combinations with no repetitions, unless we reverse the order. Now, suppose there is a
simplex σ with

dimσ =
(n− 2)(n+ 1)

2
+ 1 =

n(n− 1)

2
.

This means that σ has more vertices than available pairs. Therefore, there are at least two
vertices of σ that are marked with the same pair of alternatives but reversed: ij and ji. Such a
simplex would represent an impossible vote. That contradicts the way Rn is constructed. �

Exercise 4.42. Prove parts (1) and (2).

One can guess that
H1(R3) = Z.

Exercise 4.43. Prove this statement by a direct computation.

We have a more general result:

Theorem 4.44. The homology of the complex of orderings of n elements is that of the (n− 2)-
sphere:

H(Rn) = H(Sn−2).

The idea of the proof is to find a familiar space and then show that it has an open cover with the
nerve isomorphic to Rn = Nα. We choose as such space the n-dimensional Euclidean space with
the diagonal cut out:

M := Rn \∆,
where

∆ := {(u1, ..., un) ∈ Rn : ui = uj}.
It is illustrated below for dimension 3:

Consider the cover of M
β := {Rn

ij : 1 ≤ i 6= j ≤ n}
that consists of all half-spaces:

Rn
ij := {(u1, ..., un) ∈ Rn : ui < uj}.

Exercise 4.45. Prove that
Nβ ∼= Nα,

and then finish the proof of the theorem by applying the Nerve Theorem from the last subsection.
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4.5 The Simplicial Extension Theorem

Recall that a simplicial map
g : K → L

is fully determined by its values on the vertices:

g : K(0) → L(0).

What if we have nothing but the latter? Can we always extend g to the 1-simplices of K? If
AB ∈ K, where A,B are vertices in K, we set:

g(AB) := g(A)g(B).

We just need to make sure that there is an edge between g(A) and g(B):

We have to require that
• A and B are adjacent in K if and only if g(A) and g(B) are adjacent in L.

If we understand “adjacent” as “close”, this condition mimics continuity as seen below.

For the higher dimensions, we set:

g(A0...An) := g(A0)...g(An),

with possible repetitions. The new map,

g : K → L,

given by this formula is called the simplicial extension of g.

Proposition 4.46. Given a map g : K(0) → L(0) of vertices of two simplicial complexes. Then
its simplicial extension is well-defined provided:

A0...An ∈ K =⇒ g(A0)...g(An) ∈ L

(vertices may appear more than once).

A more subtle way to verify this condition follows from the result below.

Theorem 4.47 (Simplicial Extension Theorem). Suppose function

f : |K| → |L|
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maps vertices to vertices:
f(K(0)) ⊂ L(0).

Then the simplicial extension g of f restricted to vertices, f
∣∣
K(0) , is well-defined provided

f(NA) ⊂ Nf(A),

for every vertex A in K.

Proof. The Star Lemma states that if we have a list, with possible repetitions, of vertices in a
simplicial complex, they form a simplex of the complex if and only if the intersection of the stars
of all these vertices is non-empty. We use this fact for both K and L below.

Let g be the restriction of f to the vertices. By the proposition, we only need to prove that

A0...An ∈ K =⇒ g(A0)...g(An) ∈ L.

Now, by the Star Lemma, this is equivalent to:

n⋂

k=0

NAk
6= ∅ =⇒

n⋂

k=0

Nf(Ak) 6= ∅.

But, by the assumption, the image under f of the set on the left is contained in the set on the
right, as seen below:

f
( n⋂

k=0

NAk

)
⊂

n⋂

k=0

f(NAk
) ⊂

n⋂

k=0

Nf(Ak). �

Exercise 4.48. Prove the inclusion used above, i.e., for any family of sets {Sα} and any function
f , we have:

f
(⋂

α

Sα

)
⊂

⋂

α

f(Sα).

Corollary 4.49. A function g : K → L is a simplicial map if and only if it satisfies the following
conditions, for every vertex A in K,
• g(A) is a vertex in L, and
• g(StA) ⊂ Stg(A) .

Exercise 4.50. Prove the corollary.

5 Manifolds

5.1 What is the topology of the physical Universe?

The space of locations of the Newtonian physics is the 3-dimensional Euclidean space, R3. We
understand the topology of this space quite well. Most important is that it’s acyclic. We know,
however, from modern physics that the universe may be curved. For example, the observation
that the light from a star passing the sun deviates from a straight line may be considered as
evidence in support of this idea:
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But if the universe curves, it might close on itself! Such a space then may have topological
features and non-trivial homology groups. Our conclusion is that, locally, the universe looks like
R3, but perhaps not globally.

These “locally Euclidean” spaces are called manifolds.

It may be hard to understand or visualize such a space but, fortunately, we have already made a
step in that direction.

Recall that identifying the front and back walls of a cubical room creates the enfilade effect as
light circles this “universe” and comes back to us:

Now, there are still walls present and the light can’t go in those directions. Therefore, this can’t
be a model of the universe. The idea is to take the same cube and glue all three pairs of the
opposite faces, one to the other:

Exercise 5.1. What does the picture on the page of the chapter show?

This time, there are no walls and the light can freely propagate in all directions. The person can
also walk in all directions and his experience will be completely Euclidean. Meanwhile, he sees
enfilades of rooms – with himself in each of them – in all six directions.

Exercise 5.2. Compute the homology of the cube with opposite faces identified and compare it
to that of the 3-sphere.

Note: Why don’t we see these copies of ourselves, or the Earth, or the sun, everywhere we look?
On a cosmic scale, it takes so long for the light to come back to us that what we see is a distant
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past. Even the sun was too young to be recognizable or maybe it simply didn’t exist – there and
then – yet.

Physics in dimension 2 is similar. Let’s consider the surface of the Earth as a model. As we look
around, this surface appears perfectly flat, just like the plane, R2:

How do we even know it’s not flat? Over the centuries, there have been a few experiments...

Experiment 1: Eratosthenes computed the difference between the lengths of shadows of the same
object at two different locations at the same time of the day. The surface is proven to be curved!

Experiment 2: Magellan showed that one can come back without turning back. That can’t be a
plane!

Experiment 3: Gauss tried to check if the sum of the angles of a very large triangle (based on
three mountain peaks) is equal to 180o. Even though his result was inconclusive, the idea was
sound. Indeed, this sum is larger than 180o on a sphere! Just consider the triangle formed by
two meridians and the equator:

The 1-dimensional physics is also conceivable – as a study of the motion of a car driven along a
road or a ball rolling in a ball machine. The difference is that the motion of the ball, unlike that
of a car on a road, is governed only by the laws of physics and, as a result, the ball can’s make
turns at will. This is the reason why, as a model of the universe, these roads and grooves can
have no forks or intersections.

This means that they are always, everywhere, simple curves, i.e., curves that locally look like
straight lines, R1. Once again, we arrive to the idea of a locally Euclidean space. The main
examples are the line and the circle.

5.2 The locally Euclidean property

One can think of infinitely many maps that represent a piece of the surface of the Earth. That’s
why, for the precise definition of the concept we are after, we approach the issue from the opposite
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direction. We are given a (possibly finite) collection of maps and charts and we think of pieces of
paper as if they are plastered all over the surface of the Earth. The result may look like a quilt:

So, the space is locally homeomorphic to the Euclidean space of dimension 2.

Definition 5.3. A topological spaces X is called locally Euclidean of dimension n if for every
x ∈ X there is an open set U such that x ∈ U and there is a homeomorphism h : Rn → U .
These homeomorphisms are called charts and any combination of charts that covers the whole X
is called an atlas.

Each of these charts creates a local coordinate system for X. Such a system provides a locus for
the n-dimensional linear algebra and calculus.

Of course, “homeomorphic to Rn” can be replaced with “homeomorphic to an open n-ball”, or
“box”, etc.:

We start with dimension 1, and here the charts are simply parametric curves:

r : (a, b)→ X.

In order to ensure that these provide us with homeomorphisms, we need to require the curves to
have no self-intersections; i.e., r(t) 6= r(s) for all a < s < t < b.

Example 5.4 (circle). The circle is a very familiar curve and it is normally parametrized with
a single function:

r(t) = (cos t, sin t), t ∈ [0, 2π].

However, r(0) = r(2π), which means that this isn’t a homeomorphism. We’ll need at least two
charts such as these:

r(t) = (cos t, sin t), t ∈ (0, 2π),
s(t) = (cos t, sin t), t ∈ (−π, π).
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�

Exercise 5.5. Suggest other atlases for the circle.

Exercise 5.6. Prove that the figure eight on the plane is not locally Euclidean.

Example 5.7 (dimension 1). Consider these examples of dimension 1 locally Euclidean spaces.
They may be closed, open, and half-open; finite and infinite; and the disjoint unions of these:

�

Example 5.8 (dimension 2). Some of the familiar spaces of dimension 2 can be parametrized
by a single function:
• the sphere (parametrized by the spherical coordinates),
• the infinite cylinder (parametrized by the cylindrical coordinates), and
• the torus (suggest a parametrization).

As these functions aren’t one-to-one, they can’t be charts.

�

Exercise 5.9. Sketch an atlas for each of these spaces. Can you make it smaller?

Example 5.10 (dimension 0). There are 0-dimensional examples too:
• a point,
• n points,
• N ⊂ R1,
• { 1n : n = 1, 2, ...}. �

Exercise 5.11. Prove that {0} ∪ { 1n : n = 1, 2, ...} is not locally Euclidean.

Exercise 5.12. Prove that in RN , the following spaces are locally Euclidean:
• open subsets;
• linear subspaces.

What are their dimensions?

5.3 Two locally Euclidean monstrosities

Can all locally Euclidean spaces serve as adequate models of the physical space? The answer is
an emphatic No. Some of the locally well-behaved spaces exhibit strange global patterns.

For the first example, we examine how we handle sequences in Rn.
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The standard basis γ of Rn is the set of all open ε-balls. What if we are interested only in
convergence of sequences to a particular point a ∈ Rn? Then we would simply consider the
standard “local” basis at a, which is the set of all open ε-balls around a. We have:

xk → a if and only if for any ε > 0 there is an N such that xk ∈ B(a, ε) for k > N .

What’s important, however, is that choosing only balls with radii equal to the reciprocals of
integers gives us a countable local basis:

γa = {B(a, 1k ) : k = 1, 2, 3, ...}.

Limiting our attention to just this collection still allows us to capture sequences convergent to a:

xk → a if and only if for any m > 0 there is an N such that xk ∈ B(a, 1
m ) for k > N .

Exercise 5.13. Prove the above statement.

The reason why this still works is the following local refining property:

Definition 5.14. If for every open subset W of X with a ∈ W there is a U ∈ γa such that
U ⊂W , then such family is called a local basis of X at a.

What about general topological spaces? Recall that a basis of neighborhoods of a topological
space X is any family γ of subsets of X that satisfies these two axioms:
• (B1) Covering: ∪γ = X;
• (B2) Refining: for any U, V ∈ γ and any x ∈ U ∩V , there is a W ∈ γ with x ∈W such that

W ⊂ U ∩ V .
A basis determines what sets are open in X. Next, for every a ∈ X, we can “localize” the basis
γ by setting:

γa := {U ∈ γ : a ∈ U}.

Exercise 5.15. Prove that for any (global) basis γ, its localization γa is a local basis.

Definition 5.16. A spaces that has a countable local basis at every point is called first-countable.

Exercise 5.17. Prove that every metric space is first-countable.

It is obvious that every locally Euclidean space is also first-countable.

However, the Euclidean space has an even nicer feature: a countable “global” basis. All it takes
is to combine the local countable bases to the ones centered at points with rational coordinates:

γ′ :=
⋃
{γx : x = (x1, ..., xn) ∈ Rn, xi ∈ Q}.

Exercise 5.18. Prove that γ′ is a basis.

Definition 5.19. A space with a countable basis of neighborhoods is called second-countable.

Exercise 5.20. Prove that every second-countable space is first-countable. Give a simple exam-
ple of a space that is first-countable but not second-countable.

Note: A second-countable space is well-behaved in the following sense. It contains a countable,
dense subset; that is, there exists a sequence {xn : n = 1, 2, ...} of elements of the space such
that every non-empty open subset of the space contains at least one element of the sequence.
Such spaces are called separable.

Example 5.21 (long line). The long line is a topological space similar to the real line R, but
a lot “longer”. While the former consists of a countable number of line segments [0, 1) attached
end-to-end, the latter is constructed from an uncountable number of such segments. This is how
it is built in a step-by-step fashion:
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• first we choose L0 := [0, 1];
• then we create countably many copies of L0 and attach to each other end-to-end; informally,

L1 := L0 × Z;
• then we create countably many copies of L1 and attach to each other end-to-end; L2 :=

L1 × Z;
• and so on:

The last step is:

L∞ :=
⋃

n

Ln \ {0}.

Any basis of the topology of this space must contain at least one open set from each [0, 1), and,
therefore, it’s uncountable. �

Exercise 5.22. Define this space via the order topology on R+× [0, 1) based on the lexicograph-
ical order on the set: (a, b) ≤ (a′, b′) if and only if a < a′ or (a = a′ and b ≤ b′).

The key difference between the long line and the Euclidean space is given in the following exercise.

Exercise 5.23. Prove that (a) the long line isn’t compact; yet, (b) every sequence has a conver-
gent subsequence. (c) What about “uncountable” sequences?

Exercise 5.24. Prove that sequentially pasting together countably many copies of [0, 1) gives a
space still homeomorphic to [0, 1).

The properties of the long line give an example of what we don’t want our model of the physical
space to be. This is why in our quest for an intrinsic, purely topological description of this space,
we impose an extra condition: second-countability.

Next, any Euclidean space X satisfies the following condition (more in the next subsection).

Definition 5.25. A space is called Hausdorff if
• any two distinct points have neighborhoods that don’t intersect.
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In the Euclidean space, it is simple: if x, y are these points in X, we choose:

U := B(x, r), V := B(y, r), r := ||x− y||/2.

Example 5.26 (line with two origins). Consider the space called the line with two origins.
It is the quotient of two copies of the real line:

R× {a} ⊔R× {b},

under the following equivalence relation:

(x, a) ∼ (x, b) if x 6= 0.

The points of this space are:
• C = [(r, a)] = [(r, b)] for each real number r 6= 0,
• A = [(0, a)], and
• B = [(0, b)].

In this space, every point has an interval neighborhood:

But also any neighborhood of A intersects any neighborhood of B; that’s not Hausdorff! �

This space is so unlike the Euclidean space (globally) that it can’t be a model of the physical
space and that’s why we require an extra condition, Hausdorff.

Thus, we have two pathological examples of locally Euclidean spaces:
• the long line is Hausdorff but not second-countable, while
• the line with two origins is second-countable but not Hausdorff.

Exercise 5.27. Prove that
• the long line is Hausdorff, and
• the line with two origins is second-countable.

5.4 The separation axioms

The Hausdorff property is an example of a “separation axiom”. We do actually separate the two
points from each other by means of disjoint open sets:
• for any x, y ∈ X,x 6= y, there are open sets U, V such that x ∈ U, y ∈ V and U ∩ V = ∅.

Example 5.28. In addition to the Euclidean space, there are a few simple examples of this
property. In the anti-discrete space, we always have U = V = X for non-empty sets, so it’s not
Hausdorff. In the discrete space, one can always choose U := {x}, V := {y}, so it’s Hausdorff.
The real line R equipped with the ray topology {(p,∞) : p ∈ R} isn’t Hausdorff because any two
rays intersect. �

A less trivial example is that of the space of functions with sup-norm.
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Exercise 5.29. Prove that C[a, b] is Hausdorff. What about Cp[a, b]? Or C(X) for some
topological space X?

Theorem 5.30. If X is Hausdorff, then {x} is closed for any x ∈ X.

Proof. The idea is to separate x from every other point in X. So, if y 6= x, then, by definition,
there are open sets U, V such that x ∈ U, y ∈ Vy and U ∩ Vy = ∅. We don’t care about U , but we
do care that x does not belong to any Vy. Then we observe:

X \ {x} =
⋃
{Vy : y ∈ X \ {x}}.

This is an open set and, therefore, its complement, {x}, is closed. �

Exercise 5.31. Prove that X is Hausdorff if and only if its diagonal ∆(X) := {(x, x) : x ∈ X}
is closed in X ×X.

A higher degree of separation than Hausdorff is when a point and a closed set are separated by
neighborhoods:
• for any closed set F and a point x that does not belong to X, there are open sets U, V such

that x ∈ U,F ⊂ V and U ∩ V = ∅.

If, in addition, every singleton {x} in X is closed, X is called regular.

Clearly, a discrete space is regular and an anti-discrete is not.

The following is obvious.

Theorem 5.32. Every regular space is Hausdorff.

Let’s consider the possibility of the converse.

Suppose X is Hausdorff, F is a closed subset of X, x ∈ X \ F . The idea is to separate x from
each y in F and then use these open sets to separate x from the whole F .

Without jumping to conclusions, let’s write down carefully exactly what we have:
• for any y ∈ F , there are open sets Uy, Vy such that x ∈ UY , y ∈ Vy and Uy ∩ Vy = ∅.

How do we build, from these, the two open sets U, V that separate x and F?
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The first idea is to take the intersections of these sets:

U :=
⋂

y∈F

Uy, V :=
⋂

y∈F

Vy.

Unfortunately, V won’t have to include the whole F .

The second idea is to try the unions:

U :=
⋃

y∈F

Uy, V :=
⋃

y∈F

Vy.

Unfortunately, U might intersect F :

The third idea is to take the intersection for U and the union for V . This is something that might
work.

Lemma 5.33. Given two collections of subsets indexed by the same set:

α = {Uy : y ∈ F}, β = {Vy : y ∈ F},

suppose they are pairwise disjoint:

Uy ∩ Vy = ∅, ∀y ∈ F.

Then the sets

U = ∩α, V = ∪β,
are disjoint too.

Proof. Suppose z ∈ U ∩ V . Then
• z ∈ Uy for all y ∈ F , and
• z ∈ Vc for some c ∈ F .

Then, z ∈ Uc ∩ Vc, a contradiction. �

Here is an outline of the proof of the theorem:
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We are in trouble when we realize that U doesn’t have to be open!

Fortunately, an extra assumption of compactness allows us to salvage the proof.

Theorem 5.34. A compact space is Hausdorff is and only if it is regular.

Proof. [=⇒] Suppose F is a closed subset of X, x ∈ X \ F . Since X is Hausdorff, we have, for
any y ∈ F , open sets Uy, Vy such that x ∈ UY , y ∈ Vy and Uy ∩ Vy = ∅. Since X is compact and
F is closed, F is compact too. Hence the open cover

γ := {Vy : y ∈ F}

of F has a finite subcover, γ′. This means that we can write:

γ′ = {Vy : y ∈ F ′},

where F ′ is some finite subset of F . Now define

U :=
⋂
{Uy : y ∈ F ′}, V :=

⋃
{Uy : y ∈ F ′}.

Both sets are open. And, by the lemma, they are disjoint. �

This proof is a typical use of compactness...

We just used the following fact: a closed subset of a compact space is compact. A partial converse
is contained in the following result.

Theorem 5.35. Suppose X is Hausdorff. Then a subset A of X is compact if and only if it is
closed.

Exercise 5.36. Prove this theorem.

These kinds of extra conditions make it easier to prove topological equivalence by removing the
need to verify the requirement that the inverse of the function is to be continuous.

Theorem 5.37. Suppose X is compact and Y is Hausdorff. If f : X → Y is continuous,
one-to-one, and onto, then f is a homeomorphism.

Proof. Suppose A is a closed subset of X. Then A is compact. But the image of a compact
space under a continuous function is a compact too. So, f(A) is a compact subset of Y . Since Y
is Hausdorff, this implies that f(A) is closed in Y . Thus, we have proven that the image of any
closed set under f is closed. Hence the preimage of any closed set under the inverse function f−1

of f is closed. Therefore, f−1 is continuous. �

Even without being locally Euclidean, a space with such conditions can be seen as a metric space.
We accept the following theorem without proof (see Munkres, Topology. A First Course, p. 216).

Theorem 5.38 (Urysohn’s Metrization Theorem). Every second-countable, regular space
is metrizable; i.e., there is a metric that generates its topology.

5.5 Manifolds and manifolds with boundary

Definition 5.39. An n-dimensional manifold is defined as a topological space that is
• locally Euclidean of dimension n,
• second-countable, and
• Hausdorff.

We’ve used cells as building blocks a lot now, are they manifolds?
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No, some of the points – the ones on the boundary of these cells – aren’t homeomorphic to
Euclidean spaces.

The 1-cell is the segment [0, 1]. Here, some of the neighborhoods are open intervals, V ≈ R, and
others are half-open intervals, U ≈ R+ (the half-line).

The same happens in all dimensions. For an n-cell σ, the neighborhoods of the boundary points
∂σ are homeomorphic to the half-ball, or to Rn

+ = {(x1, ..., xn) : x1 ≥ 0}, the closed half-space.

Proposition 5.40. Since an n-cell is homeomorphic to the closed n-ball Bn, its boundary is
homeomorphic to the (n− 1)-sphere:

∂Bn ≈ Sn−1.

Exercise 5.41. Provide the details to prove the proposition.

In dimension 2, manifolds are called surfaces. There are many surfaces around us including the
actual manifolds:

But unlike the surface of the Earth or a balloon, these have edges called boundaries.

Definition 5.42. A second-countable, Hausdorff space M is called an n-manifold with boundary
(which can be empty) if for every point a ∈M , there is an open set (a chart) U such that a ∈ U
and:
• p : Rn → U is a homeomorphism, or
• p : Rn

+ → U is a homeomorphism.

The former points compose the interior Ṁ and the latter compose the boundary ∂M of M . We
will sometimes use the notation that puts the dimension of the manifold as a superscript:

M =Mn.

Note that, if we start with a manifold with non-empty boundary, such as a closed disk, we can
remove points from its boundary one by one and acquire a new manifold at every step. In the
end of this process, we have a manifold with empty boundary, such as an open disk. All of these
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manifolds are endowed with the same topological features and, therefore, have no independent
interest. This is the reason why it is common to concentrate on compact manifolds exclusively.

Example 5.43. In addition to cells, these are compact manifolds with non-empty boundaries
that we have seen:
• the cylinder,
• the Möbius band,
• the cube,
• the cube with one pair of opposite walls identified, etc.

Also, we can produce numerous new examples of manifolds by taking any of these or any of the
surfaces below and puncture holes:

Exercise 5.44. One of the surfaces depicted above isn’t a manifold. Which one? What about
the book with n pages?

We can deform the sphere with a hole or two (but not more) into something familiar:

Example 5.45. We cut a hole in the middle of the projective plane and represent the result as
a cell complex with a single 2-cell. What is it?

�

Exercise 5.46. Describe the steps in the above construction.

The n-dimensional analog of puncturing a hole in a surface is removing a neighborhood homeo-
morphic to Rn (a void) from an n-manifold.

The following is an important result.

Theorem 5.47. The boundary of a compact n-manifold with boundaryM is an compact (n−1)-
manifold with empty boundary.
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Proof. Each point x in the boundary ∂M of the n-manifoldM has a neighborhood homeomorphic
to the half-space Rn

+ := {(x1, ..., xn) : xn ≥ 0}. In fact, x belongs to the image Nx of the
boundary of this set, which is the hyperplane,

Nx ≈ Rn
0 := {(x1, ..., xn) : x1 = 0} ≈ Rn−1.

Therefore, {Nx : x ∈ ∂M} is an atlas of ∂M . �

Exercise 5.48. (a) Provide details for the above proof. Hint: prove that the boundary ∂M
of a compact manifold is a closed subset. (b) Prove that the interior Ṁ is a manifold (without
boundary).

Theorem 5.49. The disjoint union of two n-manifolds is an n manifold.

Because of this theorem, we concentrate on path-connected manifolds.

Let’s apply these results to lower-dimensional manifolds.

Theorem 5.50. The only path-connected, compact 1-manifold is the circle, S1.

Also, as ∂M1 is just a collection of points, we have the following result.

Theorem 5.51. The only path-connected, compact 1-manifold with non-empty boundary is the
closed interval, I.

While there is only one such 1-manifold, there is a variety of surfaces. The boundaries of the
holes are circles, hence, so are the boundaries of these surfaces. Are all surfaces with boundary
like that? We know this is the case for the cylinder and even the Möbius band.

Theorem 5.52. The boundary of a compact surface M2 is:
• a closed subset of M2 =⇒
• a compact 1-manifold N1 without boundary =⇒
• the disjoint union of a finite number of circles S1.

It follows that a surface with boundary can be easily turned into a surface without boundary by
attaching a few disks:

Exercise 5.53. What happens if you attach the disk to the boundary of the Möbius band?
Prove via a diagram.

Exercise 5.54. A spider crawls on a surface and leaves a string of its web behind. How can it
find out the topology of the surface?

Exercise 5.55. One can build 3-manifolds by “thickening” graphs. Explain exactly how it is
done.

5.6 The connected sum of surfaces

Any two surfaces can be attached to each other by puncturing holes in them and then gluing
them together along the new, circular edges. The result is called the connected sum S1#S2 of
surfaces S1, S2.
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Example 5.56. This is how you construct the double torus by attaching two tori to each other
in this fashion:

�

More precisely, suppose Ni is a subset of Si for i = 1, 2 homeomorphic to a disk, then its boundary
is homeomorphic to a circle:

Ni ≈ B2, ∂Ni ≈ S1.

Then we define
S1#S2 :=

[
(S1 \N1) ⊔ (S2 \N2)

]
/∼,

with the equivalence relation generated by a homeomorphism

h : ∂N1 → ∂N2.

We can illustrate the process via these gluing diagrams:

One can also interpret the diagram by gluing along the edges:

Exercise 5.57. Prove S#S2 = S.

Exercise 5.58. What is P2#P2?

Exercise 5.59. Prove
H1(T

2#T2) = R3.

Exercise 5.60. Suppose K1,K2 are simplicial complexes the realizations of which are surfaces:

|Ki| = Si, i = 1, 2.
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• (a) Define a complex K such that |K| = S1#S2 (in other words, find a triangulation of the
connected sum in terms of those for the two surfaces). Hint: don’t cut cells.
• (b) Express the homology of K in terms of the homology of K1,K2:

H1(K) = H1(K1) ? H1(K2).

The construction allows one to classify all surfaces as in the theorem below that we will accept
without proof (see Kinsey, Topology of Surfaces, p. 81).

Theorem 5.61 (Classification of surfaces). (1) A compact path-connected surface is home-
omorphic to
• the sphere S2, or
• the connected sum of n tori T2, or
• the connected sum of n projective planes P2.

(2) These options are not homeomorphic.

Therefore, the options are only:

S2, nT2, nP2.

Exercise 5.62. Classify:
• S2#S2,
• P2#K2,
• T2#K2,
• K2#K2.

Exercise 5.63. (a) Define the 1-dimensional analog of the connected sum. (b) Classify all
1-manifolds with an analog of the above theorem.

Let’s consider what happens to the Euler characteristic when we form the connected sum of two
tori. Based on the above diagram, cutting out the disks has the following consequences:
• no new faces, net effect 0;
• one new, shared edge, net effect −1;
• one existing vertex becomes shared, net effect −1.

Accordingly, the net effect is −2.
This argument applies to all surfaces:

Theorem 5.64. For two surfaces S and T ,

χ(S#T ) = χ(S) + χ(T )− 2.

Exercise 5.65. Use the formula to compute the Euler characteristic of the n-torus.

5.7 Triangulations of manifolds

Next, we study manifolds represented by data; given a simplicial complex K, what are the neces-
sary and sufficient conditions that its realization |K| is an n-manifold Mn (without boundary)?
When this is the case, we will call K a combinatorial n-manifold.

First, let’s take care of the point-set topological issues. Since the realization is the union of
finitely many n-balls and, therefore, second-countable, then so is |K|. For Hausdorff, two points
are either in the same cell, which is itself Hausdorff, or in two disjoint stars, which serve as the
required disjoint neighborhoods.

Exercise 5.66. Provide the details of this proof and state the theorem.
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So, we only need to deal with the question whether |K| is locally Euclidean: does every point in
Mn have a neighborhood homeomorphic to Rn?

The first observation is simple.

Theorem 5.67. If |K| ≈Mn then dimK = n.

Now, suppose we have an n-dimensional simplicial complex K. How do we know that K is a
combinatorial n-manifold? Can we answer this question just by examining the list of simplices
of K? The answer is Yes.

We start with dimension n = 1. We could use the two “global” results given previously, but
instead we start from the definition. First, by the above theorem, K has to be a graph. Fur-
thermore, the star of a vertex with more than one adjacent edge isn’t homeomorphic to the open
interval; that’s why we require:
• each vertex is shared by exactly two edges.

The condition can be restated in terms of vertices only.

Theorem 5.68. A graph K is a combinatorial 1-manifold if and only if the following condition
is satisfied:
• (A1) for any vertex A ∈ K, there are exactly two vertices P,Q ∈ K with AP,AQ ∈ K.

Next, dimension n = 2. The first requirement a complex has to meet to be a surface is similar to
the one above:
• each edge is shared by exactly two faces.

Once again, this condition can fail in three ways:
• an edge isn’t contained in any face,
• an edge is contained in exactly one face,
• an edge is shared by more than two faces.

In the first case, we might have a curve. In the second, possibly, a surface with boundary.

Exercise 5.69. To justify the above statement, prove that three copies of Rn
+ glued together by

the hyperplane {x1 = 0} is not homeomorphic to Rn. Hint: same as idea as for “T” 6≈ “I”.

Now, we restate this condition combinatorially, i.e., for a 2-dimensional simplicial complex K
given by a list vertices and simplices as sets of vertices:

K = {A,B,C, ..., AB,BC, ..., ABC, ...}.

In terms of these sets, every face is a triple, such as ABC, and every edge is a double, such as
AB. The above condition can then be rephrased in terms K:
• (A2) for any edge AB ∈ K, there are exactly two vertices P,Q ∈ K with ABP,ABQ ∈ K.
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This condition does not guarantee that the realization of K is a surface, as the image below
shows.

As we can see, condition (A2) is satisfied here for all edges but the vertex in the middle does not
have a neighborhood homeomorphic to the disk.

Exercise 5.70. To justify the above statement, prove that two copies of Rn glued together by
the origin 0 is not homeomorphic to Rn.

Then we have to require that the faces around each vertex are arranged in, and can be listed as,
a circular fashion to form a disk-like subcomplex.

Given a vertex A the faces (triangles) that contain A must form a “cycle”:

T1 glued to T2 glued to T2 ... Tm glued to T1.

We can state this as a condition on faces:
• For each vertex A, suppose

⋄ all edges that contain A are E1, E2, ..., Ek, and
⋄ all triangles that contain A are T1, T2, ..., Tm.

• Then k = m and the two sets can be reindexed in such a way that:
⋄ E1 is shared by T1, T2;
⋄ E2 is shared by T2, T3;
⋄ ...
⋄ Em is shared by Tm, T1.

Of course, we recognize this collection of simplices as the star of vertex A.

Restated in terms of subsets of K = {A,B,C, ...}, the above condition will take the following
form:
• (B2) for each vertex A ∈ K, the set of adjacent vertices {B ∈ K : AB ∈ K} can be

represented as {B1, B1, ..., Bm} with

AB1B2, AB2B3, ..., ABmB1 ∈ K.

We have proved the following.

Theorem 5.71. A 2-dimensional simplicial complex K is a combinatorial 2-manifold if and only
if it satisfies conditions (A2) and (B2).

Exercise 5.72. Is this a triangulation of the projective plane?
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Exercise 5.73. Prove an analog of the above theorem for manifolds with boundary.

Exercise 5.74. When is a cubical complex in R3 a surface?

The reason why we impose these conditions on a complex is clear now: we have to check that
the star of every simplex of every dimension forms an n-ball. The difficulty is that there will be
n such conditions and we will have to set them up one at a time for each dimension from 0 to n.
Let’s consider just one of them.

In light of our discussion of conditions (A1) and (A2), the easiest way things can go wrong is
when three pieces that are already homeomorphic to the n-ball are glued to each other. In other
words, if an (n− 1)-simplex is shared by three distinct n-simplices, this is not an n-manifold.

Condition (A3) is illustrated below:

Unlike the theorem above for n = 2, the next one gives us only a necessary condition.

Theorem 5.75. If K is a combinatorial n-manifold then the following condition holds:
• (An) if A0A1...An−1 ∈ K then there are exactly two vertices P,Q ∈ K with

A0A1...An−1P ∈ K and A0A1...An−1Q ∈ K.

What conditions (A1),(A2), ...,(An) have in common is not the dimensions of these cells but
rather their codimensions:

codimσ := n− dimσ.

These conditions are about cells of codimension 1.

Exercise 5.76. Suggest condition (B3) and illustrate it with a sketch. Hint: what’s the codi-
mension?

Exercise 5.77. Give an example of a simplicial complex that satisfies conditions (A3) and (B3)
but is not a combinatorial 3-manifold.

5.8 Homology of curves and surfaces

From the discussion of the local issues in the last subsection, we move on to the global issues.

Suppose K is a combinatorial n-manifold which is path-connected. What do we know about the
homology of K?
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Let’s list the results that we have established so far. Since there are no cells of dimension above
n in the manifold, we conclude that

Hk(K) = 0, k > n.

Then we only need to consider Hk(K) for k = 0, 1, ..., n. We group the results as follows.

Group 1, the 0 dimension:
• H0(K) = Z for any K.

Group 2, the intermediate dimensions:
• H1(S

2) = 0;
• H1(T

2) = Z× Z;
• H1(K

2) = Z× Z2;
• Hk(S

n) = 0 for 0 < k < n.

Group 3, the nth dimension:
• H1(S

1) = Z;
• H2(S

2) = H2(T
2) = Z;

• H2(K
2) = H2(P

2) = 0;
• Hn(S

n) = Z.

Note: Let’s be clear here and make an important point: the formulas in Groups 2 and 3 are the
result of computations of homology for several specific representations of these topological spaces
as simplicial and cell complexes. Meanwhile, the formula in Group 1 was proved as a theorem
independent of representations. Our goal in this subsection is a similar theorem for Group 3.

We see only two outcomes in Group 3: 0 and Z. Let’s try to explain why this is to be expected.

As we know, H2(K) is determined by whether |K| has a void in it. In other words, whether
this surface holds air inside. If it does, there is one side of the surface that touches the air while
the other doesn’t. Such surfaces are called orientable; for example, the sphere and the torus.
Otherwise, a surface is called non-orientable. In that case the surface doesn’t separate inside
from the outside; for example, the Klein bottle and the projective plane. The reason is that, as
we have seen, these surfaces contain the (one-sided) Möbius band.

Below we will concentrate on the orientable case.

Let’s consider the sphere. In the case of its simplest cell complex, the void is captured by the
single 2-cell, as a cycle. In the case of its simplest simplicial complex, it is the sum of all of its
four 2-cells:

Hence the idea: the 2nd homology is generated by the sum of all 2-cells of the sphere:

H2 =< α+ β + γ + δ > .

For the general case, we conjecture that the nth homology group of an n-manifold may be
generated by the sum of all of its n-cells. The question is though, what should be signs (and the
orientations) of these cells in the sum?

To see how we can handle this issue, we start with dimension n = 1. We will work combinatorially,
with the simplicial complex K the realization of which is the 1-manifold M , which is supposed
to be the circle.
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Suppose we have an edge A1A2 ∈ K. Then, by condition (A1) from the last subsection applied
to vertex A2, there is exactly one vertex A3 ∈ K such that A2A3 ∈ K. We do the same for
vertex A3 next and then continue by induction. Since K is finite, this process will have to start
to repeat itself. Also, since K is path-connected, the list of its vertices will then be exhausted.
Therefore, there is an integer N such that
• A1, ..., AN is the list of all vertices of K, and
• A1A2, ..., AN−1AN , ANA1 ∈ K.

Then we have a circular sequence of edges and vertices:

Let’s consider the all-including 1-chain:

τ := A1A2 + ...+AN−1AN +ANA1.

Is this what we want? Compute:

∂τ = ∂(A1A2) + ...+ ∂(AN−1AN ) + ∂(ANA1)
= (A2 −A1) + (A3 −A2) + ...+ (AN −AN−1) + (A1 −AN )
= 0.

It’s a cycle! What happened here? All vertices in the boundary of τ cancelled because each
appeared twice, with + and with −.
For convenience, let’s add AN+1 = A1 to the list; then we have

τ =
N∑

i=1

siAiAi+1.

Now, something we could have overlooked, if we hadn’t been expecting to see it, is that choosing
A1A2, ..., AN−1AN , ANA1 ∈ K amounts to choosing an orientation of all 1-cells in K, which
becomes then an oriented simplicial complex. This isn’t, however, just any set of orientations of
simplices; they are chosen in such a way that they follow this “cancellation rule”:
• two edges that share a vertex induce opposite orientations on that vertex.

Theorem 5.78. If K is a combinatorial path-connected 1-manifold, then

H1(K) =< τ >= Z.

Proof. What’s left to be proven? We need to find the rest of the 1-cycles. Suppose σ is one.
Then,

σ =

N∑

i=1

siAiAi+1,

for some si ∈ Z. Then,

∂σ =
∑N
i=1 si∂(AiAi+1),

=
∑N
i=1 si(Ai+1 −Ai)

=
∑N
i=1(si+1 − si)Ai

= 0?
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Due to Ai 6= 0, in order to produce zero, the coefficients have to vanish: si = si+1. Therefore,
si = s for all i. Hence

σ =
∑N
i=1 sAiAi+1,

= s
∑N+1
i=1 AiAi+1

= sτ ∈< τ > . �

The result is certainly familiar, but this is the first time it is proven to be independent of the
realization.

Now, we are after a generator, denoted by OK , of the nth homology group of a combinatorial
n-manifold K:

Hn(K) =< OK > .

When this group is non-zero, OK is called the fundamental class of K.

What possible lessons have we learned from the case of dimension 1?
• (1) The candidate for the fundamental class is the sum of all n-cells in K, provided they are

oriented according to the “cancellation rule”:
• (2) Two n-cells that share an (n− 1)-cell induce opposite orientations on that cell. Such an

orientation is called compatible and the procedure for finding one is based on the following:
• (3) Selecting an orientation for a single n-cell dictates the orientations of all the rest. If a

compatible orientations exists for all cells, the manifold is called orientable.

Exercise 5.79. Use the above approach to prove Hn(S
n; Z2) = Z2.

We next apply this approach to the case n = 2.

We can always choose compatible orientations, as long as we deal with one edge at a time:

We proceed as follows. Start with an oriented face τ . Next, τ has an edge d. This edge must be
shared with a face λ. Then λ is given the orientation compatible with that of τ . Next, λ has an
edge f shared with another face which has to have the compatible orientation with λ, etc. At
every step, we move from a face to an adjacent face and every time the orientation of the next
face is “forced”. This may continue for a while:
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But what happens if we make a full circle and come back to τ? It’s possible that the orientation
to be imposed on τ from the last face will be opposite of what we have already. The last line
above suggests how this can happen: the strip of faces we follow may have finished a full flip
when we come back. In other words, we have the Möbius band inside:

Meanwhile, this four-cell triangulation of the sphere is acceptable:

Exercise 5.80. Show that there is no compatible orientation of the Möbius band M2, regardless
of the triangulation. Prove that a combinatorial surface is orientable if and only if it doesn’t
contain M2 as a subcomplex.

Exercise 5.81. Prove that for a non-orientable path-connected compact combinatorial surface
K, the second homology group is trivial, H2(K) = 0. Hint: consider again the propagation of
coefficients of faces in the decomposition of a 2-cycle.

5.9 The nth homology of n-manifolds

The two low dimensions we have considered so far are special:
• dimension 1: all manifolds are orientable;
• dimension 2: non-orientability is detected by the presence of the Möbius band.

Let’s recall that, in general, an orientation of a simplex is a particular way of listing its vertices.
The given orientation of a simplex is passed along to its faces by dropping one of the vertices
from the ordered list:

Once orientability is understood, the proof is very similar to the case of dimension 1. Let’s just
follow the algebra.

As a combinatorial n-manifold K has no (n+ 1)-cells, its nth boundary group is trivial:

Bn(K) = ∂(Cn+1(K)) = ∂(0) = 0.
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Therefore, we only need to compute the n-cycle group:

Hn(K) = Zn(K)/Bn(K) = Zn(K)/0 = Zn(K).

Suppose C is a non-zero n-cycle and

C :=
∑

s

dss, ds ∈ Z,

with summation over all n-cells s in K. What do we know about these numbers?

The boundary ∂C of C is zero:

∂C = 0,

or

∂C =
∑

s

ds∂s = 0.

Since this is the sum of all (n − 1)-cells in an n-manifold, we can use condition (An): every
(n− 1)-cell is shared by exactly two n-cells. Therefore, every (n− 1)-cell e appears exactly twice
in the above sum. Because ∂C = 0, every (n− 1)-cell e has to cancel. We have the following:

Lemma 5.82. If (n− 1)-cell e is shared by n-cells σ and τ then

dσ = ±dτ .

So far, this number could be zero. Now, since K is path-connected, one can get from s to any
other face by following edge-face-edge-face... sequence. By applying the lemma inductively, we
obtain the following result.

Lemma 5.83. For any two n-cells σ and τ in K, we have

dσ = ±dτ .

Which sign? We need to look at the orientations of these cells. Suppose n-cells σ, τ share (n−1)-
cell e. Then they have orientations that generate the opposite orientations on e. Otherwise,

C = σ + τ + terms w/o σ, τ =⇒
∂C = e+ e+ terms w/o e

6= 0,

because e 6= 0. These n-cell are then compatibly oriented.

Lemma 5.84. Suppose C is a non-zero n-cycle in an orientable path-connected combinatorial
n-manifold K and

C =
∑

s

dss, ds ∈ Z,

with the summation over all n-cells s in K. Then, for any two faces σ and τ in K, we have

dσ = dτ .

It follows that

C = d
∑

s

s,

for some real d. We have proven the following important result.
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Theorem 5.85. Suppose K is an orientable path-connected combinatorial n-manifold. Then
the nth homology group of K is cyclic:

Hn(K) =< OK >∼= Z,

generated by the fundamental class, which is the sum of all n-cells in K compatibly oriented:

OK :=
∑

s

s.

Theorem 5.86. Suppose K is a non-orientable path-connected combinatorial n-manifold. Then
the nth homology group of K is trivial:

Hn(K) = 0.

Exercise 5.87. Prove the theorem. Hint: use the lemmas above.

5.10 Homology relative to the boundary

But what if K has boundary? We know that the formula doesn’t hold anymore; after all, the
cylinder can’t hold air... We can make it hold air if we patch its holes! Patching the two holes
turns the cylinder into a surface without boundary. This surface, the sphere, can hold air:

To appreciate this observation, compare it to patching the hole of the Möbius band. The result is
the projective plane that still can’t hold air. These two examples show that the homology of the
“patched” version of the manifold is just as interesting as that of the original! The nth homology
of the former is, in fact, more interesting because it tells us when the manifold is orientable.

The patching of a surface can be accomplished, topologically, by adding disks to cover the holes
or by collapsing each hole to a point, one at a time.

Exercise 5.88. Suggest a procedure for patching holes in a combinatorial surface.

Patching isn’t as simple for a general combinatorial n-manifold K. Fortunately, we know of an
alternative approach: collapsing. We need to collapse to a point each path-component of the
boundary ∂K. This collapse yields an equivalence relation on K. But, is this still a simplicial
complex?

Exercise 5.89. Give an example when it’s not.

Instead of dealing with this issue, we follow a purely algebraic path. We saw previously how to
use the quotients of the chain groups:

Ck(K, ∂K) := Ck(K)/∼.

The homology is then computed via the quotients of the boundary operators:

[∂k] : Ck(K, ∂K)→ Ck−1(K, ∂K).
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The result is called the relative homology with respect to the boundary and is denoted byH(K, ∂K).

Example 5.90. Let’s compute H(B2,S1), the homology of the disk relative to its boundary.

The complex K of the disk is:
• 0-cell: A;
• 1-cell: a;
• 2-cell: τ ;
• boundary operator: ∂(τ) = a; ∂(a) = 0.

We create the relative chain complex by identifying the 1-cell with 0. Then the quotients of the
chain groups of K are:

C2(K, ∂K) = C2(K)/∼ =< τ >;
C1(K, ∂K) = C1(K)/∼ =< a > / < a >= 0;
C0(K, ∂K) = C0(K)/∼ =< A > .

Here is what relative 1-cycles look like:

The quotients of the boundary operators and groups form a chain complex and we compute its
homology as follows:

< τ >
[∂2]=0−−−−−−−−→ 0

[∂1]=0−−−−−−−−→ < A >
kernels : Z2 =< τ > Z1 = 0 Z0 =< A >
images : B2 = 0 B1 = 0 B0 = 0
quotients : H2 =< τ >∼= Z H1 = 0 H0 =< A >∼= Z

Both the chain complex and the homology groups coincide with those of the sphere, just as we
expected. �

Exercise 5.91. Provide such a homology computation for the Möbius band.

Exercise 5.92. Prove that {C(K, ∂K), [∂]} is a chain complex.

6 Products

6.1 How products are built

The idea of the product may be traced to the image of a stack, which is a simple arrangement of
multiple copies of X:
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More complex outcomes result from attaching to every point of X a copy of Y :

Example 6.1 (vector spaces). As an example from linear algebra, what does the following
identity mean?

R×R = R2?

We can think of it as if a copy of the y-axis is attached to every point on the x-axis. Or, we can
think in terms of products of sets:

x ∈ R, y ∈ R =⇒ (x, y) ∈ R×R. �

Generally, for any two sets X and Y , their product set is defined as the set of ordered pairs taken
from X and Y :

X × Y := {(x, y) : x ∈ X, y ∈ Y }.

Now, it is important to keep in mind that these three sets are just bags of points. How do these
points form something tangible? Before we specify the topology, let’s consider a few examples of
visualization of products.

Example 6.2 (square). Let

[0, 1]× [0, 1] := I× I = I2

You can see how a copy of Y = I is attached to every point of X = I, and vice versa. �

The building blocks here are just subsets of R and the construction simply follows that of R×R.

Exercise 6.3. Provide a similar sketch for the cube:

I× I× I = I× I2 = I3.

Example 6.4 (cylinder). Consider

S1 × I.
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To build the cylinder this way, we place the circle S1 on the plane R2 and then attach a copy of
[0, 1], vertically to each of its points. �

In all of these cases, the product fits into R2 or R3 and is easy to visualize. What if both sets
are in R2?

Example 6.5 (torus). A similar procedure for the torus:

S1 × S1 = T2

is impossible. As both copies of S1 lie in R2, the product would lie in R4. One, however, might
think of small circles attached, vertically but with a turn, to each point of the large circle on the
plane.

�

Example 6.6 (thickening). First, let’s observe that we can understand the product

S1 × I

not as a cylinder but as a ring (annulus), if we attach the copies of Y in a different manner:

The idea is that the product of a space with the segment I means “thickening” of the space. As
an example, the product

S2 × I

is a thickened sphere:

�

We have followed the rule:
• attach a copy of Y to every point of X (or vice versa).

Now, the ways these copies are attached aren’t identical! We do see how this gluing is changing
as we move in X from point to point. The change, however, is continuous. Is continuity enough
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to pinpoint what the topology of the product is? The example below shows that the answer is
No.

Example 6.7. Just as with the cylinder, we are attaching segments to the circle but with a
gradual rotation. The result is, of course, the Möbius band.

�

Exercise 6.8. Is the above rule violated in this construction?

Example 6.9 (surgery). Recall that the connected sum takes two surfaces and attaches them
to each other in two steps:
• punch a hole in either, and then
• glue the edges of the hole to each other.

Below is an illustration of this construction along with its 1-dimensional analog:

Alternatively, we can look at this construction as one applied to a single manifold, either made
of two pieces or not. Now, one can see this modification of the manifold as a replacement of its
part:
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The construction is called surgery. For surfaces, the replacement is of two disks with a cylinder.
Note that together these three surfaces form the boundary of a solid cylinder, B2 × I.

Then we can see the surgery as a replacement of a certain product with another product

∂I×B2 ←→ I× ∂B2.

Such an operation is possible because the boundaries of these two sets are homeomorphic. �

In an (n+m− 1)-manifold the surgery carries out this replacement:

∂Bm ×Bn ←→ Bm × ∂Bn.

Exercise 6.10. Provide illustrations for surgeries with n+m ≤ 4.

6.2 Products of spaces

What is the meaning of this identity:

R×R = R2?

In linear algebra, the question arises because vector operations make sense with or without
coordinates. One then needs to demonstrate how we can define the algebraic operations on the
product set R×R in terms of the operations on either copy of R, so that we have an isomorphism:

R×R ∼= R2.

Note that we have been using an alternative notation for vector spaces and groups:

R⊕R ∼= R2.

Following this lead, we would like to demonstrate how we can define the topology on the product
set R×R in terms of the topology on either copy of R, so that we have an homeomorphism:

R×R ≈ R2.

The question is: what is the relation between the topology of the xy-plane and the topologies of
the x- and y-axes? The question appears indirectly in elementary calculus:
• f(·, ·) is continuous if and only if f(·, b) and f(a, ·) are continuous for each a, b.
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However, this isn’t the definition of continuity of a function of two variables (that would make it
dependent on the choice of the Cartesian system in R2) but rather a theorem. Its proof reduces
to the question of convergence:
• (xn, yn)→ (a, b)⇐⇒ xn → a and yn → b.

But, the convergence in R2 is based on the topology generated by disks, while that of R is based
on intervals. The solution was demonstrated previously: the Euclidean topology of the plane
coincides with the topology generated by rectangles:

And those rectangles are simply products of the intervals that come from the two copies of R.
Taking all pairwise products of intervals from the first copy of R and all from the second copy
gives us the right topology on R2.

This analysis motivates the definition.

Definition 6.11. Given two topological spaces X and Y . Then the product X×Y of X and Y is
a topological space defined on the product set X × Y with the following basis of neighborhoods:

{U × V : U open in X, V open in Y }.

The basis generates a topology called the product topology.

Pairwise products of the standard bases of the spaces we saw in the last subsection are shown
below:

Now, as always, is this well-defined? In other words, is the collection defined this way always a
basis?

Theorem 6.12. Given spaces X and Y with bases τ and σ respectively, the collection

γ := {V ×W : V ∈ τ,W ∈ σ}

is a basis on X × Y .

Proof. We need to verify the two axioms of basis.
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For (B1), consider ⋃
γ =

⋃{V ×W : V ∈ τ, W ∈ σ}
=

⋃(
{V : V ∈ τ} × {W : W ∈ σ}

)

= X × Y,
since both τ and σ satisfy (B1).

For (B2), suppose we have two neighborhoods A,A′ in X×Y and a point u that belongs to their
intersection:

A = V ×W, V ∈ τ,W ∈ σ,
A′ = V ′ ×W ′, V ′ ∈ τ,W ′ ∈ σ,
u = (x, y) ∈ A ∩A′.

The last assumption implies that

x ∈ V ∩ V ′, y ∈W ∩W ′.

Then, from the fact that τ and σ satisfy (B2) we conclude:
• there is a Q ∈ τ such that x ∈ Q ⊂ V ∩ V ′, and
• there is a P ∈ σ such that y ∈ P ⊂W ∩W ′.

Hence,

u = (x, y) ∈ Q×P ⊂ V ×W∩V ′×W ′ = A×A′. �

The construction followed this outline:

It is crucial to demonstrate that the product topology matches the implied topology of the spaces
we build in the last subsection.

Exercise 6.13. Prove the following homeomorphisms:

•
(
n-point set

)
×
(
m-point set

)
≈

(
nm-point set

)
;

• R× {x} ≈ R;
• Rn ×Rm ≈ Rn+m;
• I× I ≈ I2 = square;
• In × Im ≈ In+m;
• S1 × I ≈ the cylinder;
• S1 × S1 ≈ T2 = the torus.

Exercise 6.14. Prove that the following is equivalent to the original definition:
• given two topological spaces X and Y with bases σ and τ respectively, the product X × Y

is a topological space with the following basis:

{U × V : U ∈ σ, V ∈ τ}.
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Exercise 6.15. Prove that the metric d of a metric space (X, d) is continuous as a function
d : X ×X → R on the product space.

Exercise 6.16. Prove:

X × Y ≈ Y ×X.

Exercise 6.17. Prove that the product of an n-manifold and an m-manifold is an (n + m)-
manifold.

6.3 Properties

Many topological properties are preserved under products.

Theorem 6.18. If both X and Y are Hausdorff then so is X × Y .

Proof. Suppose we have two distinct points (x, y) and (u, v) and we need to separate them by
two disjoint neighborhoods.

There are only two possibilities.
• (1) x and u are distinct, then they can be separated by U and V in X.
• (2) y and v are distinct, then they can be separated by U ′ and V ′ in Y .

Then we have:
• if both (1) and (2) hold, (x, y) and (u, v) are separated by U × U ′ and V × V ′;
• if it’s (1) but not (2), they are separated by U × Y and V × Y ;
• if it’s (2) but not (1), they are separated by X × U ′ and X × V ′. �

The construction followed this outline:

Theorem 6.19. If both X and Y are path-connected then so is X × Y .

Proof. Suppose we have two points (u, v) and (x, y) in X ×Y , then we need to find a path from
one to the other. From the path-connectedness of X and Y , it follows that there are continuous
functions
• f : [0, 1]→ X with f(0) = u, f(1) = x, and
• g : [0, 1]→ Y with g(0) = v, g(1) = y.

Then the function
• q : [0, 1]→ X × Y defined by q(t) := (f(t), g(t))

gives us the path. �

The construction followed this outline:
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Exercise 6.20. Prove that q is continuous.

More general is the following.

Definition 6.21. Given two functions,

f : Z → X, g : Z → Y,

the product function

f × g : Z → X × Y
is given by

(f × g)(z) := (f(z), g(z)).

Theorem 6.22. If both f, g are continuous then so is their product f × g.
Exercise 6.23. Prove the theorem.

Exercise 6.24. Even more general is the product of maps f : A → X, g : B → Y . Define it,
show that it includes the last definition, and prove its continuity.

Recall that the graph of a map f : X → Y is a subset of X × Y :

Graph f := {(x, y) ∈ X × Y : y = f(x)}.

Exercise 6.25. Prove that

Graph f ≈ X.

In particular, the graph of the identity map IdX : X → X coincides with the diagonal:

Graph IdX = ∆(X) := {(x, y) ∈ X ×X : y = x}.

Next, is compactness preserved under products?

Exercise 6.26. Prove that the answer is Yes for compact subsets X,Y of Euclidean spaces.
Hint: you’ll have to prove first that the product of two closed subsets is closed.

At least we know that X × Y is “made of” compact spaces:
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Indeed,

X × Y =
⋃

y∈Y

Xy,

where, for each y ∈ Y , the set
Xy := X × {y} ⊂ X × Y

is homeomorphic to X, which is compact.

Exercise 6.27. Show that this doesn’t imply that X × Y is compact, unless Y is finite.

What about the general case?

We start over. We will try to apply the same approach as above: split the problem to those
for X and Y , solve both separately, combine the solutions to form a solution for the product.
This time, the problem is that of finding a finite subcover of an open cover. Unfortunately, the
process of creating a basis of X×Y from those of X and Y , as shown above, isn’t reversible. For
example, the intervals in R and the disks in R2 produce solid cylinders in R3 not balls. So, for
the plan to work, we need to show that compactness holds even if we only deal with open covers
of a particular kind.

Theorem 6.28. A topological space X is compact if and only if there is a basis β of its topology
so that every cover of X by members of β has a finite subcover.

Exercise 6.29. Prove the theorem.

We start over. Suppose βX and βY are bases of X and Y , respectively. According to the last
theorem, we only need to prove that every cover of X × Y by members of the basis

βX×Y := βX × βY = {U × V : U ∈ βX , V ∈ βY }
has a finite subcover. Suppose γ is such a cover. Now, every of its elements is a product and we
have

γ = {U × V : U ∈ γX ⊂ βX , V ∈ γY ⊂ βY },
for some covers γX , γY . Now we find a finite subcover in either of them, say, γ′X , γ

′
Y , and let

γ′ := γX × γY ,
which is a finite subcover of γ.

Exercise 6.30. Find a flaw in this argument.

We start over.

Theorem 6.31. If both X and Y are compact then so is X × Y .

Proof. The idea is to use the compactness of every Xb, b ∈ Y, to come up with an open
neighborhood Vb ⊂ Y of b, and then use the compactness of Y .

The first stage is illustrated below:
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Suppose βX and βY are bases of X and Y , respectively. Suppose γ is a cover of X × Y the
elements of which are products of the elements of the two bases:

γ = {W = U × V }, U ∈ βX , V ∈ βY .

Choose any b ∈ Y . Then γ is a cover of Yb. Since Yb is compact, there is a finite subcover γb of
γ. We then let

Vb :=
⋂
γb.

As a finite intersection of open sets, Vb is open.

In the second stage, we first consider an open cover of Y :

α := {Vb : b ∈ Y }.

Then, since Y is compact, we can find its finite subcover:

α′ = {Vb : b ∈ F},

where F is some finite subset of Y . Finally, we set:

γ′ := {U × V ∈ γ : U × V ∈ γb, b ∈ F}. �

Exercise 6.32. Prove that γ′ is a finite subcover of γ. Hint:

Further, one can easily define and study products of finitely many spaces but products of an
infinite number of spaces are also possible.

6.4 The projections

Just as the relative topology comes with the inclusion map and the quotient topology comes with
the identification map, the product topology also comes with a new map – the projection.

Example 6.33. Let’s start with the simple projection of the xy-plane on the x-axis,

p : R2 → R.

It is given by p(x, y) = x:

Let’s make a couple of observations:
• for each b, the function p(x, b) = x is continuous as the identity;
• for each a, the function p(a, y) = a is continuous as a constant function.

Therefore, as we know from calculus, p is continuous. �



6. PRODUCTS 365

Definition 6.34. Suppose X,Y are two topological spaces. The projections

pX : X × Y → X, pY : X × Y → Y,

of X × Y on X and Y respectively are defined by

pX(x, y) := x, pY (x, y) := y.

Theorem 6.35. The projections are continuous.

Proof. Suppose V is open in X. Then, p−1
X (V ) = V ×Y , which is open in X ×Y in the product

topology, since Y is open in Y . �

Exercise 6.36. What is the linear algebra analog of this statement?

Example 6.37. The projection of the cylinder on the circle “looks” continuous – one can imagine
an old chimney collapsing to the ground:

The meaning of the projection of torus p : T2 → S1 is not as obvious because it might seem that
in order to map it onto the equator you’d have to tear it:

�

Exercise 6.38. Sketch the projection of the torus onto one of its meridians.

The projection of the square I2 = [0, 1] × [0, 1] to the x-axis is continuous as the restriction of
the map p above. In fact, any subset in the plane can be projected to the x-axis:

This is the reason why the restrictions of the projection are also called by the same name. The
idea is suggested by that of a shadow, such as the one of this arrow:
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Exercise 6.39. Describe projections with a commutative diagram. Hint: you’ll need to use
inclusions.

Theorem 6.40.

(X × Y )/Y ≈ X.

Exercise 6.41. Prove the theorem.

A more general concept is that of a self-projection, which is any self-map P : X → X that satisfies
PP = P .

Exercise 6.42. Assuming that a self-projection p is a realization of a cell map P , what can you
way about detP∗?

Exercise 6.43. Suggest a non-constant self-projection of the Möbius band.

6.5 Products of complexes

If we are able to decompose a topological space into the product of two others, Z = X × Y , we
expect X and Y to be simpler than Z and to help us understand Z better. An example is the
torus as the product of two copies of the circle, which reveals the two tunnels. To make this idea
more precise, we need to apply it to spaces that are realizations of complexes. The hope is that
our data structure will follow the topology:

|K × L| ≈ |K| × |L|,

and we may be able to express the homology groups of K × L in terms of those of K and L. To
start on this path, we need to define the product of two complexes.

The construction should be very simple: for two complexes K,L, let

K × L := {a× b : a ∈ K, b ∈ L}.

These are pairwise products of every cell of K and every cell in L, of all (possible different)
dimensions! What’s left is to define the product of two cells.

Simplicial complexes have proven to be the easiest to deal with, until now. The problem we
encounter is at the very beginning: the product of two simplices isn’t a simplex! It’s a prism:

Then, we can’t study the product K × L of simplicial complexes without further triangulation.

Exercise 6.44. Triangulate the prism.

Fortunately, cubical complexes have no such problem because the product of two cubes is a cube!
In fact, the product of an n-cube and an m-cube is an (n+m)-cube:

In × Im = In+m.

In other words, if a and b are n- and m-cells respectively, then a× b is an (n+m)-cell.

Example 6.45 (segment times segment). Suppose we have two copies of the complex that
represents the segment:
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Then K has 3 cells:
• 0-cells: A and B,
• 1-cell: a;

and L has 3 cells too:
• 0-cells: C and D,
• 1-cell: b.

Now, to find the product of K and L, we take a cell x from K and a cell y from L, and add their
product x× y to the list. Then K × L has 3× 3 = 9 cells:
• 0-cells: A×B, A× C, B × C, B ×D;
• 1-cells: A× b, B × b, a× C, a×D;
• 2-cells: a× b.

What we have is the complex of the square. �

Example 6.46 (hollow square times segment). More complicated is the product of the
complexes of a hollow square and a segment:

We have for K × L:
• 0-cells: 8,
• 1-cells: 8,
• 2-cells: 4.

This is the finite analog of the topological product of the circle and the segment, S1 × I. The
result is the cylinder, as expected. �

Exercise 6.47. Finish the example.

Back to simplicial complexes. It is in fact easy to build new simplices from old! Consider how
adding a new vertex instantly gives as several:

It is simply a matter of adding a new vertex to each list, which defines a certain operation of
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simplices:
• A · C = AC;
• B · C = BC;
• a · C = AB · C = ABC = aC.

How do we build an (n + 1)-simplex from an n-simplex? Suppose we have n geometrically
independent (in general position) points A0, ..., An ∈ RN that represent n-simplex

σ := A0...An.

Suppose another vertex An+1 = Q is also available. If the vertex is geometrically independent of
the rest, we have a desired (n+ 1)-simplex

τ := A0...AnAn+1.

This is called the cone construction.

Meanwhile, on the data side, we are simply adding a new element to the list of vertices of the
original simplex, as above.

The construction suggests a simple idea of how to define “products” of simplices – just combine
their lists of vertices!

Definition 6.48. The join of an n-simplex σ = A0...An and an m-simplex τ = B0...Bm is an
(n+m+ 1)-simplex

σ · τ := A0...AnB0...Bm.

For example, the 3-simplex is the join of two 2-simplices:

This operation isn’t commutative because the order affects the orientation of the new simplex.

Exercise 6.49. Prove:
σ · τ = (−1)(dimσ+1)(dim τ+1)τ · σ.

Exercise 6.50. Describe the geometric realization of the join by expressing |a · b| in terms of
|a|, |b|.
Definition 6.51. The join of two simplicial complexes is defined as the set of all pairwise joins
of the simplices (including the empty simplex) of the two complexes:

K · L = {a · b : a ∈ K, b ∈ L}.

Exercise 6.52. Prove that K · L is a simplicial complex.

Example 6.53. The circle is the join of two 2-point complexes:
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�

Exercise 6.54. Represent these simplicial complexes as joins:
• the segment, the disk, the n-ball;
• the sphere, the n-sphere.

6.6 Chains in products

What effect does forming the product of two cubical complexes have on the homology? Is the
homology group of the product equal to the product of the homology groups? The idea seems to
be confirmed by our most popular example of product, the torus:

H1(T
2) = H1(S

1 × S1) ∼= H1(S
1)×H1(S

1).

We need to understand what happens to the chain groups first, in the cubical case.

According to the last subsection, the cells of K are “cross-multiplied” with those of L:
• an i-cell in K and a j-cell in L are combined to create an (i+ j)-cell in K × L.

As linear combinations of cells, the chains of K are also “cross-multiplied” with those of L:
• an i-chain in K and a j-chain in L are combined to create an (i+ j)-chain in K × L.

Consequently, we won’t try to compute the kth chain groups Ck(K ×L) of the product from the
groups Ck(K) and Ck(L) of chains of the same dimension. Instead, we’ll look at the complemen-
tary dimensions. In other words,
• Ck(K × L) is found from the pairwise products of the elements of Ci(K) and the elements

of Cj(L) for all pairs (i, j) with i+ j = k.
Taken together, these correspondences create a function called the cross product:

× : Ci(K)× Cj(L)→ Ci+j(K × L),

given by
(x, y) 7→ x× y.

Proposition 6.55. The cross product is
• bilinear; i.e., it is linear on either of the two arguments; and
• natural; i.e., for any cubical maps f : K → K ′, g : L→ L′, we have

(f, g)∆(a× b) = f∆(a)× g∆(b).

Note that this idea will later apply to homology: the kth homology Hk(K × L) is expressed as
the sum of pairwise combinations of Hk(K) and Hi−k(L) for all i (the Künneth formula).

Example 6.56 (torus). Let’s consider the torus again.
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The torus itself, a 2-manifold, is the product of the two circles, 1-manifolds, and their 1st homology
groups are generated by the 1-cycles, the fundamental classes, a and b. Now, we conjecture that
the 2-cycle τ of the void of the torus, the fundamental class of this 2-manifold, is constructed as
the product of these two 1-classes a, b.

This reasoning applies to the other homology classes of the torus. The longitude (or the latitude)
of the torus, a 1-manifold, is the product of a circle, 1-manifold, and a point, 0-manifold. We
conjecture that the 1-cycle represented by the longitude (latitude) is constructed as the product
of the 1-cycle of the first circle and the 0-cycle of the second circle. If this is true, the identity
we started with was just a coincidence!

Let’s work out this example algebraically...

We list the chain groups of these two complexes and their generators:

C0(K) =< A1, A2, A3, A4 >, C1(K) =< a1, a2, a3, a4 >;
C0(L) =< B1, B2, B3, B4 >, C1(L) =< b1, b2, b3, b4 > .

Then, for the product
M = K × L,

we have:

C0(M) =< Ai ×Bj : i, j = 1, 2, 3, 4 >;
C1(M) =< Ai × bj , ai ×Bj : i, j = 1, 2, 3, 4 >;
C2(M) =< ai × bj : i, j = 1, 2, 3, 4 > . �

As we know, the boundary operator of a cubical complex can be defined on the cubes as products
of cubes of lower dimension according to this Leibniz-type formula:

∂M (a× b) = ∂Ka× b+ (−1)dim aa× ∂Lb.

This formula is extended to the chains and then serves as the boundary operator

∂M : Ck(M)→ Ck−1(M)

of the product complex M := K × L. We also know that

∂M∂M = 0.

Example 6.57 (torus). To confirm this idea, let’s compute the boundary operator for the torus
M :

∂(Ai ×Bj) = ∂Ai ×Bj +Ai × ∂Bj = 0;
∂(Ai × bj) = ∂Ai × bj +Ai × ∂bj = Ai × ∂bj ;
∂(ai ×Bj) = ∂ai ×Bj + ai × ∂Bj = ∂ai ×Bj ;
∂(ai × bj) = ∂ai × bj + ai × ∂bj .

What we see is this:

ker ∂M = ker ∂L × ker ∂L,
Im ∂M = Im ∂L × Im ∂L. �
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Exercise 6.58. Confirm these identities for the torus example.

Exercise 6.59. Consider the projections:

pK : K × L→ K, pL : K × L→ L,

and find their chain maps:

C(K × L)→ C(K), C(K × L)→ C(L).

Under products, the chains are easy to handle but, as we shall see, the homology classes aren’t...

There is an analog of the Leibniz-like formula above for the joins.

Proposition 6.60. For two simplicial complexes {K, ∂K}, {L, ∂L}, the boundary operator of
their join k · L is given by

∂M (a · b) = ∂Ka · b+ (−1)n+1a · ∂Lb.

Exercise 6.61. Prove the proposition.

6.7 The Universe: 3-sphere, 3-torus, or something else?

Our everyday experience suggests that the universe is 3-dimensional and, probably, a manifold.
In addition, we will assume that this manifold is orientable, compact, with empty boundary.

But first let’s try to understand the “lower-dimensional universes”...

If the universe is 1-dimensional, it’s a topological circle. To understand how it feels to live in
such a world, we thicken this circle:

S1 ×B2.

Since the light makes round trips around the circle, this is what an observer would see:

If the universe is 2-dimensional, there are many choices. Once again, we thicken this surface to
be able to fit into it:

M2 × I.

The simplest choice forM is the sphere S2. Here the light comes back no matter in what direction
it leaves. This is what an observer would see:
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If there is nothing else in the universe, you’d see your own, panoramic image stretched around
the walls with the back of your head in front of you.

The second simplest choice for M is the torus T2. Here the light goes through the wall on the
left and reappears from the right. Or it goes through the wall in front and reappears from the
back. This is what an observer would see:

If there is nothing else in the universe, you’d see your own image in all four directions repeated
infinitely many times. Through these observations, we recognize the product of two 1-dimensional
universes either one seen an enfilade of rooms.

The triple torus will have the same affect with three pairs of walls having this property, etc.

What about the real, 3-dimensional universe?

There are even more choices. The 3-sphere will be similar to the 2-sphere. One will see the 3d
image of himself stretched over all walls and the ceiling and the floor:

The next option is the one we have seen before: the box with the opposite faces identified:

It is similar to the case of T2 with one’s image repeated in six directions instead of four. And,
one will see three enfilades of rooms instead of two. This suggests that the space is the product
of three copies of the circle, which is the 3-dimensional analog of the torus:

T3 = S1 × S1 × S1.

Exercise 6.62. Prove this statement.
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Even though these two spaces look different from the inside, how do we know that they are
different? Just consider the homology groups:

H(S3) = {Z, 0, 0, Z, 0, ...},
H(T3) = {Z, Z⊕ Z⊕ Z, Z⊕ Z⊕ Z, Z, 0, ...}.

Exercise 6.63. Suggest a plan how to find out.

Exercise 6.64. Can you build the universe from a tetrahedron?

This is how R3 can be decomposed into infinitely many tori:

Exercise 6.65. Imagine a universe made of two solid tori glued to each other along their
boundaries. What is it homeomorphic to?

Another candidate for the model of the universe is the Poincaré homology sphere. The name is
justified by the fact that, even though it is not homeomorphic to the 3-sphere, their homology
groups coincide. This space is built from a regular dodecahedron by gluing together its opposite
faces, the 6 pairs of pentagons:

Each face is turned 32 degrees for gluing and this is what an observer would see:

Another issue is, does the universe have to be orientable? Can one come back as a mirror image
of himself?

Exercise 6.66. Devise a universe where such a trip is possible.

Exercise 6.67. From these examples of molecules, choose ones that would survive intact such
an around the (non-orientable) world trip:
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6.8 Configuration spaces

We will consider a few simple designs for a robotic arm.

Example 6.68 (rotating rod). Suppose the robotic arm has a single joint, i.e., just a rotating
rod. What is the set of all possible positions of its end? It’s the circle S1 parametrized in the
standard way:

x = R cosφ, y = 0, z = R sinφ,

with φ the angle of the rod and R is the (fixed) length of the rod.

�

Exercise 6.69. Show that, if this is a ball joint instead, the set of possibilities is the sphere S2.

Example 6.70 (two-joint arm). Further, the set of possible positions of a two-joint arm is
more complicated:

The locations can be parametrized, but not uniquely, by

x = R1 cosφ1 +R2 cosφ2, y = 0, z = R1 sinφ1 +R2 sinφ2,

with φ1, φ2 the angles of the two arms and R1, R2 are the lengths of the arms. �

Exercise 6.71. Prove that it’s either the disk or the annulus.

Meanwhile, the space of states of the arm is simply the set of all possible values of the angles
φ1, φ2. That’s the torus:

T2 = S1 × S1.

This is the reason why we separate the two:
• the operational space as the set of all positions reachable by a robot’s end in space, and
• the configuration space as the set of all possible combinations of the positions of the joints.



6. PRODUCTS 375

Example 6.72. For the two-joint arm, we could make these two homeomorphic to each other
if we make the axes of the joints (first red, second green) perpendicular to each other (with the
latter shorter than the former):

�

This can’t happen with 3 or more joints as there will be n ≥ 3 parameters. The configuration
space of an n-joint arm (called also a linkage) is the n-torus:

Tn = S1 × ...× S1,

which won’t fit (can’t be embedded) into our 3-dimensional Euclidean space.

Example 6.73. Furthermore, even if the arm has delivered the end of the arm to its intended
location, the task at hand, such as spray-painting, may require a particular direction:

This would add an extra term ×S2 to the operational space. �

In general, such a setup might be much more complicated with a number of other features.

Exercise 6.74. Find the configuration space of this robotic arm. Hint: don’t forget the fingers!

So, the positions of the joints are used as the parameters of the state of the robot.

If the motion of the joints is independent (and we ignore the possible self-intersections), the
configuration space is the product of the configuration spaces of the joints.

For example, a telescoping arm with a joint has the cylinder, C = [0, 1]×S1, as the configuration
space.

These examples suggest that configuration spaces (but not operational spaces) should be mani-
folds.

Exercise 6.75. What is the configuration space of a pendulum attached to a spring?

Exercise 6.76. What is the configuration space of the three-joint arm the end of which is fixed?
Hint: the answer will depend on the relative lengths of the rods.
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The robot’s forward and inverse kinematics equations define functions from its configuration space
to the operational space. These functions are then used for motion planning.

In physics, an example of a configuration space is the state space of n particles. In the simplest
setting, it is

C = (R3)n.

Every configuration corresponds to a single point in this space.

The answer changes, however, if we drop the implicit assumption that the particles are distin-
guishable. In that case, the configuration space is

C = (R3)n/∼,

where ∼ is an equivalence relation derived from the identification of each pair of particles.

Exercise 6.77. What is the configuration space of two and three particle systems with identical
particles?

Another issue is, can two particles occupy the same location? If the answer is No, we need to
exclude the diagonals from the configuration space:

C = (R3)n \D,

where
D = {(u1, ..., un) ∈ (R3)n : ∃i 6= j, ui = uj}.

This idea is used to plan for collision avoidance in robotics by constructing such a “safe” con-
figuration space. On a line segment, this configuration space of three robots will be a cube with
three planes cut out:

Exercise 6.78. How many path-connected components does this space have?

If two can pass each other (but not three), the configuration space is a cube with the diagonal
drilled out:

It is connected!

Exercise 6.79. Find the safe configuration space for two robots on a line, the circle, the tripod.
What if they are connected by a rod? a rope?

In general, if the n particles move within a manifold M of dimension m, the configuration space
is also a manifold but of dimension mn.
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If molecular bonds are present, things are more complicated. Suppose, for example, we have
two atoms in space. Then their configuration space is (R3)2. Now suppose this is a two-atom
molecule with two (different) atoms. Then its state is described, independently, by
• the location of its center of mass (or either of the two atoms) as a point of reference, and
• the orientation of one of the atoms with respect to that point (the distance is fixed).

Therefore, the configuration space is R3 × S2.

Exercise 6.80. What if this is a two-atom molecule with two identical atoms?

One can also take into account the velocity (or the momentum) of each particle moving within
manifold M . These velocities combined give us what we call the tangent bundle TM of M . The
totality of all possible positions and velocities is called the phase space of the system.

Exercise 6.81. Show that the phase space of a pendulum is the cylinder.

6.9 Homology of products: the Künneth formula

What happens to the homology when we take the product of two, in the simplest case cubical,
complexes? In other words, given two complexes K and L, express H(K × L) entirely in terms
of H(K) and H(L).

It would be naive to assume that the answer is “it’s the product of the homology groups”, because
we have already seen that taking the direct sums of the homology groups of the same dimension
doesn’t produce the desired results:

H2(T
2) = H2(S

1 × S1) = R 6= H2(S
1)⊕H2(S

1) = 0⊕ 0 = 0.

As discussed above, we need instead to look at the complementary dimensions. After all, the
product of an n-cube in K and an m-cube in L in an (n +m)-cube in K × L. For example, to
find all 2-cubes in K×L one has to look at all the products of 1-cubes in K with 1-cubes in L as
well as 0- with 2-cubes. More generally, we look at the algebraic decompositions of the dimension
k of the cubes we are considering:
• k = 1 = 1 + 0 = 0 + 1;
• k = 2 = 2 + 0 = 1 + 1 = 0 + 2;
• k = 3 = 3 + 0 = 2 + 1 = 1 + 2 = 0 + 3,
• ...
• k = k + 0 = (k − 1) + 1 = (k − 2) + 2 = ... = 0 + k.

There are exactly k + 1 such decompositions of k.

This idea of decomposing the dimension k applies to the chains next. Each decomposition of k
corresponds to a component of Ck(K × L):

Ck(K) & C0(L), Ck−1(K) & C1(L), ... , C0(K) & Ck(L).

It follows then that the kth homology is the sum of the combinations:

Hk(K) & H0(L), Hk−1(K) & H1(L), ... , H0(K) & Hk(L).

Now, how exactly do we combine each of these pairs,

V = Hi(K), W = Hj(L), i+ j = k?

After all, we know that the product won’t work.

We provide the definition of this new operation for two arbitrary vector spaces V and W over
field R.
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First, we consider the product set V ×W of the vector spaces as sets (rather than vector spaces),
so that it consists of all pairs (v, w) with v ∈ V and w ∈W .

Second, we define the free vector space < V ×W > of this space as the vector space of all formal
linear combinations of the elements of V ×W . In other words, V ×W serves as its basis because
the relations among the elements of V,W are lost in the new vector space.

Third, we consider a certain quotient vector space of < V ×W > as follows.

We consider the subspace Z of < V ×W > generated by the following elements:

(v1, w) + (v2, w)− (v1 + v2, w),
(v, w1) + (v, w2)− (v, w1 + w2),
c · (v, w)− (cv, w),
c · (v, w)− (v, cw),

where
v, v1, v2 ∈ V, w,w1, w2 ∈W, c ∈ R.

To simplify the notation, we drop the coefficient if it is equal to 1; i.e., (v, w) stands for 1·(v, w) ∈<
V ×W >.

Then the tensor product of V and W is defined to be

V ⊗W :=< V ×W > /Z.

Also, the tensor product of two vectors v ∈ V and w ∈W is the equivalence class(coset) of (v, w):

v ⊗ w := (v, w) + Z ∈ V ⊗W.

The elements of this form are called elementary tensors.

Exercise 6.82. Prove that, if BV , BW are bases of V,W , then

{v ⊗ w : v ∈ BV , w ∈ BW }

is a basis of V ⊗W . Hint: not all of the elements of the tensor product are elementary tensors.

It follows that these equations hold in V ⊗W :

(v1 + v2)⊗ w = v1 ⊗ w + v2 ⊗ w;
v ⊗ (w1 + w2) = v ⊗ w1 + v ⊗ w2;
cv ⊗ w = v ⊗ cw = c(v ⊗ w).

Exercise 6.83. Prove that R⊗ V = V over field R.

The main result is stated below without proof (see Bredon, Topology and Geometry, p. 320).

Theorem 6.84 (Künneth Formula). For two cell complexes K,L, the homology over R is
given by

Hk(K × L) ∼=
⊕

i

Hk(K)⊗Hi−k(L).

For future computations, we’ll rely only on these two main properties of the tensor product:

Proposition 6.85.
• R⊗R = R,
• R⊗ 0 = R.

Example 6.86. Let’s consider the torus and compute the sum of all tensor products of the
homology groups of dimensions that add up to k, for each k.
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First, the ones that add up to 0:

H0(T
2) = H0(S

1 × S1)
= H0(S

1)⊗H0(S
1)

= R⊗R = R.

Those that add up to 1:

H1(T
2) = H1(S

1 × S1)
= H1(S

1)⊗H0(S
1) ⊕ H0(S

1)⊗H1(S
1)

= R⊗R ⊕ R⊗R
= R ⊕ R = R2.

Those that add up to 2:

H2(T
2) = H2(S

1 × S1)
= H2(S

1)⊗H0(S
1) ⊕ H1(S

1)⊗H1(S
1) ⊕ H0(S

1)⊗H2(S
1)

= 0⊗R ⊕ R⊗R ⊕ R⊗ 0
= 0 ⊕ R ⊕ 0 = R.

The results match our previous computations. �

Exercise 6.87. Use the formula to compute the homology of the 3-torus.

Exercise 6.88. Sometimes the “naive product formula” does hold. Derive it for H1 from the
theorem:

H1(K × L) ∼= H1(K)⊕H1(L).

The tensor product is also defined for two modules over any ring R. Then the things are made
(even) more complicated by the presence of the torsion. Fortunately, Hp(K ×L) is only affected
by the torsion of Hk(K), Hk(L) for k < p. The result is the following generalization of the last
formula.

Theorem 6.89 (Naive Product Formula). If complexes K,L are path-connected and, for
integral homology, we have

Hk(K) = Hk(L) = 0, k = 1, 2, ..., p− 1,

then
Hp(K × L) ∼= Hp(K)⊕Hp(L).

The isomorphism x× y 7→ (x, y) is natural.

Exercise 6.90. Prove that
H1(T

n) = Zn.

Exercise 6.91. Prove that
Hp

(
(Sp)

n
)
= Zn.



380 CHAPTER IV. SPACES



Chapter V

Maps

1 Homotopy

1.1 Deforming spaces vs. deforming maps

What do the figures below have in common?

The answer we have been giving is: they all have one hole. However, there is a profound reason
why they must all have one hole. These space are homeomorphic!

The reasoning, still not fully justified, is transparent:

X ≈ Y =⇒ H(X) ∼= H(Y ).

Now, let’s choose another collection. This time, the spaces aren’t homeomorphic, but do they
have anything in common?

381
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The answer is the same: they all have one hole. But, once again, maybe there is a profound
reason why they all have one hole.

Is there a relation between two topological spaces, besides homeomorphism, that ensures that
they would have the same count of topological features? We will discover an equivalence relation
that produces the same result for a much broader class of spaces than topologically equivalent:

X ∼ Y =⇒ H(X) ∼= H(Y ).

Informally, we say that one space is “deformed into” the other.

Let’s try to understand the actual mathematics behind these words, with the help of this juxta-
position:

the cylinder vs. the circle.

The first meaning of the word “deformation” is a transformation that is gradual. Unlike a
homeomorphism, which is meant to be instantaneous, this transformation is stretched over time
through a continuum of intermediate states:

Let X be the cylinder and Y the circle. Let’s take a look at the maps that naturally connect
these two spaces. The first is the projection p : X → Y of the cylinder along its axis and the
second is the embedding e : Y → X of the circle into the cylinder as one of its boundary circles:

Both preserve the hole even though neither one is a homeomorphism.

Let’s assume that X is the unit cylinder in R3 and Y is the unit circle in R2 ⊂ R3. Then the
formulas for these functions are simple:

p(x, y, z) = (x, y), e(x, y) = (x, y, 0).

Let’s next consider the compositions of these maps:
• pe : Y → Y is the identity IdY ;
• ep : X → X is the collapse (and also a self-projection) of the cylinder on its bottom edge.

The latter, even though not the identity, is related to IdX . This relation is seen through the
continuum of maps that connects the two maps; we choose map ht : X → X to shrink the
cylinder – within itself – to height t ∈ [0, 1]. The images of these maps are shown below:
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This is our main idea: we should interpret deformations of spaces via deformations of maps.

The formulas for these maps are simple:

ht(x, y, z) = (x, y, tz), t ∈ [0, 1].

And, it is easy to confirm that we have what we need:

h0 = ep, h1 = IdX .

Looking closer at these maps, we realize that
• ht is continuous for each t, but also
• ht are continuous, as a whole, over t.

Therefore, the transformation can be combined into a single map

H(t, x, y, z) = ht(x, y, z),

continuous with respect to the product topology.

The precise interpretation of this analysis is given by the two definitions below.

Definition 1.1. Two maps f0, f1 : X → Y are called homotopic if there is a map

F : [0, 1]×X → Y

such that

F (0, x) = f0(x), F (1, x) = f1(x),

for all x ∈ X. Such a map F is called a homotopy between f0 and f1. For this relation we use
the following notation:

F : f0 ≃ f1,

or simply:

f0 ≃ f1.

Definition 1.2. Suppose that X and Y are topological spaces and f : X → Y, g : X → Y are
maps, and fg and gf are homotopic to the identity maps on Y and X respectively:

fg ≃ IdY , gf ≃ IdX ,

then f is called a homotopy equivalence. In this case, X and Y are called homotopy equivalent.

We set the latter concept aside for now and study properties of homotopy.
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1.2 Properties and examples

It is often hard to visualize a homotopy via its graph, unless the dimensions of the spaces are
low. Below we have the graph of a homotopy (blue) between a constant map (orange) and the
identity (purple) of an interval:

c, Id : [a, b]→ [a, b].

The diagram on the left demonstrates that c ≃ Id by showing the homotopy as a surface that
“connects” these two maps. On the right, we also provide a more common way to illustrate
a homotopy – by plotting the “intermediate” maps. Those are, of course, simply the vertical
cross-sections of this surface. The homotopy above is piecewise linear and the one below is
differentiable:

Theorem 1.3. Homotopy is an equivalence relation: for two given topological spaces X and Y ,
the space C(X,Y ) of maps from X to Y is partitioned into equivalence classes:

[f ] := {g : X → Y, g ≃ f}.

Proof. The axioms of equivalence relations can be understood in terms of what happens to these
gradual transformations.

1. Reflexivity: do nothing. For F : f ≃ f , choose H(t, x) = f(x).

2. Symmetry: reverse time. Given H : f ≃ g, choose F (t, x) = H(1− t, x) for F : g ≃ f .
3. Transitivity: make it two-stage. We need to demonstrate this:

F : f ≃ g, G : g ≃ h =⇒ H =? : f ≃ h.

We simply carry out these two processes consecutively but, since it has to be within the same
time frame, twice as fast. We define:

H(t, x) :=

{
F (2t, x) if 0 ≤ t ≤ 1/2

G(2t− 1, x) if 1/2 ≤ t ≤ 1.
�
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Referring to the proof, these three new homotopies are called respectively:
• 1. a constant homotopy,
• 2. the inverse of a homotopy, and
• 3. the concatenation of two homotopies.

They are illustrated below:

Exercise 1.4. Provide the missing details of the proof.

Notation: We will denote this quotient set of homotopy classes as follows:

[X,Y ] := C(X,Y )/≃.

Example 1.5. Sometimes things are simple. Any map f : X → R can be “transformed” into
any other. In fact, a simpler idea is to push the graph of a given function f to the x-axis:

We simply put:

ft(x) := tf(x).

Then, we use the fact that an equivalence relation yields a partition into equivalence classes, to
conclude that

[R,R] = {[0]}.
In other words, all maps are homotopic.

We can still have an explicit formula for a homotopy between two functions f, g:

F (t, x) = (1− t)f(x) + tg(x). �

Exercise 1.6. Prove the continuity of F .

The same exact formula describes how one “gradually” slides f(x) toward g(x) when f, g : X → Y
are maps, X is any topological space, and Y is a convex subset of Rn. The last condition
guarantees that all convex combinations make sense:
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This is called the straight-line homotopy.

A more general setting for this construction is the following.

Definition 1.7. A vector space V over R is called a topological vector space if it is equipped
with a topology with respect to which its vector operations are continuous:
• addition: V × V → V , and
• scalar multiplication: R× V → V .

Exercise 1.8. Prove that these are topological vector spaces: Rn, C[a, b]. Hint: it has something
to do with the product topology.

Proposition 1.9. If Y is a convex subset of a topological vector space, then all maps to Y are
homotopic: #[X,Y ] = 1.

Exercise 1.10. Prove the proposition. Hint:

What if Y is the disjoint union of m convex sets in Rn? Will we have:

#[X,Y ] = m?

Yes, but only if X is path-connected!

Exercise 1.11. Prove this statement and demonstrate that it fails without the path-connectedness
requirement.

Exercise 1.12. Prove that if Y isn’t path-connected then #[X,Y ] > 1. Hint: consider constant
maps:

Exercise 1.13. What if X has k path-components?

Example 1.14. What if the target space isn’t acyclic? What can we say about the homotopy
classes of maps from the circle to the ring, or another circle?
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The circles can be moved and stretched as if they were rubber bands:

We will need to develop our theory before we can classify these maps according to their homotopy
classes.

But sometimes the homotopy is easy to specify. For example, one can gradually stretch this
circle:

To get from f0 (the smaller circle) to f0 (the large circle), one goes through intermediate steps –
circles indexed by values between 0 and 1:

f0, f1/4, f1/2, f3/4, f1.

Generally:
ft(x) := (1 + t)f0(x).

It is clear that the right-hand side continuously depends on both t and x. �

Exercise 1.15. Suppose that two maps f, g : X → S1 never take antipodal to each other points:
f(x) 6= −g(x), ∀x ∈ X. Prove that f, g are homotopic.

To summarize, homotopy is a continuous transformation of a continuous function.

Homotopies help us tame the monster of a space-filling curve.

Theorem 1.16. Every map f : [0, 1] → S of the interval to a surface, is homotopic to a map
that isn’t onto.

Proof. Suppose Q is the point on S that we want to avoid and f(0) 6= Q, f(1) 6= Q. Let D be a
small disk neighborhood around Q. Then f−1(D) ⊂ (0, 1) is open, and, therefore, is the disjoint
union of open intervals. Pick one of them, (a, b). Then we have:

A := f(a) ∈ ∂D,
B := f(b) ∈ ∂D,
f
(
(a, b)

)
⊂ D.

Choose a point
C ∈ ∂D \ {A,B}.

Now, f
(
[a, b]

)
is compact and, therefore, closed. Then there is a neighborhood of C disjoint from

the path f
(
[a, b]

)
. We construct a homotopy that pushes this path away from C towards the

opposite side of ∂D. If we push far enough, the point Q ∈ D will no longer lie on the path.
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This homotopy is “relative”: all the changes to f are limited to the values x ∈ (a, b). This allows
us to construct such a homotopy independently for every interval (a, b) in the decomposition of
f−1(D). Then, the fact that the condition f(a) = A, f(b) = B is preserved under this homotopy
allows us to stitch these “local” homotopies together one by one. The resulting homotopy F
pushes every piece of the path close to Q away from Q.

This construction only works when there are finitely many such open intervals. �

Exercise 1.17. Show that the proof, as written, fails when we attempt to stitch together
infinitely many “local” homotopies to construct F : [0, 1]× (0, 1)→ S. Hint: start with
• f−1(D) =

⋃
n(an, bn), f(an) = An, f(bn) = Bn,

• An → A, Bn → B = A, F (1, tn) = −A, tn ∈ (an, bn).

Exercise 1.18. Fix the proof. Hint: choose only the intervals on which the path actually passes
through Q.

Exercise 1.19. Provide an explicit formula for one of those “local homotopies”.

Exercise 1.20. Generalize the theorem as much as you can.

1.3 Types of connectedness

Let’s take a look at the familiar illustrations. We have path-connectedness on the left and a
homotopy between two constant maps on the right:

The picture reveals that the former is a special case of the latter.

Indeed, suppose in Y there is a path between two points a, b as a function p : [0, 1] → Y with
p(0) = a, p(1) = b. Then the function H : [0, 1] × X given by H(t, x) = p(t) is a homotopy
between these two constant maps.

Exercise 1.21. Sketch the graph of a homotopy between two constant maps defined on [a, b].

To summarize, in a path-connected space all constant maps are homotopic.

Let’s carry out a similar analysis for simple-connectedness. This condition was defined informally
as follows: “every closed path can be deformed to a point”.
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By now we know exactly what “deformed” means. Let’s translate:

Informal: −→ Formal:
“A closed path in Y ... −→ “A map f : S1 → Y...
can be deformed to... −→ is homotopic to...
a point.” −→ a constant function.”

Exercise 1.22. Indicate which of the following spaces are simply connected:
• disk: {(x, y) ∈ R2 : x2 + y2 < 1};
• circle with pinched center: {(x, y) ∈ R2 : 0 < x2 + y2 < 1};
• ball with pinched center: {(x, y, z) ∈ R3 : 0 < x2 + y2 + z2 < 1};
• ring: {(x, y) ∈ R2 : 1/2 < x2 + y2 < 1};
• thick sphere: {(x, y, z) ∈ R3 : 1/2 < x2 + y2 + z2 < 1};
• the doughnut (solid torus): S1 ×D2.

Recall that the plane R2 is simply connected because every loop can be deformed to a point via
a straight line homotopy:

More general is the following result.

Theorem 1.23. Any convex subset of Rn is simply connected.

And so are all spaces homeomorphic to convex sets. There are many others.

Theorem 1.24. The n-sphere Sn, n ≥ 2, is simply connected.

Proof. Idea for n = 2. We assume that the loop p isn’t space-filling, so that there is a point Q
in its complement, Q ∈ S2 \ Im p. But S2 \ {Q} is homeomorphic to the plane. It also contains
the loop p. Then p can be contracted to a point within this set. �

Exercise 1.25. Provide an explicit formula for the homotopy.

It is often more challenging to prove that a space is not simply connected. We will accept the
following without proof (see Kinsey, Topology of Surfaces, p. 203).

Theorem 1.26. The circle S1 is not simply connected.

Corollary 1.27. The plane with a point taken out, R2 \ {(0, 0)}, is not simply connected.

Exercise 1.28. Prove the corollary.

Simple-connectedness helps us classify manifolds.

Theorem 1.29 (Poincaré Conjecture). If M is a simply connected compact path-connected
3-manifold without boundary, then M is homeomorphic to the 3-sphere.

The Poincaré homology sphere serves as an example that shows that simple-connectedness can’t
be replaced with H1 = 0 for the theorem to hold.
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Exercise 1.30. Prove that the sphere with a point taken out, S2 \ {N}, is simply connected.

Exercise 1.31. Prove that the sphere with two points taken out, S2 \ {N,S}, is not simply
connected.

Exercise 1.32. Is the 3-space with a line, such as the z-axis, taken out simply connected? Hint:
imagine looking down on the xy-plane:

Exercise 1.33. Is the 3-space with a point taken out, R3 \ {(0, 0, 0)}, simply connected?

This analysis demonstrates that we can study the topology of a space X indirectly, by studying
the set of homotopy classes of maps [Q,X] from a collection of wisely chosen topological spaces Q
to X. Typically, we use the n-spheres Q = Sn, n = 0, 1, 2, .... These sets are called the homotopy
groups and denoted by

πn(X) := [Sn, X].

Then, similarly to the homology groups Hn(X), the sets πn(X) capture the topological features
of X:
• π0(X) for cuts,
• π1(X) for tunnels,
• π2(X) for voids, etc.

In particular, we showed above that π1(S
n) is trivial for n ≥ 2.

1.4 Homotopy theory

We will seek a structure for the set of homotopy classes of maps.

First, what happens to two homotopic maps when they are composed with other maps? Are the
compositions also homotopic?

In particular, if f ≃ d : X → Y and q : X → S is a map, are qf, qg : x → S homotopic too? As
the picture below suggests, the answer is Yes:
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The picture illustrates the right upper part of the following diagram:

X
f≃g−−−−−−→ Yxp ց

yq

R
pfq≃pgq−−−−−−−−−→ S

The two parts of the result below refers to the two triangles of this diagram.

Theorem 1.34. Homotopy, as an equivalence of maps, is preserved under compositions, as
follows.
• (1) F : f ≃ g =⇒ H : qf ≃ qg, where H(t, x) := qF (t, x), x ∈ X, t ∈ [0, 1];
• (2) F : f ≃ g =⇒ H : fp ≃ gp, where H(t, z) := F (t, p(z)), z ∈ R, t ∈ [0, 1].

In either case, the new homotopy is the composition of the old homotopy and the new map.

Exercise 1.35. Finish the proof.

So, a map takes – via compositions – every pair of homotopic maps to a pair of maps that is also
homotopic. Therefore, the map takes every homotopy class of maps to another homotopy class.
Then, for any topological spaces X,Y,Q and any map

h : X → Y,

the quotient map
[h] : [Q,X]→ [Q, Y ]

given by
[h]([f ]) := [hf ]

is well-defined.

In particular, h : X → Y generates a function on the homotopy groups:

[hn] : πn(X)→ πn(Y ), n = 0, 1, 2, ...

The outcome is very similar to the way h generates the homology maps:

[hn] : Hn(X)→ Hn(Y ), n = 0, 1, 2, ...

as quotients of the maps of chains. However, in comparison, where is the algebra in these
homotopy groups?

We need to define an algebraic operation on the homotopy classes. To begin with, given two
homotopy classes of maps f, g : S1 → X, i.e., two loops, what is the meaning of their “sum”, or
their “product? Under the homology theory approach, we’d deal with a formal sum of the loops.
But such a “double” loop can’t be a real loop, i.e., a map f · g : S1 → X.
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Unless, the two loops have a point in common! Indeed, if f(c) = g(c) for some c ∈ S1, then one
can “concatenate” f, g to create a new loop.

Exercise 1.36. Provide a formula for this construction.

Note that we will be speaking of products and use the multiplicative notation for this group-to-be
because, in general, it’s not abelian.

Exercise 1.37. Give an example of two loops with a · b 6≃ b · a.
It’s similar for n = 2. This map of the sphere to the kissing spheres is seen as the product two
maps of spheres:

To make sure that this algebra works, we choose the following setting.

Definition 1.38. Every topological space X comes with a selected base point x0 ∈ X. This space
is denoted by (X,x0) and is called a pointed space. Further, every map f : (X,x0) → (Y, y0)
between two pointed spaces is assumed to take the base point to the base point: f(x0) = y0.
These are called pointed maps.

Exercise 1.39. Prove that pointed spaces and pointed maps form a category.

This is, of course, just a special case of maps of pairs.

Now, the concatenation of two pointed maps f, g : (Sn, u) → (X,x0) always makes sense as a
new pointed map f · g : (Sn, u)→ (X,x0).

What about their homotopy classes? They are supposed to be elements of the homotopy groups.
As usual, the product of the quotients is defined as the quotient of the product: [f ] · [g] := [f · g]
for f, g ∈ πn(X,x0). We will accept without proof (see Bredon, Topology and Geometry, p. 443)
that this operation is well-defined and satisfies the axioms of group. The classes are with respect
to the pointed homotopies, i.e., ones that remain fixed for the base points, as follows. Given two
pointed maps f0, f1 : (X,x0)→ (Y, y0), a pointed homotopy is a homotopy F : [0, 1]×X → Y of
f0, f1 which, in addition, is constant at x0: for all t ∈ [0, 1] we have

F (t, x0) = f0(x0) = f1(x0).

Exercise 1.40. Prove that any pointed loop on a surface is homotopic to a loop that isn’t onto.
Derive that π1(S

2) = 0.

That’s a group structure for the set of homotopy classes. Is there a topology structure too?

Recall that we have two interpretations of a homotopy F between f, g : X → Y . First, it’s a
continuous function I×X → Y :

F ∈ C(I×X,Y ),

where I = [0, 1] is the interval. Second, it’s a continuously parametrized (by I) collection of
continuous functions X → Y :

F ∈ C(I, C(X,Y )).

We conclude that
C(I×X,Y ) = C(I, C(X,Y )).
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This is a particular case of the continuous version of the exponential identity of functions, as
follows.

Proposition 1.41. For polyhedra A,B,C, we have

C(A×B,C) = C(A,C(B,C)).

Exercise 1.42. Prove the proposition.

We can take this construction one step further if we equip every set of continuous functions
C(X,Y ) with a topology. Then we can argue that this isn’t just two sets with a bijection
between them but a homeomorphism:

C(A×B,C) ≈ C(A,C(B,C)).

Exercise 1.43. Suggest an appropriate choice of topology for this set. Hint: start with A =
B = C = I.

From this point of view, a homotopy is a path between two maps in the function space.

Exercise 1.44. What path-connected function spaces do you know?

1.5 Homotopy equivalence

Let’s review what we’ve come up with in our quest for a relation among topological spaces that is
“looser” than topological equivalence but still respectful of the topological features that we have
been studying.

Spaces X and Y are called homotopy equivalent, or are of the same homotopy type, X ≃ Y , if
there are maps

f : X → Y and g : Y → X

such that
fg ≃ IdY and gf ≃ IdX .

In that case, the notation is:
f : X ≃ Y, g : Y ≃ X,

or simply:
X ≃ Y.

Homotopy equivalence of two spaces is commonly described as a “deformation” and illustrated
with a sequence of images that transforms one into the other:

One should be warned that in this very common example, the fact that the two spaces are also
homeomorphic is irrelevant and may lead to confusion. If we think of these two transformations
as if preformed over a period of time, this is the difference:
• topological equivalence: continuous over space, incremental and reversible over time;
• homotopy equivalence: continuous over space, continuous and reversible over time.
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Some of the examples of homotopies above also suggest examples of homotopy equivalent spaces.
For instance, with all maps homotopic, the n-ball is homotopy equivalent to the point:

Bn ≃ {0}.

Indeed, we can just contract the ball to its center. Note here that, if done incrementally, this
contraction becomes a collapse and can’t be reversed.

Exercise 1.45. Prove that any space homeomorphic to a convex subset of a Euclidean space is
homotopy equivalent to a point.

Definition 1.46. A topological space X is called contractible if X is homotopy equivalent to a
point; i.e., X ≃ {x0}.
Example 1.47. A less obvious example of a contractible space is the “two-room house”. Here
we have two rooms each taking the whole floor. There is access to the first floor through a tube
from the top and to the second floor from the bottom:

These are the steps of the deformation:
• we expand the entries into the building at the top and bottom to the size of the whole circle,

which turns the two tubes into funnels;
• then we expand the entries into the rooms from the funnels to the half of the whole circle

creating a sloped ellipse;
• finally, we contract the walls and we are left with only the ellipse. �

Exercise 1.48. Prove that the dunce hat is contractible:

Further, our intuition suggests that “thickening” of a topological space doesn’t introduce new
topological features. We can construct this new space by taking an ε-neighborhood of a realization
of complex K in some Euclidean space or, more precisely, by taking the product of K with the
interval:

We have even stronger statement of homotopy equivalence.

Theorem 1.49. For any topological space Y , we have

Y × I ≃ Y.
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Proof. The plan of the proof comes from our analysis of the case of circle vs. cylinder. Let

X := I× Y.
Consider the two maps that naturally appear. The first is the projection

p : X → Y, p(t, x) = x,

of X onto Y as its “bottom” and the second is the embedding

e : Y → X, e(x) = (0, x)

of Y into X as its “bottom”.

Let’s consider their compositions:
• pe : Y → Y = IdY ;
• ep : X → X is the collapse:

ep(t, x) = (0, x).

For the latter, we define the homotopy

H : [0, 1]× [0, 1]× Y → [0, 1]× Y
by

H(t, s, x) := (ts, x).

It is easy to confirm that:
H(0, ·) = ep, H(1, ·) = IdX .

Next, we prove that this is a continuous map with respect to the product topology. Suppose U is
an element of the standard basis of the product topology of [0, 1]× Y ; i.e., U = (a, b)× V , where
a < b and V is open in Y . Then

H−1(U) = H−1((a, b)× V )
= {(t, s) ∈ [0, 1]× [0, 1] : a < ts < b} × V

The first component of this set is a region between two hyperbolas s = a/t, s = b/t. It is open
and so is H−1(U). �

The main properties are below. The first two are obvious:

Theorem 1.50.
• Homotopy invariance is a topological property.
• A homeomorphism is a homotopy equivalence.

Later we will also prove the stronger version of the invariance of homology:
• Homology groups are preserved under homotopy equivalence.

Theorem 1.51. Homotopy equivalence is an equivalence relation for topological spaces.

Proof. 1. Reflexivity: f, g : X ≃ X with f = g := IdX .

2. Symmetry: if f, g : X ≃ Y then g, f : Y ≃ X.

3. Transitivity: if f, g : X ≃ Y and p, q : Y ≃ Z then pf, gq : X ≃ Z. Indeed, we have:

(pf)(gq) = p(fg)q ≃ p IdX q = pq ≃ IdZ ,
(gq)(pf) = g(qp)f ≃ g IdZ f = gf ≃ IdX ,

by the theorem from the last subsection. �

Once again, homotopy helps us classify manifolds.

Theorem 1.52 (Generalized Poincaré Conjecture). Every compact n-manifold without
boundary which is homotopy equivalent to the n-sphere is homeomorphic to the n-sphere.
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Exercise 1.53. (a) Prove that the above spaces are homotopy equivalent but not homeomorphic.
(b) Consider other possible arrangements of the square and a handle and find out whether they
are homeomorphic or homotopy equivalent. (c) What about the Möbius band with a handle? (d)
What about the sphere with a handle? Hint: don’t try to keep the sphere in the 3-space.

Exercise 1.54. Prove that S1 × S1 and S3 ∨ S1 are not homotopy equivalent.

Exercise 1.55. Show that S2 ∨ S1 ≃ S2 ∪ A, where A is the line segment from the north to
south pole.

Exercise 1.56. The following spaces are homotopy equivalent to some familiar ones: (a) S2∪A,
where A is disk bounded by the equator, (b) T2 ∪D1 ∪D2, where D1 is a disk bounded by the
inner equator and D2 is a disk bounded by a meridian. Find those spaces.

Exercise 1.57. With the amoeba-like abilities, this person can unlink his fingers without un-
locking them. What will happen to the shirt?

Reminder: Homotopy is a relation among maps while homotopy equivalence is a relation among
spaces.

1.6 Homotopy in calculus

The importance of these concepts can be seen in calculus, as follows:

Recall a vector field in the plane is a function V : R2 ⊃ D → R2 for some open set D. It is called
conservative if it is the gradient of a scalar function:

V = grad f.

Such a vector field may represent the vertical velocity of a flow on a surface (z = f(x, y)) under
gravity or a force of a physical systems in which energy is conserved.

We know the following theorem from calculus.

Theorem 1.58. Suppose we have a vector field V = (P,Q) defined on an open set D ⊂ R2.
Suppose V is irrotational; i.e., Py = Qx. Then V is conservative provided D is simply connected.

It is then easy to prove then that the line integral along a closed path is 0.

But what if the region isn’t simply connected? The theorem doesn’t apply anymore but, with
the tools presented in this section, we can salvage it and even generalize.
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Theorem 1.59. Suppose we have an irrotational vector field V = (P,Q) defined on an open
set D ⊂ R2. Then the line integral along any closed path (i.e., given by a map p : S1 → D)
homotopic to a point (i.e., given by a constant map) is 0.

The further conclusion is that line integrals are path-independent; i.e., the choice of integration
path from a point to another does not affect the integral.

But does path-independence still apply if we can get from point a to point b in two “topologically
different” ways?

Exercise 1.60. We can see several homotopy classes of paths from a to b with fixed endpoints.
Derive from the theorem the fact that the line integrals are constant within each of these homotopy
classes.

Recall next the Euler map of a continuous vector field in Rn (ODE)

Qt : R
n → Rn

is given by
Qt(a) = a+ tV (a).

Naturally, any restriction of Qt

∣∣∣
D
, D ⊂ Rn, is also continuous. Suppose D is given and we use

Qt for this restriction. Suppose also that D is “invariant”; i.e., Qt(D) ⊂ D. Then Qt : D → D
is well-defined. Now we observe that it is continuous with respect to either of the variables. We
realize that this is a homotopy.

But not just any; we have:
Q0(a) = a, ∀a ∈ R.

Then we have the following.

Theorem 1.61. Suppose open set D is invariant. Then the Euler map Qt : D → D, t > 0,
generated by a continuous vector field is homotopic to the identity,

Qt ≃ IdD .

Therefore, as we shall see later, the possible behaviors of dynamical systems defined on a space
is restricted by its topology.

Exercise 1.62. Prove the corollary.

Theorem 1.63 (Fundamental Theorem of Algebra). Every non-constant (complex) poly-
nomial has a root.

Proof. Choose the polynomial p of degree n to have the leading coefficient 1. Suppose p(z) 6= 0
for all z ∈ C. Define a map, for each t > 0,

pt : S
1 → S1, pt(z) :=

p(tz)

|p(tz)| .
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Then pt ≃ p0 for all t > 0 with p0 a constant map. This contradicts the fact that pt ≃ zn for
large enough t. �

Exercise 1.64. Provide the details of the proof.

1.7 Is there a constant homotopy between constant maps?

We know that path-connectedness implies that every two constant maps are homotopic and
homotopic via a “constant” homotopy, i.e., one with every intermediate function ft constant.
Suppose f0, f1 : X → Y are two constant maps. If they are homotopic, does this mean that there
is a constant homotopy between them?

You can fit the short version of the solution, if you know it, in this little box:

What if, however, we don’t see the solution yet? Let’s try to imagine how we would discover the
solution following the idea: “Teach a man to fish...”

Let’s first rewrite the problem in a more concrete way:
• given f0, f1 : X → Y , that satisfy
• f0(x) = c ∈ Y, f1(x) = d ∈ Y for all x ∈ X;
• also given a homotopy F : f0 ≃ f1, where F : [0, 1]×X → Y , with F (t, ·) = ft.

Is there a homotopy G : f0 ≃ f1, where G : [0, 1] ×X → Y , with G(0, ·) = f0, G(1, ·) = f1 and
G(t, x) = g(t) for all t, x?

We will attempt to simplify or even “trivialize” the setup until the solution becomes obvious, but
not too obvious.

The simplest setup appears to be a map from an interval to an interval. Below, we show a
constant, G, and a non-constant, F , homotopies between two constant maps:

Clearly, this is too narrow as any two maps are homotopic under these circumstances (Y is
convex). The target space is too simple!

In order to avoid this obviousness, we
• try to imagine that Y is slightly bent, and then
• try to build G directly from F .

But, really, how do we straighten out these waves?

The fact that this question seems too challenging indicates that the domain space is too complex!

But what is the simplest domain? A single point!

In this case, all homotopies are constant. The domain space is too simple!

What is the next simplest domain? Two points!

Let’s make the setup more concrete:
• 1. Given f0, f1 : {a, b} → [c, d] (bent),
• 2. f0(a) = f0(b) = c, f1(a) = f1(b) = d;
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• 3. also given a homotopy F : f0 ≃ f1, where F : [0, 1]× {a, b} → [c, d], with F (t, ·) = ft.
• 4. Find a homotopy G : f0 ≃ f1, where G : [0, 1]×{a, b} → [c, d], with G(0, ·) = f0, G(1, ·) =

f1 and G(t, a) = G(t, b) for all t.

The setup is as simple as possible. As the picture on the left shows, everything is happening
within these two green segments.

Meanwhile, the picture on the right is a possible homotopy F and we can see that it might be
non-trivial: within either segment, d is “moved” to c but at a different pace.

The setup is now very simple but the solution isn’t obvious yet. That’s what we want for our
analysis!

Items 1 and 2 tell us that there are just two values, c and d, here. Item 3 indicates that there are
just two functions, F (·, a) and F (·, b) here, and item 4 asks for just one function, G(·, a), same
as G(·, b).

How do we get one function from two?

It is tempting to try to combine them algebraically (e.g., via a convex combination) but remember,
[c, d] is bent and there is no algebra there.

So, we need to construct G(·, a) = G(·, b) from F (·, a) and F (·, b). What to do?..

Exercise 1.65. Fill the box:

1.8 Homotopy equivalence via cell collapses

The idea of homotopy equivalence allows one to try to simplify a topological space before ap-
proaching computation of its homology. This idea seems good on paper but, practically, how
does one simplify a given topological space?

A stronger version of the Nerve Theorem, which we accept without proof (see Alexandroff and
Hopf, Topology) gives us a starting point.

Theorem 1.66 (Nerve Theorem). Let K be a (finite) simplicial complex and S an open cover
of its realization |K|. Suppose the finite intersections of the elements of S are contractible. Then
the realization of the nerve of S is homotopy equivalent to |K|.

The question becomes, how does one simplify a given simplicial complex K while staying within
its homotopy equivalence class?

The answer is, step-by-step. We shrink cells one at a time:
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As we see, we have reduced the original complex to one with just seven edges. Its homology is
obvious.

Now, more specifically, we remove cell σ and one of its boundary cells a at every step, by gradually
pulling σ toward the closure of ∂σ \ a. Two examples, dimσ = 1 and dimσ = 2, are given below:

This step, defined below, is called an elementary collapse of K.

Of course, some cells can’t be collapsed depending on their place in the complex:

The collapsible n-cells are marked in orange, n = 1, 2. As we see, for an n-cell σ to be collapsible,
one of its boundary (n− 1)-cells, a, has to be a “free” cell in the sense that it is not a part of the
boundary of any other n-cell. The free cells are marked in purple. The rest of the n-cells aren’t
collapsible because each of them is either fully surrounded by other n-cells or is in the boundary
of an (n+ 1)-cell.

Let’s make this construction more precise.

The shrinking is understood as a homotopy equivalence – of the cell and, if done correctly, of the
whole complex. We deform the chosen cell to a part of its boundary and do that in such a way
that the rest of the complex remains intact!

The goal is accomplished via a more general type of homotopy than the pointed homotopy.

Definition 1.67. Given two maps f0, f1 : X → Y and a subset A ⊂ X, the maps are homotopic
relative to A if there is a homotopy F : [0, 1] ×X → Y of f0, f1 which, in addition, is constant
on A: for all t ∈ [0, 1] we have

F (t, a) = f0(a) = f1(a)

for all a ∈ A. We use the following notation:

f0 ≃ f1 rel A.

Theorem 1.68. Suppose σ is a geometric n-simplex and a is one of its (n− 1)-faces. Then σ is
homotopy equivalent to the union of the rest of its faces relative to this union:

σ ≃ ∂σ \ ȧ rel ∂σ \ ȧ.
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Exercise 1.69. Provide a formula for this homotopy equivalence. Hint: use barycentric coordi-
nates.

Definition 1.70. Given a simplicial complex K, suppose σ is one of its n-simplices. Then σ
is called a maximal simplex if it is not a boundary simplex of any (n + 1)-simplex. A boundary
(n − 1)-simplex a of σ is called a free face of σ if a is not a boundary simplex of any other
n-simplex.

In other words, a is a maximal simplex in K \ {σ}.
Proposition 1.71. If σ is a maximal simplex in complex K and a is its free face, then K1 =
K \ {σ, a} is also a simplicial complex.

Exercise 1.72. Prove the proposition.

This removal of two cells from a simplicial complex is called an elementary collapse and the step
is recorded with the following notation:

K ց K1 := K \ {σ, a}.

Corollary 1.73. The homotopy class of a realization of a simplicial complex is preserved under
elementary collapses.

Definition 1.74. A simplicial complex K is called collapsible if there is a sequence of elementary
collapses of K that ends with a single vertex V ; i.e.,

K ց K1 ց K2 ... ց KN = {V }.

Corollary 1.75. The realization of a collapsible complex is contractible.

Exercise 1.76. Show that the complexes of the dunce hat and the two-room house are examples
of contractible but not collapsible complexes.

As it is presented in the language of cells, the above analysis equally applies to both simplicial
and cubical complexes.

Exercise 1.77. Prove the theorem above for cubical complexes.

Exercise 1.78. Define the “non-elementary” cell collapse that occurs when, for example, a
triangle has two free edges and the total of four cells are removed. Repeat the above analysis.
Hint: it is the vertex that is free.

Exercise 1.79. Define elementary expansions as the “inverses” of elementary collapses and
repeat the above analysis:

{V } = K0 ր K1 ր K2 ... ր KN .

Exercise 1.80. Prove that the torus with a point taken out is homotopy equivalent to the figure
eight: T2 \ {u} ≃ S1 ∨ S1.

1.9 Invariance of homology under cell collapses

The real benefit of this construction comes from our realization that the homology can’t change.
In fact, later we will show that the homology groups are always preserved under homotopy
equivalence. With cell collapses, the conclusion is intuitively plausible as it seems impossible that
new topological features could appear or the existing features could disappear.
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Let’s thoroughly analyze this construction. Suppose we have a simplicial complex K and a
collapse:

K ց K ′.

We suppose that from K an n-cell σ and its free face a are removed.

We need to find an isomorphism on the homology groups of these two complexes. We don’t want
to build it from scratch but instead find a map that induces it. Naturally, we choose the inclusion

i : K ′ →֒ K.

As a simplicial map, it induces a chain map:

i∆ : C(K ′)→ C(K),

which is also an inclusion. This chain map generates a homology map:

i∗ : H(K ′)→ H(K).

We expect it to be an isomorphism.

Exercise 1.81. Define the projection P : C(K)→ C(K ′). What homology map does it generate?

For brevity, we denote:
∂ := ∂K , ∂′ := ∂K

′

.

This is what the chain complexes and the chain maps look like:

...
∂n+1−−−−−−−→ Cn(K)

∂n−−−−−→ Cn−1(K)
∂n−1−−−−−−−→ ...

...

xin
xin−1 ...

...
∂′
n+1−−−−−−−→Cn(K

′)
∂′
n−−−−−→Cn−1(K

′)
∂′
n−1−−−−−−−→ ...

Only a part of this chain map diagram is affected by the presence or absence of these two extra
cells. The rest has identical rows and columns:

Ck(K) = Ck(K
′), ∀k 6= n, n− 1,

∂k = ∂′k, ∀k 6= n+ 1, n, n− 1,
ik = IdCk(K′), ∀k 6= n, n− 1.

Let’s compute the specific values for all elements of the diagram.

These are the chain groups and the chain maps:

Cn(K) = Cn(K
′)⊕ < σ >,

Cn−1(K) = Cn−1(K
′)⊕ < a >,

in = IdCn(K′) ⊕ 0,
in−1 = IdCn−1(K′) ⊕ 0.

Now, we need to express ∂k in terms of ∂′k. Then, with the boundary operators given by their
matrices, we can handle cycles and boundaries in a purely algebraic way...

The matrix of the boundary operator for dimension n+ 1 has the last row equal to ∂−1σ. It has
all zeros because σ is a maximal cell:

∂n+1 = ∂′n+1 ⊕ 0 =




∂1n+1

0, 0, ... , 0




: Cn+1(K
′)→ Cn(K

′)⊕ < σ > .
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Then

ker ∂n+1 = ker ∂′n+1, Im ∂n+1 = Im ∂′n+1 ⊕ 0.

The matrix of the boundary operator for dimension n has last row equal to ∂−1a. It has only
one 1 because a is a part of the boundary of only one cell. That cell is σ and the last column,
which is non-zero, is ∂σ with 1s corresponding to its faces:

∂n =




±1
±1

∂′n 0
...
0

0, 0, ... , 0 ±1



: Cn(K

′)⊕ < σ >→ Cn−1(K
′)⊕ < a > .

Then

ker ∂n = ker ∂′n ⊕ 0, Im ∂n = Im ∂′n ⊕ ∂σ.

For the boundary operator for dimension n−1, the matrix’s last column is ∂a, which is non-zero,
with 1s corresponding to a’s faces:

∂n−1 =




±1
±1

∂′n−1 0
...
0



: Cn−1(K

′)⊕ < a >→ Cn−2(K
′).

Then

ker ∂n−1 = ker ∂′n−1 ⊕ 0, Im ∂n−1 = Im ∂′n−1.

Finally, the moment of truth...

Hn+1(K) :=
ker ∂n+1

Im ∂n+2
=

ker ∂′n+1

Im ∂′n+2

=: Hn+1(K
′);

Hn(K) :=
ker ∂n
Im ∂n+1

=
ker ∂′n ⊕ 0

Im ∂′n+1 ⊕ 0
∼= ker ∂′n

Im ∂′n+1

=: Hn(K
′);

Hn−1(K) :=
ker ∂n−1

Im ∂n
=

ker ∂′n−1 ⊕ 0

Im ∂′n
∼= ker ∂′n−1

Im ∂′n
=: Hn−1(K

′).

The rest of the homology groups are unaffected by the two extra cells:

Hk(K) ∼= Hk(K
′), ∀k 6= n, n− 1, n− 2.

We have proven the following.

Theorem 1.82. If K ց K ′ then

H(K) ∼= H(K ′),

under the homology map induced by the inclusion i : K ′ →֒ K.

Exercise 1.83. Provide details for the last part of the proof.

All these lengthy computations were needed to demonstrate something that may seem obvious,
that these spaces have the same homology:
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Exercise 1.84. Suppose K is a 2-dimensional simplicial complex. Suppose σ is a 2-cell of K
that has two free edges, a, b, with vertex A between them. Let K ′ := K \ {σ, a, b, A}. Use the
above approach to prove that H(K) ∼= H(K ′).

Exercise 1.85. Under what conditions is an elementary collapse a homeomorphism?

2 Cell maps

2.1 The definition

Here, we revisit the following issue:

How does a continuous function change the topology of the space?

A narrower version of this question is:

How is the homology affected by maps?

Below, we will see how the theory of simplicial maps and their homology is extended to general
cell complexes.

Example 2.1 (inclusion). As a quick example, consider the inclusion f of the circle into the
disk as its boundary:

Here we have:

f : K = S1 → L = B2.

After representing the spaces as cell complexes, we examine to what cell in L each cell in K is
taken by f :
• f(A) = A,
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• f(a) = a.
Further, we compute the chain maps

fi : Ci(K)→ Ci(L), i = 0, 1,

as linear operators by defining them on the generators of these vector spaces:
• f0(A) = A,
• f1(a) = a.

Finally, we compute the homology maps as quotients of these linear operators. These maps reveal
what f does to each homology class. Because the 0th homology groups of K and L are generated
by the same cell A, this must be an isomorphism:

[f0] : H0(K) =< A >→ H0(L) =< A > .

We also have:
[f1] : H1(K) =< a >→ H1(L) = 0;

therefore, this operator is 0. �

The outline of the homology theory we’ve learned so far is this:

topological spaces −→ cell complexes −→ chain complexes −→ homology groups

Now, if we add maps to this setup, the procedure will also include the following:

maps −→ cell maps −→ chain maps −→ homology maps.

We would like to map cell complexes to each other in a manner that lends itself to the homological
analysis outlined above.

We take the lead from simplicial maps: every n-cell s is either cloned, f(s) ≈ s, or collapsed,
f(s) is an k-cell with k < n.

The result is used as a template to define cell maps. The difference is that, first, if f(s) is
attached to itself along its boundary but s isn’t, cloning doesn’t produce a homeomorphism –
unless restricted to the interior ṡ of s. The construction is illustrated for dimension 1 below:

The illustration of this construction for dimension 2 also shows that, in contrast to the simplicial
case, a collapsed cell may be stretched over several lower dimensional cells:
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Definition 2.2. Given two cell complexes K and L, a continuous map

f : |K| → |L|
of their realizations is called a cell map (or cellular map) if for every k-cell s in K either
• 1. f(s) is a k-cell in L and f(ṡ) ≈ ṡ under f ; or
• 2. f(s) ⊂ L(k−1), where L(k−1) is the (k − 1)-skeleton of L.

Exercise 2.3. List all possible ways complex K = {A, a, α} can be mapped to another cell
complex.

Exercise 2.4. Represent the rotations of a circle through π, π/2, π/3, π/4 as cell maps.

Example 2.5. This projection of a triangle on a line segment is not a cell map:

�

Exercise 2.6. Choose a different cell complex to represent Y above in such a way that the
projection is then a cell map. How about the rotation of a circle through

√
2π?

Example 2.7 (projection). Let’s consider the projection of the cylinder on the circle:

We have:
• f(A) = f(B) = A′, cloned;
• f(a) = f(b) = a′, cloned;
• f(c) = A′, collapsed;
• f(τ) = a′, collapsed. �
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Note: the continuity requirement in the definition is crucial. Otherwise, one could, for example,
cut the torus into a cylinder, twist it, and then glue it into the Klein bottle while preserving all
cells intact.

2.2 Examples of cubical maps

The next step after defining a cell map is to construct a function that records what happens to
the cells.

Let’s consider maps of the “cubical circle” to itself

f : X = S1 → Y = S1.

We represent X and Y as two identical cubical complexes K and L and then find an appropriate
representation g : K → L for each f in terms of their cells. More precisely, we are after

g = f∆ : C(K)→ C(L).

We will try to find several possible functions g under the following condition:
• (A) g maps each cell in K to a cell in L of the same dimension, otherwise it’s 0.

The condition corresponds to the clone/collapse condition for a cell map f .

We make up a few examples.

Example 2.8 (identity).

g(A) = A, g(B) = B, g(C) = C, g(D) = D,
g(a) = a, g(b) = b, g(c) = c, g(d) = d.

�

Example 2.9 (constant).

g(A) = A, g(B) = A, g(C) = A, g(D) = A,
g(a) = 0, g(b) = 0, g(c) = 0, g(d) = 0.

All 1-cells collapse. Unlike the case of a general constant map, there are only 4 such maps for
these cubical complexes. �

Example 2.10 (flip).

g(A) = D, g(B) = C, g(C) = B, g(D) = A,
g(a) = c, g(b) = b, g(c) = a, g(d) = d.

This is a vertical flip; there are also the horizontal and diagonal flips, a total of 4. Only these
four axes allow condition (A) to be satisfied. �

Example 2.11 (rotation).

∂(f1(AB)) = ∂(0) = 0;
f0(∂(AB)) = f0(A+B) = f0(A) + f0(B) = X +X = 0. �

Exercise 2.12. Complete the example.
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Next, let’s try these values for our vertices:

g(A) = A, g(B) = C, ...

This is trouble. Even though we can find a cell for g(a), it can’t be AC because it’s not in L.
Therefore, g(a) won’t be aligned with its endpoints. As a result, g breaks apart. To prevent this
from happening, we need to require that the endpoints of the image in L of any edge in K are
the images of the endpoints of the edge.

Furthermore, we want to ensure the cells of all dimensions remain attached after g is applied and
we require:
• (B) g takes boundary to boundary.

Algebraically, we arrive to the familiar algebraic continuity condition:

∂g = g∂.

Exercise 2.13. Verify this condition for the examples above.

Observe now that g is defined on complex K but its values aren’t technically all in L. There are
also 0s. They aren’t cells, but rather chains. Recall that, even though g is defined on cells of K
only, it can be extended to all chains, by linearity:

g(A+B) = g(A) + g(B), ...

Thus, condition (A) simply means that g maps k-chains to k-chains. More precisely, g is a
collection of functions (a chain map):

gk : Ck(K)→ Ck(L), k = 0, 1, 2, ....

For brevity we use the following notation:

g : C(K)→ C(L).

Example 2.14 (projection).

g(A) = A, g(B) = A, g(C) = D, g(D) = A,
g(a) = 0, g(b) = d, g(c) = 0, g(d) = d.

Let’s verify condition (B):
∂g(A) = ∂0 = 0,
g∂(A) = g(0) = 0.

Same for the rest of 0-cells.

∂g(a) = ∂(0) = 0,
g∂(a) = g(A+B) = g(A) + g(B) = A+A = 0.

Same for c.
∂g(b) = ∂(d) = A+D,
g∂(b) = g(B + C) = g(B) + g(C) = A+D.

Same for d. �

Exercise 2.15. Try the “diagonal fold”: A goes to C, while C,B and D stay.

In each of these examples, an idea of a map f of the circle/square was present first, then f was
realized as a chain map g.
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Notation: The chain map of f us denoted by

g = f∆ : C(K)→ C(L).

Let’s make sure that this idea makes sense by reversing this construction. This time, we suppose
instead that we already have a chain map

g : C(K)→ C(L),

what is a possible “realization” of g:

f = |g| : |K| → |L|?

The idea is simple: if we know where each vertex goes under f , we can construct the rest of f
using linearity, i.e., interpolation.

Example 2.16 (interpolation). A simple example first. Suppose

K = {A,B, a : ∂a = B −A}, L = {C,D, b : ∂b = D − C}

are two complexes representing the closed intervals. Define a chain map:

g(A) = C, g(B) = D, g(a) = b.

If the first two identities is all we know, we can still construct a continuous function f : |K| → |L|
such that f∆ = g. The third identity will be taken care of by condition (B).

If we include |K| and |L| as subsets of the x-axis and the y-axis respectively, the solution becomes
obvious:

f(x) := C + D−C
B−A · (x−A).

This approach allows us to give a single formula for realizations of all chain operators:

f(x) := g(A) + g(B)−g(A)
B−A · (x−A).

For example, suppose we have a constant map:

g(A) = C, g(B) = C, g(a) = 0.

Then

f(x) = C + C−C
B−A · (x−A) = C. �

Of course, this repeats exactly the construction of the geometric realization of a simplicial map.
There is no difference as long as we stay within dimension 1, as in all the examples above. For
dimensions above 1, we can think by analogy.

Example 2.17. Let’s consider a chain map g of the complex K representing the solid square.
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Knowing the values of g on the 0-cells of K gives us the values of f = |g| at those points. How
do we extend it to the rest of |K|?
An arbitrary point u in |K| is represented as a convex combination of A,B,C,D:

u = sA+ tB + pC + qD, with s+ t+ p+ q = 1.

Then we define f(u) to be

f(u) := sf(A) + tf(B) + pf(C) + qf(D).

Accordingly, f(u) is a convex combination of f(A), f(B), f(C), f(D). But all of these are vertices
of |L|, hence f(u) ∈ |L|. �

Example 2.18 (projection). Let’s consider the projection:

g(A) = A, g(B) = A, g(C) = D, g(D) = A,
g(a) = 0, g(b) = d, g(c) = 0, g(d) = d,
g(τ) = 0.

Then,
f(u) = sf(A) + tf(B) + pf(C) + qf(D)

= sA+ tA+ pD + qD
= (s+ t)A+ (p+ q)D.

Due to (s+ t) + (p+ q) = 1, we conclude that f(u) belongs to the interval AD. �

Exercise 2.19. Are these maps well-defined? Hint: the construction for simplicial maps is based
on barycentric coordinates.

2.3 Modules

Before we proceed to build the homology theory of maps, we review what it takes to have arbitrary
ring of coefficients R.

Recall that
• with R = Z, the chain groups and the homology groups are abelian groups,
• with R = R (or other fields), the chain groups and the homology groups are vector spaces,

and now
• with an arbitrary R, the chain groups and the homology groups are modules.

Informally,

modules are vector spaces over rings.

The following definitions and results can be found in the standard literature such as Hungerford,
Algebra (Chapter IV).

Definition 2.20. Given a commutative ring R with the multiplicative identity 1R, a (commuta-
tive) R-moduleM consists of an abelian group (M,+) and a scalar product operation R×M →M
such that for all r, s ∈ R and x, y ∈M , we have:
• r(x+ y) = rx+ ry,
• (r + s)x = rx+ sx,
• (rs)x = r(sx),
• 1Rx = x.

The scalar multiplication can be written on the left or right.

If R is a field, an R-module is a vector space.
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The rest of the definitions are virtually identical to the ones for vector spaces.

A subgroup N of M is a submodule if it is closed under scalar multiplication: for any n ∈ N and
any r ∈ R, we have rn ∈ N .

A group homomorphism f : M → N is a (module) homomorphism (or a linear operator) if it
preserves the scalar multiplication: for any m,n ∈ M and any r, s ∈ R, we have f(rm + sn) =
rf(m) + sf(n).

A bijective module homomorphism is an (module) isomorphism, and the two modules are called
isomorphic.

Exercise 2.21. Prove that this is a category.

The kernel of a module homomorphism f : M → N is the submodule of M consisting of all
elements that are taken to zero by f . The isomorphism theorems of group theory are still valid.

A module M is called finitely generated if there exist finitely many elements v1, v2, ..., vn ∈ M
such that every element of M is a linear combination of these elements (with coefficients in R).

A module M is called free if it has a basis. This condition is equivalent to: M is isomorphic to a
direct sum of copies of the ring R. Every submodule L of such a module is a summand; i.e.,

M = L⊕N,

for some other submodule N of M .

Of course, Zn is free and finitely generated. This module is our primary interest because that’s
what a chain group over the integers has been every time. It behaves very similarly to Rn and
the main differences lie in these two related areas.

First, the quotients may have torsion, such as in Z/2Z ∼= Z2. We have seen this happen in our
computations of the homology groups.

Second, some operators invertible over R may be singular over Z. Take f(x) = 2x as an example.

We will refer to finitely generated free modules as simply modules.

2.4 The topological step

The topological setup above is now translated into algebra. From a cell map, we construct maps
on the chain groups of the two cell complexes.

Definition 2.22. Given a cell map f : |K| → |L|, the kth chain map generated by map f ,

fk : Ck(K)→ Ck(L),

is defined on the generators as follows. For each k-cell s in K,
• 1. if s is cloned by f , define fk(s) := ±f(s), with the sign determined by the orientation of

the cell f(s) in L induced by f ;
• 2. if s is collapsed by f , define fk(s) := 0.

Also,
f∆ = {fi : i = 0, 1, ...} : C(K)→ C(L)

is the (total) chain map generated by f .

In the items 1 and 2 of the definition, the left-hand sides are the values of s under fk, while the
right hand sides are the images of s under f .

Note: The notion of orientation was fully developed for both simplicial and cubical complexes.
For the general case of cell complexes, we just point out that for dimensions 0 and 1 the notion
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applies without change, while in dimension 2 the orientation of a cell is simply the direction of a
trip around its boundary. Also, we can avoid dealing with the issue of orientation by resigning,
with a certain penalty, to the algebra over R = Z2.

Example 2.23 (projection). Let’s consider the projection of the cylinder on the circle again:

From the images of the cells under f listed above, we conclude:
• f0(A) = f0(B) = A′;
• f1(a) = f1(b) = a′; f1(c) = 0;
• f2(τ) = 0.

Now we need to work out the operators:
• f0 : C0(K) =< A,B >→ C0(L) =< A′ >;
• f1 : C1(K) =< a, b, c >→ C1(L) =< a′ >;
• f2 : C2(K) =< τ >→ C2(L) = 0.

From the values of the operators on the basis elements, we conclude:
• f0 = [1, 1];
• f1 = [1, 1, 0];
• f2 = 0. �

Recall also that a chain map as a combination of maps between chain complexes, in addition, has
to take boundary to boundary, or, more precisely, has to commute with the boundary operator.

Theorem 2.24. If f is a cell map, then f∆ is a chain map:

∂kfk = fk−1∂k, ∀k.

Proof. Done for simplicial maps. �

Example 2.25. To continue the above example, the diagram has to commute:

0
∂3−−−−−→ C2

∂2−−−−−→ C1
∂1−−−−−→ C0

∂0−−−−−→ 0

C(K) : 0
0−−−−→ R

∂2−−−−−→ R3 ∂1−−−−−→ R2 0−−−−→ 0

f∆ :

y0

yf2
yf1

yf0
y0

C(L) : 0
0−−−−→ 0

∂2−−−−−→ R
∂1−−−−−→ R

0−−−−→ 0

Let’s verify that the identity is satisfied in each square above. First we list the boundary operators
for the two chain complexes:

∂K2 (τ) = a− b, ∂K1 (a) = ∂K1 (b) = 0, ∂K1 (c) = A−B, ∂K0 (A) = ∂K0 (B) = 0;
∂L2 = 0, ∂L1 (a

′) = 0, ∂L0 (A
′) = 0.

Now we go through the diagram from left to right.

∂2f2(τ) = f1∂2(τ) ∂1f1(a) = f0∂1(a) ∂1f1(b) = f0∂1(b) ∂1f1(c) = f0∂1(c)
∂2(0) = f1(a− b) ∂1(a

′) = f0(0) ∂1(a
′) = f0(0) ∂1(0) = f0(B −A) = A′ −A′

0 = a′ − a′ = 0, OK 0 = 0, OK 0 = 0, OK 0 = 0, OK
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So, f∆ is indeed a chain map. �

Exercise 2.26. Represent the cylinder as a complex with two 2-cells, find an appropriate cell
complex for the circle and an appropriate cell map for the projection, compute the chain map,
and confirm that the diagram commutes.

Note: a broader definition of a cell map requires only: f(Kn) ⊂ Ln. It can be proven that the
two definitions are equivalent, up to homotopy.

2.5 The algebraic step

For a cell map, we have defined – by topological means – its chain maps as the homomorphisms
between the chain groups of the complexes. At this point, we can ignore the origin of these new
maps and proceed to homology in a purely algebraic manner. Fortunately, this part was fully
developed for simplicial complexes and maps and, being algebraic, the development is identical
for cell complexes. A quick review follows.

First, we suppose that we have two chain complexes, i.e., combinations of modules and homo-
morphisms between these modules, called the boundary operators:

M := {Mi, ∂
M
i : Mi →Mi−1 : i = 0, 1, ...},

N := {Ni, ∂Ni : Ni → Ni−1 : i = 0, 1, ...},

with

M−1 = N−1 = 0.

As chain complexes, they are to satisfy the “double boundary identity”:

∂Mi ∂
M
i+1 = 0, i = 0, 1, 2, ...;

∂Ni ∂
N
i+1 = 0, i = 0, 1, 2, ....

The compact form of this condition is, for both:

∂∂ = 0.

Second, we suppose that we have a chain map as a combination of homomorphisms between the
corresponding items of the two chain complexes:

f∆ = {fi : Mi → Ni : i = 0, 1, ...} :M → N.

As a chain map, it is to satisfy the “algebraic continuity condition”:

∂Mi fi = fi−1∂
N
i , i = 0, 1, ....

The compact form of this condition is:

f∂ = ∂f.

In other words, the diagram commutes:

Mi+1

∂M

i+1−−−−−−→Miyfi+1 ց
yfi

Ni+1

∂N

i+1−−−−−−→ Ni
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This combination of modules and homomorphisms forms a diagram with the two chain complexes
occupying the two rows and the chain map connecting them by the vertical arrows, item by item:

... → Mk+1

∂M

k+1−−−−−−−→Mk
∂M

k−−−−−−→Mk−1 → ... → 0

...

yfk+1

yfk
yfk−1 ...

... → Nk+1

∂N

k+1−−−−−−−→ Nk
∂N

k−−−−−→ Nk−1 → ... → 0

Each square commutes.

Next, we define the homology groups of the chain complex for either of them, as these quotient
modules:

Hi(M) =
ker ∂M

i

Im ∂M

i+1
, i = 0, 1, ...;

Hi(N) =
ker ∂N

i

Im ∂N

i+1
, i = 0, 1, ....

And we use the following compact notation:

H(M) = {Hi(M) : i = 0, 1, ...},
H(N) = {Hi(N) : i = 0, 1, ...}.

Finally, the homology map induced by the chain map

f∆ = {f0, f1, ...} :M → N,

is defined as the combination:

f∗ = {[f0], [f1], ...} : H(M)→ H(N),

of the quotient maps of fi:

[fi] : Hi(M)→ Hi(N), i = 0, 1, ....

In other words, each one is a homomorphism defined by

[fi]([x]) := [fi(x)].

The homology map is well-defined as guaranteed by the two properties above.

Meanwhile, under this equivalence relation the quotients of the boundary operators are trivial:

[∂Mi ] = 0, [∂Ni ] = 0, i = 0, 1, ....

Exercise 2.27. Prove these identities.

Then, under the quotients, the above diagram of chain complexes and chain maps is distilled into
this:

... → Hk+1(M)
0−−−−→Hk(M)

0−−−−→Hk−1(M) → ... → 0 H(M)

...

y[fk+1]

y[fk]

y[fk−1] ...

yf∗

... → Hk+1(N)
0−−−−→ Hk(N)

0−−−−→ Hk−1(N) → ... → 0 H(N)

Still technically commutative, the diagram is just a collection of columns. They are combined
into our very compact notation:

f∗ : H(M)→ H(N).
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Example 2.28. From the last subsection, we have the following chain maps:

f0 : M0 =< A,B > → N0 =< A′ >, f0(A) = f0(B) = A′;
f1 : M1 =< a, b, c > → N1 =< a′ >, f1(a) = f1(b) = a′, f1(c) = 0;
f2 : M2 =< τ > → N2 = 0, f2(τ) = 0.

From the algebraic point of view, the nature of these generators is irrelevant... Now, the diagram
is:

0
∂3−−−−−→ C2

∂2−−−−−→ C1
∂1−−−−−→ C0

∂0−−−−−→ 0

M : 0
0−−−−→ < τ >

[1,−1,0]T−−−−−−−−−→ < a, b, c >

[

0 0 −1
0 0 1

]

−−−−−−−−−−−−−→< A,B >
0−−−−→ 0

f∆ :

y0

y0

y[1,1,0]

y[1,1]

y0

N : 0
0−−−−→ 0

0−−−−→ < a′ >
0−−−−→ < A′ >

0−−−−→ 0

Compute the homology:

H2 H1 H0

M : 0 < [a] = [b] > < [A] = [B] >

f∗ :

y0

y[1]

y[1]

N : 0 < [a′] > < [A′] >

�

Exercise 2.29. For the chain complexes M,N above, suggest three examples of chain maps
g : N → N and compute their homology maps. Make sure that all of them are different from the
homology map above. Hint: make no references to cell maps.

2.6 Examples of homology maps

What happens to homology classes under continuous functions?

Let’s consider a few examples with some typical maps that exhibit common behavior.

We start with maps of the circle to itself. Such a map can be thought of as a circular rope, X,
being fitted into a circular groove, Y . You can carefully transport the rope to the groove without
disturbing its shape to get the identity map, or you can compress it into a tight knot to get the
constant map, etc.:

To build cell map representations for these maps, we use the following cell complexes of the
circles:
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Example 2.30 (constant). If f : X → Y is a constant map, all k-homology classes of X with
k > 0 collapse or, algebraically speaking, are mapped to 0 by f∗. Meanwhile, all 0-homology
classes of X are mapped to the same 0-homology class of Y . So, it’s the identity for any two
path-connected spaces. �

Example 2.31 (identity). If f is the identity map, we have

f∗(A) = A′,
f∗(a) = a′. �

Example 2.32 (flip). Suppose f is a flip (a reflection about the y-axis) of the circle. Then

f∗(a) = −a′. �

Example 2.33 (turn). You can also turn (or rotate) the rope before placing it into the groove.
The resulting map is very similar to the identity regardless of the degree of the turn. Indeed, we
have:

f∗(a) = a′.

Even though the map is simple and its homology interpretation is clear, this isn’t a cell map! �

Example 2.34 (wrap). If you wind the rope twice before placing it into the groove, you get:

f∗(a) = 2a′.

Once again, this isn’t a cell map! �

We will need to subdivide the complex(es) to deal with this issue...

Example 2.35 (inclusion). In the all examples above we have

f∗(A) = A′.

Let’s consider an example that illustrates what else can happen to 0-classes. Consider the inclu-
sion of the two endpoints of a segment into the segment. Then f : X = {A,B} → Y = [A,B]
is given by f(A) = A, f(B) = B. Now, even though A and B aren’t homologous in X, their
images under f are, in Y . So, f(A) ∼ f(B). In other words,

f∗([A]) = f∗([B]) = [A] = [B].

Algebraically, [A]− [B] is mapped to 0. �

Example 2.36 (collapse). A more advanced example of collapse is that of the torus to a circle,
f : X = T2 → Y = S1.
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We choose one longitude L (in red) and then move every point of the torus to its nearest point
on L. �

Example 2.37 (inversion). And here’s turning the torus inside out:

�

Exercise 2.38. Consider the following self-maps of the torus T2:
• (a) collapsing it to a meridian,
• (b) collapsing it to the equator (above),
• (c) collapsing a meridian to a point,
• (d) gluing the outer equator to the inner equator,
• (e) turning it inside out.

For each of those,
• describe the cell structure of the complexes,
• represent the map as a cell map,
• compute the chain maps of this map, and
• compute the homology maps of these chain maps.

Example 2.39 (embedding). We consider maps from the circle to the Möbius band:

f : S1 →M2.

First, we map the circle to the median circle of the band:

As you can see, we are forced to subdivide the band’s square into two to turn this map into a cell
map. Then we have:

f(X) = f(Y ) =M and f(x) = m.

Then, due to f1(x) = m, the 1st homology map is the identity:

f∗ = Id : H1(K) = Z→ H1(L) = Z.
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Second, we map the circle to the edge of the band:

As you can see, we have to subdivide the circle’s edge into two edges to turn this map into a cell
map. Then we have:

f(X) = B, f(Y ) = A and f(x) = b, f(y) = d.

Then, due to f1(x+ y) = b+ d, one can see that the 1st homology map is not the identity:

f∗ = 2 · Id : H1(K) = Z→ H1(L) = Z. �

Exercise 2.40. Provide details of the homology computations in the last example.

Exercise 2.41. Consider a few possible maps for each of these and compute their homology
maps:
• embeddings of the circle into the torus;
• self-maps of the figure eight;
• embeddings of the circle to the sphere.

2.7 Homology theory

Let’s review how the homology theory of maps is built one more time:

A cell map produces its chain map, which in turn produces its homology map.

That’s the whole theory.

Now, algebraically:
f : |K| → |L|  

f∆ : C(K) → C(L)  

f∗ : H(K) → H(L).

We recognize each of these three settings as categories:
• cell complexes and cell maps,
• chain complexes and chain maps,
• modules and homomorphisms.

Indeed, in each of them, we can always complete this diagram with a composition:

X
f−−−−→ Y

gf
. . .

yg
Z
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Let’s, once again, consider these two steps separately.

First, the topological step. It relies on these familiar theorems.

Theorem 2.42. The identity cell map induces the identity chain map:
(
Id|K|

)
i
= IdCi(K) .

Theorem 2.43. The chain map of the composition of two cell maps is the composition of their
chain maps:

(gf)i = gifi.

Second, the algebraic step.

Theorem 2.44. The identity chain map induces the identity homology map:
(
IdC(K)

)
∗
= IdH(K) .

Theorem 2.45. The homology map of the composition of two chain maps is the composition of
their homology maps:

(gf)∗ = g∗f∗.

Now, we combine the two steps omitting the intermediate state.

The following notation we have been using implicitly: when the chain complexM = C(K) comes
from a cell complex K, we replace the cumbersome H(C(K)) with H(K) (as well as H(C(K,K ′))
with H(K,K ′)).

The following is obvious.

Theorem 2.46. The identity cell map induces the identity homology map:
(
Id|K|

)
∗
= IdH(K) .

Theorem 2.47. The homology map of the composition of two cell maps is the composition of
their homology maps

(gf)∗ = g∗f∗.

The main result is below.

Theorem 2.48. Suppose K and L are cell complexes, if a map

f : |K| → |L|

is a cell map and a homeomorphism, and

f−1 : |L| → |K|

is a cell map too, then the homology map

f∗ : Hk(K)→ Hk(L)

is an isomorphism for all k.

Proof. From the definition of inverse function,

ff−1 = Id|L|,
f−1f = Id|K| .
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From the above theorems, it follows that

f∗(f
−1)∗ = IdH(L),

(f−1)∗f∗ = IdH(K) . �

The theorems prove that the effect of either of these two steps:
• from the category of cell complexes to the category of chain complexes; and then
• from the category of chain complexes to the category of modules,

is that objects are mapped to objects and morphisms to morphisms – in such a way that the
compositions are preserved. Inevitably, the combination of these two steps has the same effect.

2.8 Functors

The results in the last subsection have a far-reaching generalization.

Definition 2.49. A functor F from category C to category D consists of two functions:
• the first associates to each object X in C an object F (X) in D ,
• the second associates to each morphism f : X → Y in C a morphism F (f) : F (X)→ F (Y )

in D .
In other words, a functor is a combination of the following. First:

F : Obj(C )→ Obj(D).

And second, if F (X) = U, F (Y ) = V , we have

F = FX,Y : HomC (X,Y )→ HomD(U, V ).

We assume that the following two conditions hold:
• (identity) F (IdX) = IdF(X), for every object X in C ;
• (compositions) F (gf) = F (g)F (f), for all morphisms f : X → Y , and g : Y → Z.

The latter condition can be illustrated with a commutative diagram:

X
f−−−−→ Y F (X)

F(f)−−−−−−−→ F (Y )

gf
. . .

yg  F(gf)

. . .

yF(g)

Z F (Z)

Exercise 2.50. Define (a) the identity functor, (b) a constant functor.

A slightly more complex is a forgetful functor: it is a functor that strips all structure off a given
category and leaves us with the category of sets. For example, for groups we have:

F ((G, ∗)) = G.

Exercise 2.51. Prove that the composition of two functors is a functor.

Back to homology. Above, we proved the following result.

Theorem 2.52. Homology is a functor from cell complexes and maps to abelian groups and
homomorphisms.

Exercise 2.53. Explain in what sense a chain complex is a functor.

Exercise 2.54. Outline the homology theory for relative cell complexes and cell maps of pairs.
Hint: C(K,K ′) = C(K)/C(K ′).
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This is how the purely “functorial” aspects of homology theory are used.

Example 2.55 (extension). Suppose we would like to answer the following question:
• Can a soap bubble contract to the ring without tearing?

We recast this question as an example of the Extension Problem:
• Can we extend the map of the circle onto itself to the whole disk?

In other words, is there a continuous F to complete the first diagram below so that it is commu-
tative? Here, we translate our initial topological diagram – with cell complexes and cell maps –
into algebraic diagram – with groups and homomorphisms:

Sn−1 →֒ Bn Hn−1(S
n−1) → Hn−1(B

n) Z → 0

ցId

yF=?  ցId

y? = ցId

y?

Sn−1 Hn−1(S
n−1) Z

The latter is easy to evaluate and the result is the third diagram. That diagram is impossible to
complete! �

Exercise 2.56. Provide such analysis for the extension problem(s) for: the identity map of the
circle to the torus.

Exercise 2.57. For each n ∈ Z, construct a map from the circle to the Möbius band:

f : K = S1 → L = M2,

following the pattern we saw in the last subsection:

and confirm that its 1st homology map is the multiplication by n:

f∗ = n · Id : H1(K) = Z→ H1(L) = Z.

Exercise 2.58. List possible maps for each of these based on the possible homology maps:
• embeddings of the circle into the torus;
• self-maps of the figure eight;
• embeddings of the circle to the sphere.

2.9 New maps from old

In this section, we have been using tools for building new topological spaces from old. The main
tools are the product and the quotient. Both come with a method to construct appropriate new
maps. We will review these maps and construct their combinations.
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For two spaces X,Y , their product is a topological space defined on the product set X × Y with
the product topology. If there are maps

f : X → Y, f ′ : X ′ → Y ′,

the product map

f × f ′ : X ×X ′ → Y × Y ′,

of these maps is, naturally, (
f × f ′

)
(x, y) :=

(
f(x), f(y)

)
.

It is always well-defined.

Example 2.59. Suppose X,Y both are the circle. Then the product of the identity and a
constant map collapses the torus on the equator:

�

Exercise 2.60. Represent, when possible, as product maps the following maps of the torus:
constant, collapse to a meridian, collapse to the bottom half, collapse to the diagonal, rotation
about its axis, reflection about a vertical plane.

Exercise 2.61. For a Qm an m-cube, suppose we have an identification map

fm : Qm → Sm, f(∂Qm) = {a}, a ∈ Sm.

Describe fm × fn.
Exercise 2.62. Show that fixing one of the spaces creates a simple functor, such as

F (X) := I×X, F (f) := Id×f.

Next, given a space X and an equivalence relation on it, the quotient is a topological space defined
on the quotient set X/∼ with the quotient topology. For any map

f : X → Y,

its quotient map

[f ] : X/∼ → Y/∼,

is, naturally,

[f ]([x]) := [f(x)].

It is well-defined whenever we have x ∼ y =⇒ f(x) ∼ f(y).
Example 2.63 (wrap). Suppose f is the “double wrap” of the circle. Then f×Id is the “double
wrap” of the cylinder.
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Suppose the equivalence relation collapses the top and the bottom edges of the cylinder, sepa-
rately. Then [f × Id] is the “double wrap” of the resulting sphere. �

Unless both of the spaces are non-trivial, the product won’t create any new topological features;
indeed:

I×X ≃ X.

The flip side is that we can use products to produce new building blocks from old, such as cubes:

I×Qn = Qn+1.

The simplicial analog of this construction is the cone which is simply adding an extra vertex to
the simplex:

Cσn = σn+1.

Both increase the dimension by 1!

There is also the cone construction for topological spaces. Given a space X, first form the product
I×X, then collapse the top to a point:

CX :=
(
I×X

)
/{1}×X .

The result is contractible:

CX ≃ {p}.

For instance, the cone of the circle is simply the disk.

However, two such cones glued together will produce the sphere!

This is how. First form the product I × X. Nothing new here. Then create the quotient by
collapsing the top to a point and the bottom to a point.
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Definition 2.64. Given a topological space X, define the suspension of X to be

ΣX :=
(
I×X

)
/∼,

with the equivalence relation given by

(0, x) ∼ (0, y), (1, x) ∼ (1, y).

Without the second part, this is the cone of X.

Exercise 2.65. Given a triangulation of X, construct a triangulation of ΣX. Hint: use cones.

Exercise 2.66. Represent the suspension as a join.

The goal is to use the suspension to create new spaces with new, higher dimensional, topological
features. Now, these features don’t appear from nothing; just compare what happens to the
homology classes:
• ΣS1 ≈ S2, a non-trivial 2-class is produced from a non-trivial 1-class; but
• ΣB1 ≈ B2, trivial 1-classes don’t produce non-trivial 2-classes.

For the spheres, things are simple:

Proposition 2.67.
ΣSn ≈ Sn+1, n = 0, 1, 2, ....

Exercise 2.68. Prove the proposition.

Let’s express the homology of the suspension ΣX in terms of the homology of X. The proposition
implies:

Hn+1(ΣS
n) ∼= Hn(S

n).

The case of n = 0 is an exception though:

S0 = {p, q} =⇒ H0(S
0) = Z⊕ Z.

A convenient way of treating this exception is given by the reduced homology.
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Theorem 2.69. For a cell complex K, we have

H̃n+1(ΣK) ∼= H̃n(K), n = 0, 1, 2, ....

Exercise 2.70. Prove the theorem for simplicial complexes. Hint: write the two chain complexes
and suggest a new kind of chain map between them, one that raises the dimension.

Definition 2.71. Given a map f : X → Y , there is a map between their suspensions,

Σf : ΣX → ΣY,

called the suspension map of f , defined by

(Σf)([t, x]) := [t, f(x)].

Then, for a map f of the circles, its suspension is built by repeating f on the equator and all
other longitudes. In particular, the “double wrap” of the sphere is the suspension of the “double
wrap” of the circle, as shown above.

Exercise 2.72. Prove that the suspension map is well-defined.

Exercise 2.73. Prove that Σ is a functor from the category of topological spaces into itself.

Let’s express the homology map of the suspension map Σf in terms of the homology map of f .

Theorem 2.74. Given a cell map f : K → L, the following diagram is commutative for every
n = 0, 1, ...:

H̃n(K)
f∗−−−−−→ H̃n(L)y∼=

y∼=

H̃n+1(ΣK)
(Σf)∗−−−−−−−→ H̃n+1(ΣL)

Exercise 2.75. Prove the theorem for simplicial maps.

3 Maps of polyhedra

3.1 Maps vs. cell maps

Previously, we proved that if complexK1 is obtained from complexK via a sequence of elementary
collapses, then

H(K) ∼= H(K1).
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(In spite of its length, the proof was straightforward.) However, the result, as important as it is,
is a very limited instance of the invariance of homology. We explore next what we can achieve
in this area if we take an indirect route and examine seemingly unrelated issues.

In order to build a complete theory of homology, our long-term goal now is to prove that the
homology groups of two homeomorphic, or even homotopy equivalent, spaces are isomorphic –
for the triangulable spaces we call polyhedra.

But these two concepts rely entirely on the general concept of map; meanwhile, this is the area
where our theory remains most inadequate. Even if we are dealing with cell complexes, a map
f : |K| → |L| between their realizations doesn’t have to be a cell map. As a result we are unable
to define its chain map f∆ : C(K) → C(L) and unable to define or compute its homology map
f∗ : H(K)→ H(L).

The idea of our new approach is to replace a map with a cell map, somehow:

f : |K| → |L|  g : K → L,

and then simply declare that the homology map of the former is that of the latter:

f∗ := g∗ : H(K)→ H(L).

Naturally, we have to do it in such a way that this resulting homology map is well-defined. This
is a non-trivial task.

Example 3.1 (self-maps of circle). We have already seen several examples of maps f : S1 →
S1 of the circle to itself that aren’t cell maps:

Suppose the circle is given by the simplest cell complex with just two cells A, a. Let’s list all
maps that can be represented as cell maps:
• the constant map: f(u) = A g(A) = A′, g(a) = A;
• the identity map: f(u) = u g(A) = A′, g(a) = a′;
• the flip around the y-axis: f(x, y) = (−x, y) g(A) = A′, g(a) = −a′.

These are examples of simple maps that aren’t cell maps:
• any other constant map;
• any rotation;
• any double-wrapping of the loop (or triple-, etc.);
• the flip around any other axis.

And, we can add to the list anything more complicated than these!

Let’s see if we can do anything about this problem.

One approach is to try to refine the given cell complexes. For example, cutting each 1-cell in half
allows us to accommodate a rotation through 180 degrees:

Indeed, we can set:
g(A) = g(B) := A′, g(a) := b′, g(b) := a′.
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What about “doubling”? Cutting the only 1-cell of the domain complex (but not in the target!)
in half helps:

Indeed, we can set:

g(A) = g(B) := A′, g(a) = g(b) := a′.

Can we accommodate the rotation through 180 degrees by subdividing only the domain? Yes:

g(A) = g(B) := A′, g(a) := a′, g(b) := A′.

Since b collapses, the representation isn’t ideal; however, it does capture what happens to the
1-cycle. �

Exercise 3.2. Provide cell map representations of the maps listed above with as few subdivisions
as possible.

Exercise 3.3. Demonstrate that the rotation of the circle through
√
2π cannot be represented

as a cell map no matter how many subdivisions one makes.

3.2 Cell approximations of maps

There are many more maps that might be hard or impossible to represent as cell maps, such as
these maps from the circle to the ring:

Indeed, if we zoom in on this ring and it is equipped with a cubical complex structure, we can see
that the diagonal lines can’t be represented exactly within this grid, no matter how many times
we refine it. There is another way however...

The idea is to approximate these maps:

The meaning of approximation is the same as in other fields: every element of a broad class of
functions is substituted – with some accuracy – with an element of a smaller class of “nicer”
functions. For example, differential functions are approximated with polynomials (Taylor) or
trigonometric polynomials (Fourier). The end result of such an approximation is a sequence of
polynomials converging to the function. This time, the goal is to
• approximate continuous functions (maps) with cell maps.
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But how do we measure how close two maps are within a complex? Because we want the solution
independent of the realization, no actual measurements will be allowed. Instead, we start with
the simple idea of using “cell distance” as our one and only measurement of proximity.

We can say that a cell map g : K → L approximates a map f : |K| → |L| at vertex A of K if its
value g(A) is within the cell distance from f(A); i.e., there is a cell σ ∈ L such that

f(A), g(A) ∈ σ.

Judging by the above examples, this constraint won’t make the functions very close. The only
way to allow for cell maps to approximate f better and better and generate a convergent sequence
is to refine the complexes. Below we can see how, under multiple subdivisions, cell maps start to
get closer to the original:

Even though these approximations seem to work well, they are incomplete as they are defined
only on the vertices. We need to extend them to the edges.

We discover that we cannot extend the “cell maps” in 3rd, 5th, and 6th graphs above to 1-cells.
The reason is the same: as x changes by 1 cell, y changes by 2 or more.

The idea of how to get around this problem is suggested by the continuity of f . This property
will ensure that a small enough increment of x will produce an increment of y as small as we like.
Then the plan is to subdivide but subdivide only the domain:

Exercise 3.4. Show that the approach works for all examples above.

We will prove that this positive outcome is guaranteed – after a sufficient number of subdivisions.

Without refining the target space, repeating this approximation doesn’t produce a sequence gn
convergent to the original map f . For such an approximation to have any value at all, gn has
to become “good enough” for large enough n. We will demonstrate that it is good enough
topologically: gn ≃ f !
From this point on, we limit ourselves in this section to simplicial and cubical complexes and
we refer to them as simply “complexes” and to their elements as “cells”. The reason is that
either class has a standard refinement scheme: the barycentric subdivision for simplicial and the
“central” subdivision for cubical complexes:
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In either case, each cell acquires a new vertex in the middle. For a given complex k, the nth
subdivision of this kind will be within this section denoted by Kn (not to be confused with K(n),
which is the nth skeleton).

Exercise 3.5. Given a cubical complex K, list all cells of K1.

Exercise 3.6. Prove that the sizes of the cells converge to 0 as n → ∞, for both types of
complexes.

In addition to vertices mapped by f and g within a cell from each other, we need to ensure a
similar behavior for all other cells. Suppose for a moment that the values of f and g coincide
on all vertices of K. Then any cell a adjacent to a vertex A must be mapped to a cell adjacent
to vertex f(A) = g(A). Here we recognize a familiar situation: we are talking about a and f(a)
located within the star of the corresponding vertex!

Recall that given a complex K and a vertex A in K, the star of A in K is the collection of all
cells in K that contain A:

StA = StA(K) := {σ ∈ K : A ∈ σ} ⊂ K,

while the open star is the union of the interiors of all these cells:

NA = NA(K) =
⋃
{σ̇ : σ ∈ StA(K)} ⊂ |K|.

We recall also this simple result about simplicial complexes, which also holds for cubical com-
plexes.

Proposition 3.7. The set of all open stars of all vertices of complex K forms an open cover of
its realization |K|.
Exercise 3.8. Prove that the set of all open stars of all vertices of all subdivisions of complex
K forms a basis of the topology of its realization |K|.
We are ready now to state the main definition.

Definition 3.9. Suppose f : |K| → |L| is a map between realizations of two complexes. Then a
cell map g : K → L is called a cell approximation of f if

f(NA) ⊂ Ng(A),

for any vertex A in K.

The condition is illustrated for dimension 1:
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And for dimension 2:

Observe here that, if we assume again that f and g coincide on the vertices, the above condition
is exactly what we have in the definition of continuity:

f(Nx) ⊂ Nf(x),

if Na stands simply for a neighborhood of point a.

Proposition 3.10. Cell approximation is preserved under compositions. In other words, given

p : |K| → |L|, q : |L| → |M |,

maps between realizations of three complexes, if

g : K → L, h : L→M

are cell approximations of p, q respectively, then hg is a cell approximation of qp.

Exercise 3.11. Prove the proposition. Hint: compare to compositions of continuous functions.

3.3 The Simplicial Approximation Theorem

We need to prove that such an approximation always exists.

We start, for a given map f : |K| → |L|, building a cell approximation g : Km → L, for some m.

We begin at the ground level, the vertices. The value y = f(A) of f at a vertex A of K doesn’t
have to be a vertex in L. We need to pick one of the nearest, i.e., in the cell of L that contains
A inside of it:
• g(A) = V for some V , a vertex of cell σ ∈ L such that f(A) ∈ σ̇.

This cell is called the carrier, carr(y), of y.

Exercise 3.12. Prove that the carrier of y is the smallest (closed) cell that contains it.

Exercise 3.13. Prove that g is a cell approximation of f if and only if

carr(g(x)) ⊂ carr(f(x)).
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Would all or some of these vertices satisfy the definition? Not when the cells of K are “large”.
That’s why we need to subdivide K to reduce the size of the cells in a uniform fashion. We have
measured the sizes of sets topologically in terms of open covers, i.e., whether the set is included
in one of the elements of the cover. In a metric space, it’s simpler:

Definition 3.14. The diameter of a subset S of a metric space (X, d) is defined to be

diam(S) := sup{d(x, y) : x, y ∈ S}.

Exercise 3.15. In what sense does the word “diameter” apply?

Exercise 3.16. Prove that for a compact S, this supremum is “attained”: diam(S) = d(x, y) for
some x, y ∈ S.
Every simplicial complex K has a geometric realization |K| ⊂ RN , while every cubical complex
is a collection of cubes in RN . Therefore, for any cell σ in K, we have:

∃x, y ∈ σ, diam(σ) = ||x− y||.

Exercise 3.17. (a) Prove this fact directly, without using the last exercise. (b) Prove that these
x, y belong to the boundary of σ.

Exercise 3.18. Find the diameter of an n-cube.

Now, we compare the idea of measuring sizes of sets via open covers and via the diameters.

Lemma 3.19 (Lebesgue’s Lemma). Suppose (X, d) is a compact metric space and α is an
open cover of X. Then every subset with small enough diameter is contained in a single element
of the cover; i.e., there is a number λ > 0 such that if S ⊂ X and diam(S) < λ then S ⊂ U for
some U ∈ α.

Proof. We prove by contradiction.

Suppose for every λn = 1
n , n = 1, 2, ..., there is a subset Sn ⊂ X with

• (1) diam(Sn) <
1
n , and

• (2) Sn 6⊂ U, ∀U ∈ α.
Choose a single point in each set:

xn ∈ Sn, n = 1, 2, ...

Then, by compactness, this sequence has a limit point, say a ∈ X. Since α is a cover, there is a
V ∈ α such that a ∈ V , and, since it’s open, there is a B(a, ε) ⊂ V for some ε > 0. Now choose
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m large enough so that
• (a) d(a, xm) < ε

2 , and
• (b) 1/m < ε

2 .

Using conditions (1) and (a), we conclude:

diamSm < 1
m < ε

2 .

It follows that
Sm ⊂ B(a, ε) ⊂ V.

This contradicts condition (2). �

Exercise 3.20. Prove the last step of the proof. Hint: use condition (b) and the Triangle
Inequality.

Definition 3.21. The mesh of a complex K is defined to be

mesh(K) := max
σ∈K

diam(σ).

We will use a variation of this common definition:

Mesh(K) := max
A∈K

diam(NA).

Exercise 3.22. Find the mesh of a cubical complex in RN .

Lemma 3.23. For a complex K, Mesh(K) ≤ 2mesh(K).

Lemma 3.24. For any complex K, Mesh(Kn)→ 0 as n→∞.

Exercise 3.25. Prove the two lemmas.

Now, we need to refine the cell structure of complex K to such a degree that its stars would be
mapped by f into the stars of L. We need to have for any vertex A in K:

f(NA) ⊂ Ng(A).

In other words, we require that

NA ⊂ f−1(NV ), V = g(A).

The sets such as the one on the right form an open cover of |K|:

α := {f−1(NV ) : V ∈ L}.

We now apply Lebesgue’s Lemma to X = |K| and this open cover. It follows that there is a
number λ > 0 such that if S ⊂ |K| and diamS < λ then S ⊂ U for some U ∈ α, or

S ⊂ f−1(NV ).

Thanks to the second lemma above, we can choose m large enough so that

Mesh(Km) < λ,

or
diam(NA(K

m)) < λ.

Due to |Km| = |K| = X, we conclude that

NA(K
m) ⊂ f−1(NV (L)).
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We summarize the outcome below.

Theorem 3.26. Given a map f : |K| → |L| between realizations of two complexes. Then there
is such an M that for every vertex A in Km with m > M , there is a vertex VA in L such that

f(NA(K
m)) ⊂ NVA

(L).

Exercise 3.27. As a generalization of cubical and simplicial complexes, define a cell complex
with a “refinement scheme” in such a way that the theorem holds.

Thus, we’ve made the first step in constructing G : Km → L. It is defined on all vertices:

g(A) := VA.

Next, we need to extend g to all cells:

g(A0...An) := g(A0)...g(An).

Theorem 3.28 (Simplicial Approximation Theorem). Given a map

f : |K| → |L|

between realizations of two simplicial complexes. Then there is a simplicial approximation of f ,
i.e., a simplicial map

g : Km → L,

for some m, such that
f(NA(K

m)) ⊂ Ng(A)(L).

Proof. The inclusion is proven in the last theorem. Then the conclusion follows from the
Simplicial Extension Theorem (subsection IV.4.5). �

We derived the Simplicial Extension Theorem from the Star Lemma. For cubical complexes the
lemma doesn’t hold; indeed, two vertices may be the opposite corners of a square. An alternative
way to approximate maps, including cubical maps, is discussed later.

Exercise 3.29. Sketch a simplicial approximation of a map for dimK = 1 and m = 1.

Exercise 3.30. Suppose g : σm → σ is a simplicial approximation of the identity map Id : |σ| →
|σ| of the complex of the n-simplex σ. Prove that the number of simplices cloned by g is odd.
Hint: what happens to the boundary simplices of σ?

3.4 Simplicial approximations are homotopic

At this point, we can finally define, as planned, the homology maps of an arbitrary map f : X → Y
between two polyhedra.

Definition 3.31. Suppose X,Y are realizations of two simplicial complexes K,L:

X = |K|, Y = |L|,

and suppose that there is a simplicial approximation g : Km → L, for some m, of f with its chain
maps

gk : Ck(K
m)→ Ck(L), k = 0, 1, 2, ...

well-defined. Then we let, as a matter of definition, the chain maps of map f to be

fk := gk, k = 0, 1, 2, ...,
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and, further, the homology maps of map f to be

[fk] := [gk], k = 0, 1, 2, ....

To be sure, these homomorphisms are well-defined only if we can show that the homology maps
produced by another simplicial approximation h : Kn → L of f coincide with it,

[gk] = [hk].

The chain maps for these two cell maps may of course be different; in fact, even the number of
subdivisions may be different, n 6= m. Then, just to get started with the two homomorphisms,
we need to show that the groups are the same:

Hk(K
m) ∼= Hk(K

n) =: Hk(K).

Then, logically, another step should precede this proof. What is the meaning of the homology of
a polyhedron?

Definition 3.32. Given a polyhedron X, we choose a triangulation K of X, i.e., some simplicial
complex K with X = |K|, with well-defined homology groups Hk(K) of K. Then, as a matter
of definition, we let the homology groups of polyhedron X to be

Hk(X) := Hk(K), k = 0, 1, 2, ....

To be sure, these groups are well-defined only if we can show that

Hk(K
′) ∼= Hk(K)

for any other triangulation K ′ of X. We call this the invariance of homology.

Both conclusions will be proven as by-products of what follows.

What do two simplicial approximations g and h of map f have in common? They are close to f
and, therefore, close to each other:

Indeed, the Simplicial Approximation Theorem implies the following.

Proposition 3.33. For every simplex σ ∈ Km, there is a simplex τ ∈ L such that

g(σ), h(σ) ⊂ τ.
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It immediately follows that, if we choose geometric realizations |g|, |h| : X → Y of these simplicial
maps, they will be straight-line homotopic:

F (t, x) = (1− t)|g|(x) + t|h|(x).

Unfortunately, a homotopy is just another map:

F : I×X → Y, F (0, x) = |h|(x), F (1, x) = |g|(x), ∀x ∈ X.

Instead, we would like to use the fact that both g and h are simplicial maps and construct a
simplicial homotopy; i.e., a simplicial map that satisfies:

G : I×K → L,G({0} × σ) = h(σ), G({1} × σ) = g(σ), ∀σ ∈ K,

with I×K somehow triangulated. If such a map exists, we can say that g and h are simplicially
homotopic.

Exercise 3.34. Under what circumstances is a straight line homotopy of (realizations) of two
simplicial maps a (realization) of a simplicial homotopy?

We start with a triangulation. Naturally, we want to reuse the simplices of K. As we see in the
1-dimensional example below, each simplex of K appears twice – in the bottom {0}×K and the
top {1} ×K of the product, but also as the bases of several cones:

More generally, for each vertex A in K, we define two vertices A0 and A1 as the counterparts of
the vertices A in {0} ×K and {1} ×K respectively:

Ai := {i} ×A, i = 0, 1.

Then, for every simplex

σ = A0...An ∈ K

and every k = 0, 1, 2, ..., n, we define a typical (n+1)-simplex in the triangulation of the product
to be

σk := A0
0...A

0
kA

1
k...A

1
n.

Exercise 3.35. Show that this simplex is a certain join. Hint:
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We notice now that, even though σ is a simplex, I× σ isn’t. However, it is a chain.

Exercise 3.36. Prove that
I× σ =

∑

k

(−1)kσk,

for some simplices σk in K.

As a simplicial map, G is defined on all vertices (top and bottom) first:

G(A0) := h(A), G(A1) := g(A),

for every vertex A in K. Then we have the value of G for each new simplex σk above given by

G(A0
0...A

0
kA

1
k...A

1
n) = h(A0)...h(Ak)g(Ak)...g(An),

and, certainly, for the old ones:

G(A0
0...A

0
n) = h(A0)...h(An), G(A1

0...A
1
n) = g(A0)...g(An).

Exercise 3.37. Prove that G is well-defined; i.e., its values are indeed simplices in L. Hint: use
the Star Lemma and the proposition above.

Exercise 3.38. Why can’t we simply use for G a simplicial approximation of the straight-line
homotopy F?

We have proven the following.

Theorem 3.39. All simplicial approximations of a given map are simplicially homotopic.

Exercise 3.40. How does one construct a cubical homotopy of two cubical maps? Hint: the
product of two cubes is a cube.
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3.5 Homology maps of homotopic maps

Why do two homotopic maps produce the same homology map? It suffices to take a look at what
they do to a given cycle. The conclusion is very transparent: the combination of its images under
these two maps bounds its image under the homotopy, illustrated below:

That is why these two images (they are cycles too!) are homologous.

Exercise 3.41. Sketch this construction for the case of a 2-cycle.

More precisely, here’s the setup for this idea. We assume that I×K is triangulated, so that I× s
is a specific (k + 1)-chain for every k-cycle s in K. Suppose we have two simplicial maps

f, g : K → L

and suppose
G : I×K → L

is a simplicial homotopy between them:

G : g ≃ h : K → L.

Suppose now that s is a k-cycle in K. Then the above observation can be seen as two ways of
writing a certain k-cycle in L:
• the combination of the images of s under g, h properly oriented, i.e., chain g(s)− h(s); or
• the boundary of the image under G of a certain (k + 1)-chain, i.e., ∂G(I× s).

This identity has to be written in terms of chain maps.

Proposition 3.42. Suppose chain maps g∆, h∆ : C(K) → C(L) and G∆ : C(I × K) → C(L)
satisfy:

gk(s)− hk(s) = ∂k+1Gk+1(I× s),
for a k-cycle s in K. Then

[gk](s) = [hk](s).

Proof. When this identity is satisfied, the two cycles in the left-hand side are homologous, by
definition; i.e.,

gk(s) ∼ hk(s),
is written as

gk([s]) = [gk(s)] = hk([s]) = [hk(s)] ∈ H(L). �
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If the identity is satisfied for all cycles s in K, we have simply the identity of the maps:

g∗ = h∗ : H(K)→ H(L).

Our next step is to try to understand this identity in terms of chains rather than cycles. Let’s
compare the above diagram that starts with a 1-cycle to the diagram below that starts with a
1-chain:

As we see, the presence of a homotopy doesn’t mean that these two chains form a boundary
anymore. In fact, we can see that the boundary of the surface G(I × s) has, in addition to g(s)
and h(s), two extra edges. What are they?

Those two edges come from the two endpoints of the 1-chain s. But that’s its boundary!

In general, we will have an extra term in the right-hand side, as below:

gk(s)− hk(s) = ∂k+1Gk+1(I× s) +Gk(I× ∂ks).

Exercise 3.43. Sketch this construction for the case of a 2-chain.

We proceed to make this identity fully algebraic. Both sides of the identity are functions of
chains. In fact, we can interpret the expressions on the right as functions of the k-chain s. We
let

Fk(s) := Gk+1(I× s).
Then the identity becomes

g(s)− h(s) = ∂Fk(s) + Fk−1(∂s).

Unlike a chain map, this new “function of chains”

Fk :Mk → Nk+1, k = 0, 1, ...

raises the dimension of the chain. What happens is visible in the above diagram as one proceeds
from a 1-chain s at the top left to the 2-chain at the bottom right.

At this point, we resign to the “chain level” entirely. We have:
• two chain complexes M,N , that may or may not be the chain complexes of some simplicial

complexes;
• two chain maps p, q : M → N , that may or may not be the chain maps of some simplicial

maps, and
• a function of chains F = {Fk : Mk → Nk+1, k = 0, 1, ...}, a collection of homomorphisms,
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that may or may not come from the chain map of some simplicial homotopy.
And, they follow a certain algebraic relation that ensures they generate the same homology maps
p∗, q∗ : H(M)→ H(N).

Definition 3.44. The function of chains F is called a chain homotopy of two chain maps
p, q :M → N , and they are called chain homotopic, if the following is satisfied:

p− q = ∂F + F∂.

We can use the same notation:
F : p ≃ q.

Exercise 3.45. Prove that chain homotopy defines an equivalence relation on chain maps.

Let’s illustrate the definition of chain homotopy with a diagram. Below we have the standard
setup of two chain complexes combined with two, instead of just one, chain maps; as a result, we
have below two commutative diagrams in one:

... → Mk+1

∂M

k+1−−−−−−−→ Mk
∂M

k−−−−−−→ Mk−1 → ... → 0

... pk+1

y
y qk+1 pk

y
y qk pk−1

y
y qk−1 ...

... → Nk+1

∂N

k+1−−−−−−−→ Nk
∂N

k−−−−−→ Nk−1 → ... → 0

How does F fit into this? If we add diagonal arrows, ւ, for each Fk, we break each of these
commutative squares into two non-commutative triangles. Let’s extract only the relevant part:

Mk
∂M

k−−−−−−→ Mk−1

Fk ւ 6=

ygk−hk

6= ւFk−1

Nk+1

∂N

k+1−−−−−−−→ Nk

This diagram has to be accompanied with an explanation: the sum of the left path and the right
path coincides with the vertical path.

We have proven the following.

Theorem 3.46. If two chain maps are chain homotopic, then their homology maps coincide:

p ≃ q :M → N =⇒ p∗ = q∗ : H(M)→ H(N).

In order to transition from this algebra back to the topology, we, naturally, use simplicial com-
plexes and simplicial maps:

M = C(K), N = C(M), p = g∆, q = h∆.

The result is the following.

Proposition 3.47. If two simplicial maps g, h : K → L are simplicially homotopic, then their
chain maps g∆, h∆ : C(K)→ C(L) are chain homotopic.

Corollary 3.48. The homology maps of two simplicially homotopic simplicial maps coincide.

Our final conclusion makes homology theory complete.

Corollary 3.49. The homology map of any map between polyhedra is well-defined.

Exercise 3.50. Prove these statements.
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3.6 The up-to-homotopy homology theory

Homology takes the local information – in the form of cells and their adjacency – and converts it
into the global information in the form of homology classes. In the last section, we developed a
homology theory for the category of cell complexes and cell maps. The sentence below summarizes
the new features of this theory.

Any map, and not just a cell map,
f : X → Y

between two polyhedra produces – via a triangulation X = |K|, Y = |L| and a simplicial approx-
imation – its chain map

f∆ : C(K)→ C(L),

which in turn produces its homology map

f∗ : H(K)→ H(L).

It might seem that what we have built is a homology theory with spaces still limited to polyhedra
except this time the maps can be arbitrary. There is much more than that here. Let’s review.

First, the topological step. It relies on these familiar theorems.

Theorem 3.51. The identity map induces the identity chain map:

(
Id|K|

)
∆
= IdC(K) .

Theorem 3.52. The chain map of the composition of two maps is the composition of their chain
maps:

(gf)∆ = g∆f∆.

Exercise 3.53. Prove that the polyhedra and maps form a category. Do the above theorems
give us a functor?

Next the algebraic step (no change here!).

Theorem 3.54. The identity chain map induces the identity homology map:

(
IdC(K)

)
∗
= IdH(K).

Theorem 3.55. The homology map of the composition of two chain maps is the composition of
their homology maps:

(pq)∗ = p∗q∗.

The main result is below.

Theorem 3.56 (Invariance of homology). Homology is independent of triangulation; i.e., if
a map

f : |K| ≈−−−−−→|L|
between realizations of simplicial complexes K and L is a homeomorphism then its homology
map

f∗ : H(K)
∼=−−−−−→H(L)

is an isomorphism.

Exercise 3.57. Prove this theorem.
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The theorem allows us to combine the topological and the algebraic steps.

Definition 3.58. The homology of a polyhedron X is that of any triangulation K of X:

H(X) := H(K).

Corollary 3.59. The homology group of polyhedra is well-defined.

The two pairs of theorems above combined produce the following pair.

Theorem 3.60. The identity map induces the identity homology map:
(
IdX

)
∗
= IdH(X) .

Theorem 3.61. The homology operator of the composition of two maps is the composition of
their homology maps:

(gf)∗ = g∗f∗.

Thus, we have moved away from the combinatorial view of homology as it was developed for
simplicial complexes and simplicial maps. We now look at homology in a topological way –
homology now is a functor H from the category of polyhedra, which is just a special class of
topological spaces, and arbitrary maps to the category of abelian groups.

Even though this new point of view is a significant accomplishment, it is the role played by
homotopy that truly makes a difference. We state the following theorem without proof (see
Rotman, An Introduction to Algebraic Topology, p. 72).

Theorem 3.62. For polyhedra, homology maps of homotopic maps coincide:

f ≃ g : X → Y =⇒ f∗ = g∗ : H(X)→ H(Y ).

This theorem ensures a certain “robustness” of the homology of both maps (above) and spaces
(below). Informally, this idea is captured by the expression “up to homotopy”.

Corollary 3.63. Homotopy equivalent polyhedra have isomorphic homology.

Exercise 3.64. Suppose two holes are drilled through a cannon ball, X := B3 \
(
L1∪L2

)
. Find

the homology of X. Hint: there will be two cases.

Exercise 3.65. Prove that this is a category:
• the objects are the homotopy equivalence classes of polyhedra and
• the morphisms are the homotopy classes of maps.

Describe homology as a functor H from this category to abelian groups.

This up-to-homotopy point of view is so productive that it is desirable to develop its algebraic
analog.

Theorem 3.66. Homology maps of chain homotopic chain maps coincide:

p ≃ q :M → N =⇒ p∗ = q∗ : H(M)→ H(N).

Definition 3.67. Two chain complexes M,N are called chain homotopy equivalent if there are
chain maps p :M → N, q : N →M such that pq ≃ IdN , qp ≃ IdM .

Exercise 3.68. Prove that this defines an equivalence relation on chain complexes.

Corollary 3.69. Chain homotopy equivalent chain complexes have isomorphic homology.

This formalization of the algebraic step (from chain complexes to homology) allows us to deal
with various categories of topological spaces – polyhedra, cubical complexes, manifolds, etc. – in
the identical fashion.
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3.7 How to classify maps

Armed with this theory we can now attack the problem of homology of all maps, not just cell
maps, from the circle to the circle. These maps are easier to visualize as maps to the ring:

Let’s try to classify them.

Let
F := {f : S1 → S1}

be the set of all such maps. Every such map will induce, as its 1st homology map, a homomor-
phism f∗ : Z→ Z. The problem of classifying the set

H := {h : Z→ Z}

of homomorphisms is easy. In fact, we can list them in full based on the homomorphism’s value
on the generator 1 ∈ Z. We define hn : Z→ Z by requiring hn(1) = n. Then

H = {hn : n ∈ Z}.

We have listed all possible homomorphisms and, therefore, all possible homology maps f∗ : Z→ Z.
So, F is broken into equivalence classes:

Fn := {f ∈ F : f∗(1) = n}, F =
⊔

n

Fn.

Let’s supply each of these classes with its most simple representative. We choose fn to be the
map that wraps the first circle n times around the second in a uniform fashion, counterclockwise.
It is given by the formula: fn(t) = nt, t ∈ [0, 2π].

The analysis of the set of all maps of the n-sphere to itself is identical.

Exercise 3.70. Provide such analysis for maps from the circle to the figure eight.

Exercise 3.71. Justify the substitution made above of the circle with the ring.

But, are the elements of each Fn homotopic to each other? The affirmative answer compactly
given by: π1(S

1) = Z, goes beyond homology theory.

Recall next that, for X a topological space and A a subspace of X, a map r : X → A is called a
retraction if

riA = IdA,

where iA is the inclusion of A into X and IdA is the identity map on A. This equation allows us
to establish a relation between the homology groups of A and X:

r∗(iA)∗ = IdH(A) .

Moreover, we know that for the last identity to hold, all we need is a homotopy between these
maps.

Definition 3.72. Let X be a topological space and A a subspace of X. A map r : X → A is
called a deformation retraction of X to A and A is called a deformation retract of X if there is a
homotopy relative to A between IdX and r.
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Exercise 3.73. Prove the following.
• (a) Any point in a convex set is its deformation retract.
• (b) The (n− 1)-sphere Sn−1 is a deformation retract of Rn\{0} .
• (c) The circle S1 is a deformation retract of the Möbius band M2.
• (d) The union of the equator and a meridian of the torus T2 is a deformation retract of the

torus with a point removed.

Exercise 3.74. Find an example of a deformation retraction that isn’t a retraction.

3.8 Means

Averaging numbers and even locations is a familiar task. For example, the arithmetic mean of m
values is computed by this standard formula:

the mean of x1, ..., xm := 1
m (x1 + ...+ xm).

This formula might not work in a more complex setting. If these are just elements of a group,
the group may have no division. If these are points in a subset of a vector space, the set may be
non-convex. We take an axiomatic approach.

Definition 3.75. For a set X and integer m > 1, a function f : Xm → X is called a mean of
degree m on X if it is
• symmetric:

f(s(u)) = f(u), ∀u ∈ Xm, ∀s ∈ Sm;

and
• diagonal:

f(x, x, ..., x) = x, ∀x ∈ X.
For X an abelian group, a mean is algebraic if it is a homomorphism. For X a topological space,
a mean is topological if it is a continuous map.

Theorem 3.76. There is an algebraic mean of degree m on an abelian group G if and only if
G allows division by m. In that case, the mean is unique and is given by the standard formula
above.

Proof. Suppose g : Gm → G is a mean.

Let a be any non-zero element of G; then let b := g(a, 0, 0, ...) ∈ G. We compute:

a = g(a, a, ..., a)
= g(a, 0, 0, ...) + g(0, a, 0, ..., 0) + ...+ g(0, 0, ..., 0, a)
= mb.

Therefore, a is divisible by m.

Next, the uniqueness. In the following computation, we use the diagonality, the additivity, the
symmetry, and then the additivity again:

x1 + ...+ xm = g(x1 + ...+ xm, ..., x1 + ...+ xm)
= g(x1, 0, ..., 0) + ...+ g(0, ..., 0, x1)
...
+g(xm, 0, ..., 0) + ...+ g(0, ..., 0, xm)
= mg(x1, 0, ..., 0)
...
+mg(0, ..., 0, xm)
= mg(x1, ..., xm). �
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Exercise 3.77. What can you say about the torsion part of a group G with a mean?

What happens to the theorem if we weaken the diagonality condition?

Theorem 3.78. Suppose G is a free abelian group and suppose f : Gm → G is a symmetric
homomorphism such that, for some integer q, we have:

f(x, ..., x) = qx.

Then, m
∣∣q. In that case, f is a multiple of the sum.

Exercise 3.79. (a) Prove the theorem. (b) What if G has torsion?

Let d : G→ Gm be the diagonal function:

d(x) := (x, ..., x).

Then the theorem states that we can’t complete this diagram with a homomorphism that is also
symmetric:

G
d−−−−→ Gm

Id ց
yg=?

G

We would like to apply this theorem to the question of the existence of a topological mean, via
homology.

Below we have a commutative diagram of polyhedra and maps to be completed (δ is the diagonal
map) by finding a map f and, second, the same diagram with the homology, over Z, applied:

X
δ−−−−→ Xm Hp(X)

δ∗=d−−−−−−−→ Hp(X
m)

Id ց
yf=?

H−−−−−−−−→ Id ց
yf∗=g=?

X Hp(X)

At this point, we observe that the non-triviality of these groups could make it impossible to
complete the latter and, therefore, the former diagram.

The “naive product formula” (subsection IV.6.9) for homology implies the following:

Lemma 3.80. Suppose X is path-connected and p is a positive integer. Suppose also:
• Hk(X) = 0, k = 1, 2, ..., p− 1;
• G := Hp(X) 6= 0.

Then,
Hp(X

m) = Gm.

This lemma, in turn, implies the following:

Lemma 3.81.
• d := δ∗ : G→ Gm is the diagonal function.
• g := f∗ : Gm → G is symmetric.

Exercise 3.82. Prove the lemma. Hint: watch the generators of G.

Unless X is acyclic, there is such a p. As a result, the last, algebraic, diagram becomes identical
to the one in the last theorem, which leads to a contradiction. The main result is the following:

Theorem 3.83. Suppose X is path-connected and has torsion-free integral homology. If there
is a topological mean on X then X is acyclic.
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In other words, there can be no extension of the identity map of the diagonal of the product to
the rest of it, in a symmetric manner. Whether such an extension always exists when X is acyclic
lies beyond the scope of this book.

This is how the final contradiction is illustrated:

Exercise 3.84. Provide the missing details of the proof. Hint: use induction.

Exercise 3.85. Show that the proof fails if we choose G to be (a) H0(X), or (b) Ci(X). Hint:
a special case is when either i or X is small.

Exercise 3.86. Strengthen the theorem for the case of X a surface.

Exercise 3.87. What other maps of the diagonal lead to a contradiction?

If {Gi, ∂} is a chain complex then so is {Gmi , D}, with the boundary operator given by

D(x1, ..., xm) := (∂x1, ..., ∂xm).

Theorem 3.88. Suppose fi : G
m
i → Gi, i = 0, 1, ..., is a chain map. If each fi is a mean then

so is each homology map [fi] : Hi({Gmi })→ Hi({Gi}), i = 0, 1, ....

Exercise 3.89. (a) Prove the theorem. (b) What if we relax the diagonality condition as above?

Both of these theorems will find applications in the theory of social choice.

3.9 Social choice: no impartiality

Recall that we have proved that the problem of two hikers has no solution in the case of a forest
with a lake: there is no cell map f : S1 × S1 → S1 that satisfies
• f(x, y) = f(y, x) and
• f(x, x) = x.

In light of the advances we’ve made, there is no such map whatsoever: there is no extension of
the identity map of the diagonal of the torus to the rest of it in a symmetric manner.

These simple results already suggest that the reason why there is no such a solution is the non-
triviality of the homology of the forest. We generalize this problem and discuss the new features.

This is the setup of the problem for the case of m voters/agents making their selections:
• the space of choices: a polyhedron W ;
• the choice made by the kth voter (a “location vote”): a point xk ∈W, k = 1, 2, ...,m;
• the compromise decision: the choice function f :Wm →W .

We say that f is a solution to the social choice problem if the following three conditions are
satisfied:
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• Continuity (Stability Axiom): The choice function f :Wm →W is continuous.
• Symmetry (Anonymity Axiom): The choice function is symmetric:

f(s(u)) = f(u), ∀u ∈Wm, ∀s ∈ Sm.
• Diagonality (Unanimity Axiom): The choice function restricted to the diagonal is the

identity:
f(x, x, ..., x) = x, ∀x ∈W.

Therefore, this function is a topological mean onW . The necessary condition of existence of such
a mean given in the last subsection yields the following important result.

Theorem 3.90 (Impossibility). Suppose the space of choices W is path-connected and has
torsion-free homology. Then the social choice problem on W has no solution unless W is acyclic.

Example 3.91 (yeast colonies). The development of an yeast colony is cyclic: each stage is
just a point on the circle W = S1. If two such colonies are to merge, what is the stage of the
new one? The answer should be given by a function f : S1 × S1 → S1 that satisfies the axioms
of symmetry and diagonality. Then the impossibility theorem indicates the discontinuous nature
of such a merge. �

Exercise 3.92. State and solve homologically the problem of m hikers choosing a camp location
in the forest.

Exercise 3.93. Suppose several countries are negotiating the placement of a jointly-owned
satellite. Discuss.

Exercise 3.94. In light of the above analysis, what could be the meaning of a function

F : C(W ×W,W )× C(W ×W,W )→ C(W ×W,W )?

We observe once again that excluding some options might make compromise as well as a compromise-
producing rule impossible.

There is more to our theorem.

The up-to-homotopy approach provides a new insight now. The axioms – as constraints on the
choice function that lead to a contradiction – can now be seen as weakened. Indeed, we don’t
have to require f to be symmetric: it suffices for f to be homotopic to such a function. Same
applies to the diagonality requirement.

Example 3.95 (mother and child). To appreciate the difference, let’s modify the two hikers
problem. Suppose this time we have a mother and a small child choosing a place for a picnic in
the park with a pond.

If the two are equal in this, there is no compromise as we know. Naturally, the mother can be a
dictator. Can the child?

We still assume that the mother always decides on the location, f(x, y) = x. She does – unless of
course the child starts to cry; then the decision becomes his. We can assume that this happens
only when the mother’s choice is very close to the diametrically opposite to that of the child’s:
f(−y, y) = y.
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To ensure continuity, there must be a gradual transition between the two cases. It could be an arc
of length ε > 0. For a small ε, the mother is a clear decision-maker. However, f is homotopic to
h with h(x, y) = y. Therefore, even though not a dictator now, the child may gradually become
one... �

Exercise 3.96. Provide f and the homotopy.

Definition 3.97. When the choice function f :Wm →W is homotopic to the ith projection hi
given by hi(x1, ..., xm) := xi, we call the ith agent a homotopy dictator.

Example 3.98. A simpler (and less dramatic) example of a homotopy dictator is the hiker who
makes his choice of location in the forest and then allows the other person to move the site by,
say, 20 feet or less. �

Exercise 3.99. State and prove a theorem to that effect.

To rephrase, a homotopy dictator is anyone who can become a full dictator gradually over time.

Plainly, if W is contractible, all choice functions are homotopic.

Proposition 3.100. If W is contractible, any social choice problem on W has a solution but
everybody is a homotopy dictator.

In this case, regardless of the starting point, anyone can gradually become a dictator.

3.10 The Chain Approximation Theorem

What about cubical complexes? No doubt, the homology theory we have developed is fully
applicable; after all, the realizations of cubical complexes are polyhedra. However, we couldn’t
use the cubical structure to evaluate the homology unless we prove first that turning a cubical
complex into a simplicial one preserves the homology groups. Below, we online an alternative
approach.

The idea of the construction for a map f : |K| → |L| was to define a simplicial map g : K(0) → L(0)

on the vertices first and then to extend it to the edges, faces, etc., g : K(i) → L(i), i = 1, 2, ..,
simply using the convexity of the cells.

Both the problem we encounter and an idea of how to get around it are illustrated below:

The illustration shows how we may be able to create a cubical map:

g(AB) := XY,

by extending its values from vertices to edges. The extension succeeds (first illustration) when
X = g(A), Y = g(B) are the endpoints of an edge, XY , in L. When they aren’t, the extension
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fails (second illustration); indeed, XZ = g(A)g(B) isn’t an edge in L. In that case, we may try
to subdivide K as before. A different idea is to construct a chain for the value that we seek:

g(AB) := XY + Y Z.

Thus, the general idea is then to construct a chain map that approximates f .

Let’s review why we were unable to prove a cubical version of the approximation theorem along
with the simplicial one.

First, the theorem that provides a continuity-type condition with respect to the cubical structure
still holds:

Theorem 3.101. Given a map f : |K| → |L| of realizations of two complexes. Then there is
such an M that for every vertex A in Km with m > M there is a vertex VA in L such that

f(NKm(A)) ⊂ NL(VA).

Second, just as with simplicial complexes, these vertices in L serve as the values of a “cubical
approximation” g of f – defined, so far, on the vertices of K: g0(A) = VA. Then

f(NKm(A)) ⊂ NL(g0(A)).

The next step, however, is to extend g to edges, then faces, etc. of K. Unfortunately, the cubical
analog of the Star Lemma that we need isn’t strong enough for that.

Lemma 3.102. Suppose {A0, A1, ..., An} is a list, with possible repetitions, of vertices in a
cubical complex. Then these vertices belong to the same cell in the complex if and only if

n⋂

k=0

N(Ak) 6= ∅.

Exercise 3.103. Prove the lemma.

In contrast to the case of simplicial complexes, here the condition doesn’t guarantee that the
vertices form a cell but only that they are within the same cell. Indeed, A0A1 may be the two
opposite corners of a square. This is the reason why we can’t guarantee that an extension of
g from vertices to edges is always possible. For instance, even when AB is an edge in K, it is
possible that g0(A) and g0(B) are the two opposite corners of a square in L:
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Then there is no single edge connecting them as in the case of a simplex. However, a sequence of
edges with this property is possible. This sequence is the chain we are looking for.

Exercise 3.104. Prove that, for any map g0 : C0(K
m)→ C0(L) with

{AB} ∈ Km =⇒ g0(A), g0(B) ∈ σ ∈ L,

there is a map g1 : C1(K
m)→ C1(L) such that together they form a chain map in the sense that

∂1g1 = g0∂1. Hint: the cube is edge-connected.

Let’s make explicit the fact we have been using; it follows from the last lemma.

Lemma 3.105. Under the conditions of the theorem, if vertices A0, A1, ..., An form a cell in Km

then the vertices g0(A0), g0(A1), ..., g0(An) lie within a single cell σ in L.

In the general case, the existence of such a chain follows from the acyclicity of the cube. Each
step of our construction is justified by the following familiar result that we present as a refresher.

Lemma 3.106. Suppose complex Q is acyclic. Then Q satisfies the following equivalent condi-
tions, for all 0 < i < k:
• (a) Hi(Q

(k)) = 0;
• (b) every i-cycle is a boundary, in Q(k);
• (c) for every i-cycle a there is a (i+ 1)-cycle τ such that a = ∂τ , in Q(k).

Theorem 3.107 (Chain Approximation Theorem). Given a map

f : |K| → |L|

between realizations of two cubical complexes. Then there is a chain approximation of f , i.e., a
chain map

g = {gi} : C(Km)→ C(L),

for some m, such that
f(NKm(A)) ⊂ NL(g0(A)),

for any vertex A in K, and |g(a)| lies within a cell of L for every cell a in K.

Proof. The proof is inductive. We build g : C(Km) → C(L) step by step, moving from
gi : Ci(K

m) → Ci(L) to gi+1 : Ci+1(K
m) → Ci+1(L) in such a way that the result is a chain

map: ∂i+1gi+1 = gi∂i+1. Since this extension happens within a single cell, which is acyclic, it is
justified by the lemmas. �

Exercise 3.108. Sketch an illustration for i = 2.

Exercise 3.109. Provide the details of the proof of the theorem.
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Exercise 3.110. Follow the induction in the proof of the theorem to show that two chain
approximations, as constructed, are chain homotopic. Hint:

The theorem fills a gap in the theory of cubical homology. Now we are in a position to say that
the homology map of f : |K| → |L| is well-defined as the homology map of any of those chain
approximations:

f∗ := g∗ : H(K)→ H(L).

The rest of the homology theory is constructed as before.

Let’s set the approximation problem aside and can summarize the construction of the chains in
the last part of the proof, as follows.

Theorem 3.111 (Chain Extension Theorem). Suppose K and L are cell complexes and
suppose α is a collection of acyclic subcomplexes in L. Suppose g0 : K(0) → L(0) is a map of
vertices that satisfies the following condition:
• if vertices A0, ..., An form a cell inK then the vertices g0(A0), ..., g0(An) lie within an element

of α.
Then there is such a chain extension of g0, i.e., a chain map

g = {gi : i = 0, 1, 2, ...} : C(K)→ C(L),

that it satisfies the following condition:
• g(a) lies within an element of α for every cell a in K.

Moreover, any two chain maps that satisfy this condition are chain homotopic.

This theorem will find its use in the next section.

4 The Euler and Lefschetz numbers

4.1 The Euler characteristic

Recall the Euler Formula for a convex polyhedron:

#vertices−#edges + #faces = 2.

A remarkable result, especially when you realize that it has nothing to do with convexity! For
example, we can simply turn protrusions into indentations without changing this number:
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We already know, and will prove below, that the nature of the formula is topological.

Definition 4.1. The Euler characteristic χ(K) of an n-dimensional cell complex K is the alter-
nating sum of the number of cells in K for each dimension:

χ(K) = #0-cells−#1-cells + #2-cells− ...±#n-cells.

Exercise 4.2. Compute the Euler characteristic of the circle, the cylinder, the Möbius band, the
torus, and the Klein bottle.

To reveal the topological nature of this number, we will need to link it to homology. This task
will require a more formal, algebraic approach which will prove to be very powerful when applied
to the Euler characteristic and related concepts. In particular, counting cells in the definition is
replaced with the following linear algebra.

Proposition 4.3. If Ck(K) is the k-chain group of cell complex K, then

#k-cells = dimCk(K).

Consequently,

χ(K) =
∑

k

(−1)k dimCk(K).

We assume that all chains and homology below are over the reals.

We will need this well-known result.

Theorem 4.4 (Inclusion-Exclusion Formula). For sets A,B ⊂ X, we have:

#(A ∪B) = #A+#B −#(A ∩B).

What is the algebraic analog of this formula?

Proposition 4.5. For two subspaces U, V of a finitely dimensional vector space, we have

dim < U ∪ V >= dimU + dimV − dimU ∩ V.

Exercise 4.6. Prove the proposition. Hint: dimW = # basis of W .

Theorem 4.7 (Inclusion-Exclusion Formula for Euler Characteristic). Suppose K,L,
and K ∩ L are subcomplexes of the finite cell complex K ∪ L. Then

χ(K ∪ L) = χ(K) + χ(L)− χ(K ∩ L).

Proof. By the above proposition, we have:

dim < C0(K) ∪ C0(L) >= dimC0(K) + dimC0(L)− dim
(
C0(K) ∩ C0(L)

)
,

dim < C1(K) ∪ C1(L) >= dimC1(K) + dimC1(L)− dim
(
C1(K) ∩ C1(L)

)
,

...
dim < Cn(K) ∪ Cn(L) >= dimCn(K) + dimCn(L)− dim

(
Cn(K) ∩ Cn(L)

)
.
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For each i = 0, 1, ..., n, we have

< Ci(K) ∪ Ci(L) > = Ci(K ∪ L),
Ci(K) ∩ Ci(L) = Ci(K ∩ L).

Then the alternating sum of the above equations gives us the formula. �

The Euler characteristic behaves well under products.

Theorem 4.8 (Product Formula for Euler Characteristic). The Euler characteristic is
multiplicative; i.e., for two finite cell complexes K and L, we have:

χ(K × L) = χ(K) · χ(L).

Exercise 4.9. Prove the theorem. Hint: dim(U ⊕ V ) = dimU + dimV .

Exercise 4.10. Compute the Euler characteristic of the n-dimensional torus Tn.

4.2 The Euler-Poincaré Formula

The Euler characteristic of a cell complex is computed from this data:

ck(K) := dimCk(K).

Notice that these numbers resemble (and in the simplest case are equal to) the Betti numbers of
the cell complex:

βk(K) := dimHk(K).

What if we evaluate an alternating sum of the latter numbers rather than the former?

Implicitly, we have already done this, in the Euler Formula. Indeed, we have:

χ(S2) = 2,

which holds regardless of the triangulation. On the other, the alternating sum of the Betti
numbers of the sphere

β0(S
2) = 1, β1(S

2) = 0, β2(S
2) = 1, β3(S

2) = 0, ...

also produces 2!

Is this a coincidence? Let’s check out other complexes.

Example 4.11 (point). First, the point P :

χ(P ) = 1− 0 = 1,
β0(P )− β1(P ) = 1− 0 = 0.

Once again, the Betti numbers add up to the Euler number. �

Example 4.12 (circle). Next, the circle C:

χ(C) = 1− 1 + 0 = 0,
β0(C)− β1(C) + β2(C) = 1− 1 + 0 = 0. �

Example 4.13 (torus). Now the torus T2. We have:
• 0-cells: 1,
• 1-cells: 2,
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• 2-cells: 1.
So,

χ(T2) = 1− 2 + 1 = 0.

Because this cell complex representation is so efficient, each of the cells also represents an element
of a basis element of the corresponding homology group:

H0(T
2) =< A > =⇒ β0(T

2) = 1,
H1(T

2) =< a, b > =⇒ β1(T
2) = 2,

H2(T
2) =< τ > =⇒ β2(T

2) = 1,
H3(T

2) = 0 =⇒ β3(T
2) = 0.

The formula holds:

χ(T2) = β0(C)− β1(C) + β2(C)− ... �

As we have been doing nothing but counting the cells, it’s no surprise that the formula holds.
Undoubtedly, it will always hold when there is one cell per homology generator. We need to show
that this formula holds for all cell complexes.

Theorem 4.14 (Euler-Poincaré Formula). If K is a finite cell complex, then its Euler
characteristic is equal to the alternating sum of the Betti numbers of each dimension:

χ(K) =
∑

k

(−1)kβk(K).

The proof will require a couple of facts from linear algebra of finite dimensional vector spaces.

Proposition 4.15.
• (1) If M,L are vector spaces and A :M → L is a linear operator, then

M/ kerA ≃ ImA.

• (2) If Y is a subspace of vector space X, then

dimX/Y = dimX − dimY.

Exercise 4.16. Prove the proposition.

The proposition leads to the following conclusion.

Corollary 4.17. If M,L are vector spaces and A :M → L is a linear operator, then

dimM − dimkerA = dim ImA.

Now, there are four vector spaces involved in the computation of the Betti numbers of complex
K, for each k = 0, 1, 2, ...:

chain group: Ck, ck := dimCk;
cycle group: Zk = ker ∂k, zk := dimZk;
boundary group: Bk = Im ∂k+1, bk := dimBk;
homology group: Hk = Zk/Bk, βk := dimHk,

where
∂k : Ck → Ck−1

is the boundary operator.
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Applying the corollary to the boundary operator, we obtain:

dimCk − dimker ∂k = dim Im ∂k.

In other words, we have the following.

Lemma 4.18. ck − zk = bk−1.

Next, from part (2) of the proposition, we have the following.

Lemma 4.19. βk = zk − bk.
Finally, the proof of the theorem. Suppose n is the highest dimension of a cell in K. Then the
right-hand side of the formula is computed as follows:

= β0 −β1 +β2 − ... +(−1)kβn
substitute from 2nd lemma

= (z0 − b0) −(z1 − b1) +(z2 − b2)− ... +(−1)n(zn − bn)

= z0 −b0 − z1 +b1 + z2 − ... +(−1)nzn − (−1)nbn
substitute from 1st lemma

= z0 −(c1 − z1)− z1 +(c2 − z2) + z2 + ... +(−1)nzn − (−1)n(cn+1 − zn+1)
cancel the z’s

= z0 −c1 +c2 − ... +(−1)n+1cn+1 − (−1)nzn+1

= c0 −c1 +c2 − ... +0 − 0
= χ(K). �

The invariance of homology then gives us the following.

Corollary 4.20. The Euler characteristic is a topological invariant of polyhedra.

An interesting discovery but, because so much information is lost, the Euler characteristic is poor
man’s homology...

Exercise 4.21. Under what circumstances can the homology of X be derived from its Euler
characteristic for (a) X a graph, (b) X a surface?

4.3 Fixed points

Imagine stretching a rubber band by moving one end to the right and the other to the left. After
some experimenting one might discover that some point of the band will end up in its original
position:

In fact, it doesn’t matter if the stretching isn’t uniform or if there is some shrinking, or even
folding...

This problem is described mathematically as follows.

Fixed Point Problem: If X is a topological space and f : X → X is a self-map, does f have a
fixed point, i.e., x ∈ X such that f(x) = x?
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The result above is, therefore, about a fixed point of a map f : [a, b]→ [a, b].

Exercise 4.22. Prove this result by using the Intermediate Value Theorem.

Exercise 4.23. Demonstrate that both continuity of the map and the compactness of the interval
are crucial.

Exercise 4.24. Under what circumstances is the set of fixed points closed?

A similar problem about stretching a disk or a ball will require more advanced techniques.

Theorem 4.25 (Brouwer Fixed Point Theorem). Any self-map of a closed ball has a fixed
point. In other words, if f : Bn → Bn is a map then there is a x ∈ Bn such that f(x) = x.

An informal interpretation of the 2-dimensional version of this theorem is: a page and its crumpled
copy placed on it will have two identical words located one exactly over the other:

Exercise 4.26. Prove the theorem. Hint:

Plainly, the theorem holds if the ball is replaced with anything homeomorphic to it, such a
simplex.

Though technically not a fixed point theorem, the following result is closely related to the last
theorem.

Theorem 4.27 (Borsuk-Ulam Theorem). Every map f : Sn → Rn from an n-sphere to
n-dimensional Euclidean space maps some pair of antipodal points to the same point:

f(x) = f(−x).

A common interpretation of the case n = 1 is that at any moment there is always a pair of
antipodal points on the Earth’s surface with exactly equal temperatures (or with equal barometric
pressures, etc.).
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Furthermore, an interpretation for n = 2 is that there is always a pair of antipodal points with
exactly equal temperatures and equal barometric pressures, simultaneously.

Exercise 4.28. Explain how the theorem implies that at any moment there is always a pair of
antipodal points on the Earth’s surface with identical wind.

Exercise 4.29. Derive the case n = 1 of the theorem from the Intermediate Value Theorem.

Exercise 4.30. Prove the theorem. Hint: consider this map:

g(x) =
f(x)− f(−x)
||f(x)− f(−x)|| .

4.4 An equilibrium of a market economy

Suppose we have a map F : S → S. Applied consecutively, it yields a discrete dynamical system:

Xk+1 = F (Xk),

where Xk ∈ S is the current state, at time k, of the system if it started at time k = 0 at the state
X0 ∈ S. Then the meaning of the equilibrium of the system is simple: F (a) = a. It’s a fixed
point!

A typical interpretation of such a system is a particle moving through a stream. We will consider
instead the dynamics of prices in a simple market economy. Is it possible for them to stay
constant? In other words, does every price dynamics allow an equilibrium?

Recall that we have n commodities freely traded with possible prices that form a price vector
p = (p1, ..., pn), at each moment of time. Then all positive, or even non-negative, prices are
considered possible; i.e., the set of prices is

P := Rn
+.

The dynamics of prices is represented by a continuous function F : P → P . However, we can’t
conclude that there is a fixed point because P isn’t compact!

Let’s make some additional assumptions in order to be able to guarantee an equilibrium.

How can we make the set of prices compact? One approach is to normalize the prices:

p 7→ p

||p|| ,

under some norm so that the new prices form the n-simplex σ.

Exercise 4.31. Show that this is an equivalence relation. What assumptions would guarantee
that the price function remains well-defined?

A more natural (if not more realistic) assumption is that the money supply is fixed. Suppose there
are n commodities. We assume that this is a pure exchange economy; i.e., there is no production
of goods (other than making up for possible consumption). Then there is only a fixed amount of
each of the commodities:

c̄ :=
∑

i

ci ∈ Rn
+.
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Then the total cost of all the commodities, i.e., the total wealth W > 0, is fixed too, for any
combination of prices p:

〈p, c〉 =W.

Then the space of prices can be set to be

P := {p ∈ Rn
+ : 〈p, c〉 =W}.

Proposition 4.32. The set P of prices with a fixed money supply is a convex polyhedron.

Exercise 4.33. Prove the proposition. What kind of polyhedron is it?

Therefore, the price map F : P → P has a fixed point by the Brouwer’s theorem.

Proposition 4.34. With a fixed money and commodity supply, a continuous price dynamics of
an exchange economy has an equilibrium.

We have proven the existence of an equilibrium: there is such a combination of prices that, once
acquired, will remain unchanged and all trading will happen in perfect harmony, forever... In
reality, the outside events will be changing the function D itself.

Exercise 4.35. What difference would price controls have?

To be sure, this simple topological analysis won’t tell us what this special combination of prices is,
or how many of these are possible, or whether one of them will be reached (or even approached)
from the current state.

Next, we consider the trading dynamics in this model. There are m “agents” in the market and
ith agent owns cij of the jth commodity. These amounts form the ith commodity vector ci ∈ Rn

+.
The dynamics of the distribution of the commodities is represented by a continuous function
G : C → C, where

C := {(c1, ..., cm) : ci ∈ Rn
+} =

(
Rn

+

)m
.

Once again, we can’t conclude that there is a fixed point because C isn’t compact!

As before, we have to assume that there is no production or consumption. Then we can set
instead:

C := {(c1, ..., cm) : ci ∈ Rn
+,

∑

i

ci = c̄}.

Proposition 4.36. The set C of commodities with a fixed commodity supply is a convex
polyhedron.

Exercise 4.37. Prove the proposition. What kind of polyhedron is it?

Exercise 4.38. What if the agents are allowed to borrow?

Once again, there is a fixed point by the Brouwer’s theorem.

Proposition 4.39. With a fixed commodity supply, a continuous commodity dynamics of an
exchange economy has an equilibrium.

In other words, there might be no trading at all!

We can combine these variables by defining the state of the system to be a combination of the
prices and a distribution of the commodities. Then the state space is

S := P × C,

and the state dynamics is given by a continuous function D : S → S. Therefore, S = P × C is
also a convex polyhedron and the map D : S → S has a fixed point by the Brouwer’s theorem.
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How can we incorporate other quantities into this model? Any new quantity can be added to
this model by simply extending the state space S via the product construction. And there still
be an equilibrium as long as:
• the next value of this quantity is determined by the circumstances not time,
• this dependence is continuous, and
• the range of its values is a priori bounded.

Exercise 4.40. What if we treat the money as just another commodity?

4.5 Chain maps of self-maps

We are to study fixed points of a self-map f : |K| → |K| by considering its homology map
f∗ : H(K)→ H(K). We shouldn’t forget, however, that the latter is built from the former via a
simplicial approximation g : K ′ → K with K ′ an appropriate subdivision of K. Then g cannot
possibly be a self-map!

The invariance of homology can be restated as follows.

Proposition 4.41. If K ′ is a subdivision of a simplicial complex K, then H(K ′) ∼= H(K).

In other words, two cycles are homologous in K ′ if and only if their “counterparts” in K are also
homologous. What is the correspondence between the finer cycles of K ′ and the coarser cycles of
K?

It is easy to find the counterpart in K ′ of a chain in K. We define the subdivision map

s : K → K ′

by setting the value of each k-simplex x in K to be

s(x) :=
∑

i

xi,

with x subdivided into the collection of k-simplices {xi} ⊂ K ′ oriented compatibly with each
other and x.

Proposition 4.42. The subdivision map extended linearly to chains,

s : C(K)→ C(K ′),

is a chain map.

Exercise 4.43. Prove the proposition.

What about the opposite direction?
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This time it is the domain that is subdivided. Fortunately, this is the familiar setting of simplicial
approximation. A simplicial approximation of the identity can be constructed as follows.

Suppose, initially, that K = A0...An is an n-simplex and K ′ is its barycentric subdivision. We
define a simplicial map I : K ′ → K in two steps. First, I is the identity on the vertices of K:

I(Ai) := Ai, i = 0, 1, ..., n.

There is only one vertex left, the barycenter A of K. Then let

I(A) := A0

(or any other vertex). Furthermore, this rule is extended to the lower dimensional simplices of
K:
• if vertex A in K ′ is the barycenter of simplex B0...Bm in K, let I(A) to be one of these

vertices.

Within the rule, the vertices above are randomly assigned.

Exercise 4.44. Prove that this is indeed a simplicial map.

Lemma 4.45. There is exactly one n-simplex of K ′ that is cloned (to the whole K) by I.

Proof. Suppose C0 ∈ K ′ is the barycenter of the n-simplex K and I(C0) = B ∈ K. Then there
must be an (n− 1)-subsimplex τ = B0...Bn−1 of K the vertices of which are taken by I to other
vertices: I(Bi) 6= B. Next, let C1 be the barycenter of simplex τ and repeat the process. Finally,
we set σ := C0C1...Cn. �

Exercise 4.46. (a) Prove the uniqueness. (b) Show how the construction and the proof applies
to the general case of a simplicial complex K and its subdivision K ′ = Kp.

Theorem 4.47. The subdivision map generates the identity map on homology,

s∗ = Id : H(K)→ H(K ′).

Proof. From the last lemma, it follows that I∆s = Id : C(K)→ C(K). �

Accordingly, every self-map f : |K| → |K| does indeed have a matching chain self-map sf :
C(K ′)→ C(K ′) in the sense that f∗ = s∗f∗ : H(K)→ H(K).
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4.6 The Lefschetz number

The simplicial analog of a fixed point free map is a cell map that is fixed cell free. It is a self-map
g : K → K of a cell complex K with

g(s) 6= s, ∀s ∈ K.

What does it mean algebraically? Let’s consider the chain maps of g,

gk : Ck(K)→ Ck(K), k = 0, 1, 2, ....

Then the above condition simply means that the diagonal elements of the matrix A of gk are all
zero! It follows, in particular, that the trace of this matrix, i.e., the sum of its diagonal elements:

Tr(A) :=
∑

i

Aii,

is also zero. We develop this idea further and convert it fully from the chain level to the homology
level by means of a generalization of the Euler-Poincaré formula.

Definition 4.48. The Lefschetz number Λ(f) of a self-map f : S → S of polyhedron S is the
alternating sum of the traces of the homology maps [fk] : Hk(S)→ Hk(S) of f , i.e.,

Λ(f) :=
∑

k

(−1)k Tr([fk]).

As the alternating sum over the dimensions, the formula resembles the Euler characteristic. This
is not a coincidence: the latter is equal to the Lefschetz number of the identity function of S:

χ(S) = Λ(IdS).

This fact follows from the simple observation:

Tr(Id : Rn → Rn) = n.

Exercise 4.49. (a) Compute the Lefschetz numbers of δP and Pδ, where P : S2 → S2 is the
projection and δ : S2 → S2 × S2 is the diagonal map. (b) Replace S2 with M , a path-connected
compact surface.

The main result is below.

Theorem 4.50 (Lefschetz Fixed Point Theorem). If a map f : S → S of a polyhedron S
has non-zero Lefschetz number,

Λ(f) 6= 0,

then f has a fixed point, f(a) = a, and so does any map homotopic to f .

If the polyhedron S happens to be acyclic, we have

[f0] = Id, [f1] = 0, [f2] = 0, ...,

which yields Λ(f) = 1 6= 0. The Brouwer Fixed Point Theorem follows.

Corollary 4.51. Suppose S is a polyhedron with χ(S) 6= 0 (such as a sphere) and a map
f : S → S is homotopic to the identity, f ≃ IdS . Then f has a fixed point.

The Lefschetz number only tells us that the set of fixed points is non-empty. The converse of
course isn’t true.
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Exercise 4.52. Give a counter-example for the converse.

Example 4.53. Let f be the flip of the figure eight, S1 ∨ S1, one loop onto the other. Then

[f0] = 1, [f1] =

[
0 1
1 0

]
, [f2] = 0, ...

Hence,
Λ(f) = 1− 0 = 1.

Not only there is a fixed point, as we can see, but also any map homotopic to f has a fixed point.
�

Example 4.54. We consider the flip of the “kissing spheres” space, S2 ∨S2, one sphere onto the
other:

Then

[f0] = 1, [f1] = 0, [f2] =

[
0 1
1 0

]
, [f3] = 0, ....

Hence,

Λ(f) = 1− 0 + 0 = 1. �

Exercise 4.55. Consider the flip of the “double banana”.

Exercise 4.56. Consider the other flip of the figure eight, the “kissing spheres”, and the “double
banana”.

Exercise 4.57. Suggest a map f with Λ(f) 6= 0 but Λ(f) = 0 modulo 2.

The beginning of the proof of the Lefschetz’s theorem is similar to that of the Euler-Poincaré
Formula, except, we will manipulate the traces of linear operators rather than the dimensions of
subspaces (after all, dimV = Tr(IdV )). We rely on the following fact from linear algebra.

Lemma 4.58. Suppose we have a commutative diagram of vector spaces and linear operators:

0 → U →֒ V → W → 0yfU

yf
yfW

0 → U →֒ V → W → 0

If the rows are exact rows, then we have:

Tr(f) = Tr(fU ) + Tr(fW ).

Exercise 4.59. Prove the lemma.

Exercise 4.60. Show that the lemma implies the proposition in subsection 1.

Next, we apply this lemma, for each k = 0, 1, 2, ..., to
• the chain map fk : Ck → Ck,
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• its restriction fZk to the subspace of cycles Zk,
• its restriction fBk to the subspace of boundaries Bk, and
• the homology map [fk] induced by f .

Exercise 4.61. Apply the lemma to

U = Zk →֒ V = Ck
∂k−−−−−→W = Bk−1.

Exercise 4.62. Apply the lemma to

U = Bk →֒ V = Zk
q−−−−→W = Hk,

where q is the quotient map.

The conclusions are:
Tr(fk) = Tr(fZk ) + Tr(fBk−1),
Tr(fZk ) = Tr([fk]) + Tr(fBk ).

Next, we use these two identities to modify the alternating sum on the left:

∑

k

(−1)k
(
Tr(fk)− Tr(fBk−1)

)
=

∑

k

(−1)k
(
Tr([fk]) + Tr(fBk )

)
.

The terms with fB in the left-hand side and the right-hand side cancel. The result is this
generalization of the Euler-Poincaré formula.

Theorem 4.63 (Hopf Trace Formula).

∑

k

(−1)k Tr(fk) =
∑

k

(−1)k Tr
(
[fk]

)
.

The result is purely algebraic. In fact, the Hopf Trace Formula is similar to the Euler-Poincaré
formula in the sense that its algebra is identical on the left and right but applied to two different
sequences of linear operators. This observation justifies the definition of the Lefschetz number of
an arbitrary sequence of linear (self-)operators h = {hk : k = 0, 1, 2, ...}, as follows:

L(h) :=
∑

k

(−1)k Tr(hk).

Then the trace formula becomes:

L(h) = L
(
[h]

)
,

for any chain map h. At this point, the latter is recognized as Λ(f) if we choose h := f∆.

Exercise 4.64. Show that L is a linear operator.

Now we finish the proof of the fixed point theorem.

Suppose map f : S → S has no fixed points. Since f is continuous and S is compact, there is an
ε > 0 such that

d(x, f(x)) > ε

for all x ∈ S. Suppose S = |K| for some simplicial complex K. We subdivide K enough times,
p, so that Mesh(Kp) < ε. Then

d(σ, f(σ)) > Mesh(Kp)

for all σ ∈ Kp.
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We rename Kp as K and proceed to the next step. According to the Simplicial Approximation
Theorem, we can acquire a simplicial approximation g : Km → K of f ; i.e.,

f(NA) ⊂ Ng(A)

for any vertex A. We do so for finer and finer subdivisions of K – until we have

σ ∩ g(σ) = ∅

for all σ ∈ Km. It follows that
sg∆(σ) 6= σ,

where s is the subdivision chain map from the last subsection. Then,

L(sg∆) :=
∑

k

(−1)k Tr(skgk) =
∑

k

(−1)k0 = 0.

By the Hopf Trace Formula, we have

Λ(f) := Λ(g∗) = L(sg∆) = 0.

This finishes the proof of the Lefschetz’s theorem. �

Exercise 4.65. Prove that Λ(hfh−1) = Λ(f) for any homeomorphism h.

4.7 The degree of a map

The degree is initially introduced for maps of the circle:

f : S1 → S1,

as the number of times the first circle wraps around the second.

The degree is also defined for maps

f : S1 → R2 \ {0},

as the “winding number”. It is defined via the polar coordinate parametrization, f = (r, θ),
measuring the change in the angle in terms of full turns, i.e.,

deg f :=
θ(2π)− θ(0)

2π
.

We, instead, approach the idea homologically.

Let’s consider the homology map induced by our map:

[f1] : H1(S
1)→ H1(S

1).
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Since both of the groups are isomorphic to Z, group theory tells us that such a homomorphism
must be the multiplication by an integer. This integer is the degree of f .

The idea and the construction are now applied to a more general case.

Definition 4.66. Given a map between any two n-dimensional compact path-connected mani-
folds

f :Mn → Nn,

the degree deg f of f is the integer that satisfies:

[fn](x) = deg f · x,

where
[fn] : Hn(M

n) ∼= Z→ Hn(N
n) ∼= Z.

is the homology map of f .

Exercise 4.67. Prove the following.
• The degree of the constant map is 0.
• The degree of the identity map is 1.
• The degree antipodal map of the n-sphere Sn ⊂ Rn+1 is (−1)n+1.

Exercise 4.68. Any map f : Sn → Sn can be used as an attaching map of a cell complex.
Suppose two such maps f, g of degrees k,m are used to attach two copies of Bn+1 to Sn. Compute
the homology of the resulting cell complex for all k,m. Hint: start with n = 1, k = 1, m = 2.

The following theorems are derived from the properties of homology maps.

Theorem 4.69. The degree is multiplicative under compositions; i.e.,

deg(fg) = deg(f) · deg(g).

Theorem 4.70. The degree is homotopy invariant; i.e.,

f ≃ g =⇒ deg(f) = deg(g).

Theorem 4.71. The degree of a homeomorphism, or even a homotopy equivalence, is ±1.
Exercise 4.72. Prove the theorems.

We will accept the following without proof (see Bredon, Topology and Geometry, p. 187).

Theorem 4.73. The degree of a reflection of the n-sphere Sn ⊂ Rn+1 through an (n + 1)-
dimensional hyperplane containing 0, such as

f(x1, x2, ..., xn, xn+1) := (−x1, x2, ..., xn, xn+1),

is −1.
The following comes from an easy computation.

Theorem 4.74. For a map f : Sn → Sn of spheres, we have

Λ(f) = 1 + (−1)n+1 deg f.

Corollary 4.75. A map f : Sn → Sn with deg f 6= (−1)n has a fixed point.

It follows that a map of spheres not homotopic to a homeomorphism will have a fixed point.

The theorem below provides a partial solution of the problem of surjectivity.
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Theorem 4.76. A map f : Sn → Sn of nonzero degree is onto.

Proof. If a ∈ Sn \ Im f , the image is contractible as a subset of a contractible set Sn \ {a}, the
latter fact proven via the stereographic projection. Therefore, f is homotopic to the constant
map and deg f = 0, a contradiction. �

Notice that T2 \ {a} isn’t contractible and that’s why the proof fails if applied to an arbitrary
pair of manifolds. A more general result will be provided later.

Exercise 4.77. Provide details of the proof and then make both the proof and the statement of
the theorem as general as possible.

Exercise 4.78. What is the converse of the theorem? Hint: don’t try to prove it.

Let’s recall how we used a homological argument to prove the insolvability of the Extension
Problem for homeomorphisms of spheres. The result is generalized below.

Theorem 4.79. A map f : Sn = ∂Bn+1 → Sn of n-spheres of non-zero degree cannot be
extended to a map on the whole ball, F : Bn+1 → Sn.

Proof. The fact follows from the commutativity of the following diagram:

Sn →֒ Bn+1

f ց
yF=?

Sn �

Exercise 4.80. Provide details of the proof and then make both the proof and the statement of
the theorem as general as possible.

4.8 Zeros of vector fields

First, we shall see what the Brouwer Fixed Point Theorem tells us about zeros of vector fields.

Suppose a vector field V is defined on a subset R ⊂ Rn which is homeomorphic to Bm, m < n.
We know that V determines a map f but is it a self-map? If it is, the map will have a fixed point.

We know that we can follow the direction of V (x) to define f(x); that’s the Euler map. We will
say that V points inside R if for every x ∈ ∂R there is an ε > 0 such that εV (x) ∈ R.

Exercise 4.81. Prove that, in that case, there is a single ε > 0 such that εV (x) ∈ R for all
x ∈ R.
Then f(x) := εV (x) is well-defined as a map f : R→ R. Therefore f has a fixed point, V has a
zero, and, if V defines an ODE, there is a stationary point.

We can do more with the Lefschetz Fixed Point Theorem, without requiring that V points inside
R.

We know that, if the Euler map Qt : R → S of V is well-defined for some S ⊂ Rn, and some
t > 0, and R is a deformation retract of S, then we have:

rQt ≃ IdR,
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where r : S → R is the retraction. We also know that

Λ(rQt) = Λ(IdR) = χ(R).

Therefore, when χ(R) 6= 0, map rQt has a fixed point by the corollary to the Lefschetz Fixed
Point Theorem.

Exercise 4.82. Prove that, in this case, V has a zero.

Example 4.83. It is easy to design a non-zero vector field for the circle. In fact, we can have a
unit vector field:

We run into problems if try this idea for a sphere. If we are to assign vectors of equal length to
points of equal latitude, we realize that their lengths would have to diminish as we approach the
pole to assure continuity:

�

Theorem 4.84 (Hairy Ball Theorem). A continuous vector field tangent to the even-
dimensional sphere has a zero.

For dimension 2, it reads: “you can’t comb the hair on a coconut”.

Exercise 4.85. What about the torus?

Exercise 4.86. Prove the theorem.

Example 4.87 (cyclone). Another commonly known interpretation of the theorem is the
following. The atmosphere forms a layer around the Earth and the air moves within this layer.

Assuming that this layer is “thin”, what we have is a sphere. Therefore, the vector field of the
wind has a stationary point, which is a point where the wind speed is 0. That point might be a
cyclone. �

Exercise 4.88. What if the layer of air is “thick”?

We would like to be able to distinguish the following behaviors of ODEs generated by vector
fields:
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We can consider only the behavior of the vector field V on the boundary of the neighborhood.
In the 2-dimensional case, we can simply evaluate the rotation of V along this curve. It is 0 for
the first one and 2π for the rest of them.

Exercise 4.89. Confirm these computations.

This approach to detecting and classifying zeros applies to every vector field with no zeros on the
boundary. Problem solved!

What about higher dimensions? The boundary of an n-ball is an (n − 1)-sphere, not a curve.
What is the analog of the rotation then?

A convenient way to compute the rotation of a vector field V : B2 → R2 with V (u) 6= 0, ∀u ∈
∂B2, is to normalize it first:

φ(u) :=
V (u)

||V (u)|| .

The result is a new function, φ : S1 → S1:

Then the rotation of V along the boundary of the disk is simply 2π · deg φ!
Suppose D is a closed ball neighborhood in Rn and vector field V has no zeros on its boundary
∂D.

Definition 4.90. We define the Gauss map of V on D,

φD : ∂D → Sn−1,

by

φD(z) :=
V (z)

||V (z)|| .

Now, if V has no zeros on the whole D, the Gauss map can be extended to the whole D with
the same formula. But by the last theorem from the last subsection, such an extension is only
possible if deg φD = 0.

Definition 4.91. We define the index of a vector field V on D, IndexD(V ), to be the degree of
the Gauss map:

IndexD(V ) := deg φD.

Exercise 4.92. Prove that the index is independent of the choice of D.

We have the following.

Theorem 4.93. If IndexD(V ) 6= 0 then vector field V has a zero in D.
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There is a generalization that follows from the Lefschetz Fixed Point Theorem. We state it
without proof (see Bredon, Topology and Geometry, p. 387).

Theorem 4.94 (Poincaré-Hopf Index Theorem). Suppose Q ⊂ Rn is a compact set which
is also the closure of an open set. Suppose a vector field V is continuous on Q. Suppose also
that V points in the outward direction along the boundary of Q. Suppose also that V has only
isolated zeroes, all in the interior of Q. Then we have:

∑

i

IndexDi
(V ) = χ(Q),

with summation over neighborhoods of all the zeroes of V .

Therefore, if χ(S) 6= 0, there is a stationary point.

4.9 Social choice: gaming the system

Let’s recall story of two hikers that are about to go into the woods and they need to choose (or
we may suggest to them) a procedure on how to decide where to set up their camp, as a fair
compromise.

This procedure should be equally applicable to the future trips in case they decide to go to that
forest again. The simplest answer is: take the middle point between the two locations, if possible.
It is always possible when the forest is convex.

Now, what if one of the participants decides to manipulate the situation and, while his (ideal but
possibly secret) preference point remains the same, declares his choice to be a point farther away
from the other person’s choice?

Then the mid-point, compromise location moves closer to the first person’s preferred location
and away from the second’s!

Seeing this, the other person would move his declared choice in the opposite direction as well.
They continue to respond to each other in this fashion and their search for compromise turns
into a hostile game!

Example 4.95. To be able to fully analyze such a game, let’s consider its 1-dimensional version:
the choices are limited to a straight segment of a road in the forest. Suppose the players counteract
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each other’s moves by moving backwards continuously. In that case, this game will go on until one
of them reaches the end of the road (i.e., the edge of the forest). Then the other person continues
to gain ground until the “compromise” location coincides with his preference or, otherwise, until
he also reaches the end of the road.

The three possible outcomes share an interesting property: neither player can improve his position
by a unilateral action! Such a state is called a Nash equilibrium.

Let’s confirm this analysis with a quick computation.

Suppose the road is the interval [0, 1] and the preferred (ideal) locations of the two players are
A1 and A2 respectively with A1 < A2. We assume that they will remain unchanged. In contrast,
the players choose points x1 and x2. Either one makes his selection as he tries to decrease the
distance from the preferred location to the compromise, midpoint location. In other words, Ai’s
goal is to
• minimize the “harm” hi := |Ai − 1

2 (x1 + x2)|
(or to maximize some related utility). We have:

0 ≤ x1 ≤ A1 < A2 ≤ x2 ≤ 0.

If x1 is chosen and fixed, the response of the second player would be to try to get the prefect hit
and choose x2 so that

1
2 (x1 + x2) = A2,

if possible. Then
x2 = r2(x1) := min{1, 2A2 − x1}.

Similarly, if x2 is chosen and fixed, the response of the first player is

x1 = r1(x2) := max{0, 2A1 − x2}.

These maps are continuous!

The condition of equilibria is: x1 = r1(x2) and x2 = r2(x1). Now, we can’t have both x1 and x2
within (0, 1); otherwise,

x1 = 2A1 − x2, x2 = 2A2 − x1,
which leads to a contradiction: A1 = A2. Therefore, let’s assume that x1 := 0. Then, x2 = 2A2

or 1, just as in the above illustration. �

We summarize this analysis with the following.

Definition 4.96. Given a pair of maps

r1 : X2 → X1, r2 : X1 → X2,

its Nash equilibrium is a fixed point of the combined response function R : X1 ×X2 → X1 ×X2

given by
R(x1, x2) := (r1(x2), r2(x1)).
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This function can also be defined to be

R := τ(r2 × r1),

where τ : X1 ×X2 → X2 ×X1 is the transposition: τ(x1, x2) = (x2, x1).

Example 4.97. This function can be illustrated as a vector field. In particular, for the example
above with A1 = .15, A2 = .45, the vector field looks like this (left):

The path taken by the pair of players is also shown (right). �

The Brouwer Fixed Point Theorem implies the following.

Theorem 4.98. Suppose X is an acyclic polyhedron, then any pair of self-maps of X allows a
Nash equilibrium.

The key to this theorem is not only the acyclicity of the space of choices but also the continuity
of the response map. The continuity assumption is natural but the uniqueness of a possible
response is not. For example, when the above game is played not on a segment of a road but
in a forest, the response isn’t unique (as one can deviate from the straight line) and the simple
theorem above won’t apply.

Exercise 4.99. Prove that the response is still unique provided the forest is convex.

Let’s follow the example and assume that either player wants to maximize some utility of his own:

u1 : X ×X → R, u2 : X ×X → R.

Then, in general, the maxima of these functions are attained for multiple values of x.

One way to avoid having to deal with set-valued maps (discussed in the next section) is thinking
of this game as a dynamical system, as follows. Suppose X is a closed domain in Rn and the
utilities u1, u2 are defined on some open neighborhood of X. Then to find a maximum, all we
need to do is to follow the gradient, the gradient of either utility with respect to the other variable.
The gradients of the utilities define a vector field V (just as illustrated above):

Vx = gradx u1(x, y), Vy = grady u2(x, y).

Then the Poincaré-Hopf Index Theorem applied to V proves the following.

Theorem 4.100. Suppose the utilities are continuously differentiable on an open neighborhood
of the compact closure of an open set, Q ⊂ Rn, and suppose that the vector field V points in
the outward direction along the boundary of Q. Then, provided χ(Q) 6= 0, there is a point in Q
critical for both utilities.

If the utilities are also concave down, this point is the maximum for both. We have an analog of
a Nash equilibrium.

Exercise 4.101. What is the meaning of a minimum for both utilities?
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Exercise 4.102. What can we say about how the game may be played around points without
the concavity condition?

5 Set-valued maps

5.1 Coincidences of a pair of maps

The surjectivity question is, if f : N →M is a map, when can we guarantee that the image of f
is the whole M :

Im f =M?

Let’s compare:
• fixed point problem: For f :M →M , is there a ∈M with f(a) = a?
• surjectivity problem: For f : N →M , given b ∈M , is there an a ∈ N with f(a) = b?

The two problems are united into the following.

Coincidence Problem: Given two maps f, g : N →M , do they have a coincidence, i.e.,

a ∈ N : f(a) = g(a) = b ∈M?

First, setting N :=M, g := IdM gives us the fixed point problem.

Second, setting g(x) := b, a constant map, gives us the surjectivity problem, if solved for all
b ∈ M . Since all constant maps are homotopic (whenever M is path-connected), the positive
answer – in our homological setting – for one value of b will give us all.

We are motivated by several related problems.

First, the surjectivity results in the last section rely on the degrees of the maps. Therefore, they
apply only to a narrow class of maps, those between manifolds of the same dimension. The
forward kinematic map of a control system (discussed below) is a map from a high-dimensional
domain space N , with the dimension commonly equal to the number of degrees of freedom of the
robot, to the 3-dimensional operating space.

More generally, let’s consider discrete dynamical systems. In such a system, the next position,
or state, f(x), with f : M → M just a map, depends only on the current state, x ∈ M . What
if there is a parameter? Suppose the next position f(u, x) depends not only on the current one,
x ∈M , but also on the input, or control, u ∈ U . Then our map becomes:

f : N = U ×M →M.

Such a parametrized dynamical system is called a control system.

Below, the control system has three inputs:
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As an example, for a cruise control system, M is the space of all possible values of the car’s speed
and U is the engine’s possible throttle positions as they determine how much power the engine
generates. Then an equilibrium of such a system is a combination of a state a ∈M and a control
p ∈ U such that the state remains fixed:

f(p, a) = a.

This point (p, a) ∈ N is then a coincidence point of this map f and the projection g : N =
U ×M →M !

Exercise 5.1. Describe the state-control space of the tether-ball:

Meanwhile, the surjectivity of the map f ensures what is called the “reachability” of the control
system.

What if we ignore how a particular control leads to a particular state? Then each current state
will lead to numerous future states:

It is given then by a set-valued map F : M → M ; i.e., its values are subsets of M : F (x) ⊂ M.
Such a map will also appear when, considering noise and other uncertainty, a discrete dynamical
system is only known imprecisely.

5.2 Set-valued maps

For two given spaces X,Y , a set-valued map F : X → Y is a correspondence

x 7→ F (x) ⊂ Y.
It can also be thought of as a function to the power set of Y :

F : X → 2Y .
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There are many subtle examples of the emergence of set-valued maps.

The inverse f−1 : Y → X of a function f : X → Y doesn’t, of course, have to be a function.

The inverse can be seen as a set-valued map f−1 : Y → X and, if f is continuous, this map
will also have a certain continuity property. Since its graph is the same as that of f itself, it is,
therefore, closed. It may have empty values when f isn’t surjective.

In fact, any set-valued map F : X → Y can be understood entirely via its graph

GraphF = {(x, y) : x ∈ X, y ∈ Y, y ∈ F (x)} ⊂ X × Y.

The fixed point problem is restated for a set-valued map F : X → X: is there an x ∈ X with
x ∈ F (x)? Such a point would have to lie on the diagonal ∆(X) of X ×X:

Another area where set-values maps naturally appear is optimization. For any function of two
variables f : X × Y → R, one can define a set-valued map fmax : X → Y by

fmax(x) := argmax
y∈Y

f(x, y).

Since the maximum value may be attained for several values of y, the value of fmax isn’t neces-
sarily a single point. This set may even be empty.

Proposition 5.2. Suppose Y is compact and f : X × Y → R is continuous. Then the graph of
fmax, Graph fmax, is closed and its values, fmax(x), are non-empty.

Exercise 5.3. (a) Prove the proposition. (b) State and prove the analog of the proposition with
R replaced by a metric space.

A function f : X → R, with X a convex subset of RN , is called convex (or concave down) if

f(tx1 + (1− t)x2) ≥ tf(x1) + (1− t)f(x2), ∀t ∈ [0, 1], x1, x2 ∈ X.
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Exercise 5.4. Prove that any convex function is continuous on an open set.

Proposition 5.5. If f(x0, ·) is convex for each x0 ∈ X, then fmax has convex values.

Exercise 5.6. Prove the proposition.

There are set-valued maps with properties impossible for their single-valued counterparts. For
example, if we identify the top and bottom of the surface shown below, the resulting Möbius
band will serve as the graph, which is closed, of a “set-valued retraction” of the disk to the circle:

This surface is illustrated by the DNA’s double helix and the famous double staircase in the
Vatican.

Exercise 5.7. Provide a formula for this map. Examine preimages of open sets under this map.

Even though the set-valued approach provides a very productive point of view, we would prefer
a direct way to apply all of the topological machinery we have developed for single-valued maps.
We interpret each set-valued map in terms of two single-valued maps, as follows.

Suppose N is the graph of the set-valued map F : X → Y ,

N := GraphF,

and f, g are the two projections of the graph

f : N → X, g : N → Y.

When X = Y , the fixed point problem for F , once again, becomes a coincidence problem for f, g:

a ∈ F (a)⇐⇒ b = (a, a) ∈ N ⇐⇒ f(b) = g(b) = a.

We can treat all set-valued maps as map of pairs. The composition GF : X → Z of two set-values
maps F : X → Y, G : Y → Z, is defined by simply letting

GF (x) := G(F (x)).

This expression can now be interpreted in terms of the projections:

GraphGF −−−→ GraphG
QZ−−−−−−→Zy

yQY րG

GraphF
PY−−−−−→ YyPX րF

X

Exercise 5.8. Define the inverse of a set-valued map and interpret it in terms of map pairs.
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Next, how do we define the homology map F∗ : H(X)→ H(Y ) of a set-valued map F : X → Y
between two polyhedra? Suppose f : N → X, g : N → Y are the projections. Then F∗ could be
defined in terms of the homology map of this composition:

F∗ := (fg−1)∗ : H(X)→ H(Y ),

but only if the inverse exists! It does, for example, when one of the projections is a homeomor-
phism, but in that case our set-valued map is single-valued anyway. Or, the homology map of
the pair f, g, and that of F , could be defined via their homology maps:

F∗ := f∗(g∗)
−1 : H(X)→ H(Y ),

but only if the inverse exists! The theorem below gives us a sufficient condition when this is the
case.

5.3 The Vietoris Mapping Theorem

Let’s compare the homology maps of these two examples of projections.

Example 5.9. First, the projection of the cylinder on the circle:

P : C2 = [0, 1]× S1 → S1.

Second, the projection of the torus on the circle:

Q : T2 = S1 × S1 → S1.

The homology map of the first,

[P1] : H1(C
2) = R→ H1(S

1) = R,

is an isomorphism and that of the second,

[Q1] : H1(T
2) = R2 → H1(S

1) = R,

is another projection.

Why the difference?

Clearly, Q collapses the other circle to a point and, as one would expect, [Q1] “kills” its homology
class. The effect of P on the homology classes of the cylinder is nil.
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What are the signs that could help us predict such as outcome without actually computing the
homology maps?

All we need to examine is the preimages of points (aka “fibers”) of the two maps.
• For P , the preimages are segments. Therefore, they are homologically trivial, acyclic.
• For Q, they are circles and, therefore, not acyclic.

In the latter case, these cycles collapse to points and, therefore, their homology classes are lost.
It remains to be shown that in the former case, there can be no such collapsing. �

The following important theorem is the answer.

Theorem 5.10 (Vietoris Mapping Theorem). Let h : K → L be a surjective simplicial map.
Suppose that the preimages h−1(b) of simplices in L are acyclic subcomplexes of K. Then the
homology map

h∗ : H(K)
∼=

−−−−−−−→H(L)

of h is an isomorphism.

The Chain Extension Theorem is restated for convenience below.

Lemma 5.11. Suppose K and L are simplicial complexes and Qa is an acyclic subcomplex of L
for every cell a in K. (1) Suppose g0 : K(0) → L(0) is a map of vertices that satisfies the following
condition:

a = A0A1...An ∈ K =⇒ g0(A0), g0(A1), ..., g0(An) ∈ Qa.
Then there is such a chain map (an extension of g0) g = {gi} : C(K)→ C(L) that g(a) ⊂ Qa for
every cell a in K. (2) If two chain maps q and q′ satisfy this condition, q(a), q′(a) ⊂ Qa, a ∈ K,
then q and q′ are chain homotopic, q ≃ q′.

Proof. We construct (h∗)
−1 – without h−1! We apply part (1) of the lemma to the pair:

g0, Qa := h−1(a).

Then g0 has a chain extension, a chain map g : C(K)→ C(L), with g(a) ⊂ h−1(a) for every cell
a in K.

Next, we observe that h∆(g(a)) = a. It follows that h∆g = IdC(K) and, furthermore, h∗g∗ =
IdH(K).

Next, we apply part (2) of the lemma to:

Qa := h−1h(a), q := gh∆, q
′ := IdC(L) .

Then these two chain maps are chain homotopic: gh∆ ≃ IdC(L). Therefore, g∗h∗ = IdH(L).

We have shown that h∗ is invertible, which concludes the proof of the theorem. �

Exercise 5.12. Prove that h∆(q(a)) = a.

Exercise 5.13. State the up-to-homotopy version of this theorem. Is its converse true? Hint:
think of degrees.
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A stronger version of this theorem that doesn’t rely on the simplicial structure is given without
proof (see Spanier, Algebraic Topology, p. 344).

Theorem 5.14. The conclusion of the Vietoris Mapping Theorem holds for any map whose
preimages (of points) are acyclic.

The ability to “reverse” a homology map is found useful when one studies set-valued maps.

Let G := GraphF be the graph of a set-valued map F : X → Y . It is a subset of X × Y . Then
there are two projections P : G → X and Q : G → Y . These projections are continuous and,
therefore, their homology maps P∗, Q∗ are well-defined – provided all spaces involved, including
the graph G, are polyhedra. Suppose F is acyclic-valued: F (x) is an acyclic subset of Y for each
x ∈ X.

Then the preimages of P , P−1(x) = {x} × F (x), are also acyclic. By the theorem, P generates
an isomorphism:

P∗ : H(G)
∼=

−−−−−−−→H(X).

Definition 5.15. Given a set-valued map F : X → Y between polyhedra, with acyclic images
and polyhedral graph, the homology map F∗ : H(X)→ H(Y ) of F is defined to be

F∗ := Q∗(P∗)
−1.

So, the homology operator of such a set-valued map is single-valued!

Exercise 5.16. What happens to their homology maps under compositions of set-valued maps?

With the help of this construction, we can now reinterpret the homology of maps. Recall that
we defined the homology map of a general, not necessarily cell map, f : X → Y , with X,Y
polyhedra, via a simplicial approximation of f and subdivisions of the domain X. What if,
instead, we replace map f with a set-valued map? Specifically, what if the new map has whole
cells as values? In other words, given a map f : X → Y , define a set-valued map F : X → Y by
setting F (x) equal to the carrier of f(x),

F (x) := carr(f(x)).

the cell to the interior of which f(x) belongs. Then

f(x) ∈ F (x), ∀x ∈ X.

This is what the graph of a set-valued “approximation” F of f might look like:
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Finally, we let f∗ := F∗.

A more general case is that of a pair of arbitrary maps P : G→ X and Q : G→ Y , where X,Y,G
are polyhedra. Yet we still can define a set-valued map F : X → Y by F (x) := QP−1. Suppose
one of them, P , has acyclic preimages. Then this pair of maps,

X
P←−−−−−− G

Q−−−−−−→ Y,

produces a pair of linear operators:

H(X)
P∗

∼=←−−−−−−−− H(G)
Q∗−−−−−−−→ H(Y ).

But unlike the former diagram, in the latter, the first arrow is reversible!

Definition 5.17. The homology map of the pair is defined as

Q∗P
−1
∗ : H(X)→ H(Y ).

5.4 The Lefschetz number of a pair of maps

Now we turn to the study of coincidences of maps or, which is the same thing, fixed points of
set-valued maps.

The homology map of the pair f, g – when one of them, g, has acyclic preimages – is defined as

f∗g
−1
∗ : H(M)→ H(M).

Then, we can define the Lefschetz number of the pair of maps as the Lefschetz number of this
homomorphism, via the same trace formula:

Λ(f, g) := L(f∗g
−1
∗ ) =

∑

n

(−1)nTr([fn][gn]−1).

The two theorems below are stated without proof (see Saveliev, Lefschetz coincidence theory
for maps between spaces of different dimensions, Topology and Its Applications, 116 (2001) 1,
137-152).

Theorem 5.18 (Lefschetz Coincidence Theorem). Suppose M and N are polyhedra and
f, g : N →M are maps. Suppose also that g has acyclic preimages. Then, if

Λ(f, g) 6= 0,

then the pair has a coincidence.

The proof of the following important result relies on the Brouwer Fixed Point Theorem.

Corollary 5.19 (Kakutani Fixed Point Theorem). Let X be a non-empty, compact and
convex subset of some Euclidean space. Let F : X → X be a set-valued map with a polyhedral
graph and each F (x) non-empty and convex for all x ∈ X. Then F has a fixed point: a ∈ F (a).
Exercise 5.20. Show that this result generalizes the Brouwer Fixed Point Theorem.

Exercise 5.21. Derive the Kakutani Fixed Point Theorem from the Lefschetz Coincidence
Theorem.

Another version of the Lefschetz Coincidence Theorem does not require acyclic preimages. We
state only its corollary: the following homological solution to the surjectivity problem.
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Theorem 5.22 (Surjectivity). Suppose N is a polyhedron, M is an orientable compact path-
connected manifold, dimM = n, and f : N →M is a map. If

[fn] : Hn(N)→ Hn(M)

is nonzero, then every map homotopic to f is onto.

Exercise 5.23. Show that this result generalizes the Surjectivity Theorem for maps of non-zero
degree.

5.5 Motion planning in robotics

Example 5.24 (two-joint arm). Recall that the configuration space of a two-joint robotic arm
is the torus:

T2 = S1 × S1.

Meanwhile, its operational space is parametrized by the locations of the rod’s end:

x = R1 cosφ1 +R2 cosφ2, y = 0, z = R1 sinφ1 +R2 sinφ2.

Under the assumption R1 > R2, the operational space is the annulus. Since these functions are
periodic, they can be seen as a single map from the torus to the annulus. �

It is an example of the forward kinematics map of a robot, i.e., the map from its configuration
space to the operational space that associates a location of the end of the arm to each configura-
tion.

Exercise 5.25. A telescoping arm with a joint has the cylinder, [0, 1]× S1, as its configuration
space. Find its forward kinematics map.

The forward kinematics map is used for motion planning. Especially when the topology of the
operation space is non-trivial, looking at the homology map of this map is a way to learn about
the possible solutions.

Example 5.26. In the above example of a two-joint arm, the forward kinematics map is a map

f : T2 → A,

where A is the annulus. Whatever the exact map is, its homology map

f1 : H1(T
2) = R×R→ H1(A) = R

can be easily understood. It is the projection. Indeed, either of the generators of the 1st homology
group H1(T

2) = R2 is the cycle that represents a single turn of the joint. Yet, only the first one
is mapped to the generator of H1(A) = R. The image of the second generator doesn’t go around
the annulus and, therefore, its homology class collapses under f . This wouldn’t be the case if
R1 < R2, but then the homology of the operational space is trivial anyway. �
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One can use this information to try to match the required operational space with the configuration
possible space or vice versa. For example, one may ask whether a given robotic arm design is
appropriate to spray paint on a topologically complex surface S:

The maps to consider are of this form:

f : S1 × ...× S1 × S2 → S.

The analysis of the possible homology maps between the homology groups of these manifolds will
help to rule out some designs. As we want to be able to paint the whole surface, the question
becomes, does such a map have to be onto?

Example 5.27. In the case of a two-joint arm, the map is

f : T2 → S.

If, for example, S = T2, then, of course, we can choose the identity map and this map is onto.
But what if our knowledge of the robot is imperfect? Then we need to deal with the perturbations
of this map. Are all maps homotopic to it also surjective? The answer is Yes. �

Exercise 5.28. Prove that all maps homotopic to the identity map of the torus are surjective.

Example 5.29. A more typical object to paint is homeomorphic to the sphere S = S2. Then
the answer is No, because every map T2 → S2 is homotopic to the constant map! �

Example 5.30. Here is the configuration space of a 3d two-joint arm:

It has the two rods (first red, second green) perpendicular to each other. Then the configuration
space and the operational space are homeomorphic via the obvious forward kinematics map. Its
homology map is the identity. �

For more precise tasks, such as drawing or cutting, one may need the end of the arm to follow a
particular path in the operational space. An example is the task of drawing a specified curve on
a surface. Then one needs to find the values of the configuration parameters that will make this
happen. This is called the inverse kinematic problem.

Specifically, given a continuous path p : [0, 1] → A, in the operational space, find a path q :
[0, 1] → C, in the configuration space, such that p = fq, where f is the forward kinematic map.
If such a solution exists, we say that the problem is “well-posed”.

If, in addition, we assume that these paths are loops, the existence of a solution for this problem
can studied via the maps of the fundamental group induced by f (or, indirectly, via the 1-homology
classes of these loops).
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Exercise 5.31. Consider the inverse kinematic problem for drawing a curve on the torus that
may be (a) a meridian, (b) longitude, or (c) the diagonal. What if the robot has many joints but
only one rotational joint?

5.6 Social choice: standstill in hostilities

Example 5.32 (the game of chicken). Let’s imagine a road and two cars approaching from
the opposite directions. Both have a continuum of strategies: from keeping all the way to the
left to keeping all the way to the right. The goal of either of the two drivers is to minimize the
damage and each strategy will produce a different outcome relative to this goal. There are two
Nash equilibria: both keep right or both keep left.

One can see that the response maps – provided the road is wide enough – are set-valued. �

We generalize the setting for a hostile game from two to multiple players.

Suppose we have m > 1 players each with a space of choices:

Xi, i = 1, 2, ...,m.

The choice of the ith player is determined by the choices of the rest of the players. The ith
response map is a (possibly set-valued) map

ri : X1 × ...× [Xi]× ...×Xm → Xi,

with the bracket indicating that the ith item is excluded. The combined response function of the
game is a (possibly set-valued) map

R : X1 × ...×Xm → X1 × ...×Xm

given by

R(x1, ..., xm) :=
(
r1([x1], x2, ..., xm), ..., rm(x1, ..., xm−1, [xm])

)
.

A Nash equilibrium of the game is a fixed point of the combined response function R.

We already know that the Brouwer Fixed Point Theorem implies that, for X an acyclic polyhe-
dron, any pair of self-maps of X allows a Nash equilibrium. For the case when the response isn’t
unique, we have to apply the Kakutani Fixed Point Theorem instead.

Theorem 5.33. Suppose the choice spaces Xi, i = 1, 2, ...,m, are acyclic polyhedra and the
response maps have polyhedral graphs and non-empty convex values. Then the game has a Nash
equilibrium.

For an instance of this theorem, suppose that each player tries to maximize some utility of his
own:

ui : X1 × ...×Xm → R, i = 1, 2, ...m.

Then the response functions of this game are set-valued:

ri(y) = arg max
xi∈Xi

ui(x1, ..., xm).



482 CHAPTER V. MAPS

Theorem 5.34. Suppose X is an convex polyhedron and the utilities are convex. Then the
game above allows a Nash equilibrium.

Exercise 5.35. Prove the theorem.

Exercise 5.36. What are the utilities of the two drivers in the above example of the game
of chicken? Find its Nash equilibria. How does the game change as the road becomes wider,
narrower? What if the road is a cylinder?

Exercise 5.37. Does haggling over a price have a Nash equilibrium?

The space of choices may be a simplicial complex with every simplex seen as the probability
simplex. In that case, the choices are the mixed strategies.



Chapter VI

Forms

1 Discrete differential forms and cochains

1.1 Calculus and differential forms

Suppose I is a closed interval. In the analysis context, the definite integral – with the interval
of integration fixed – is often thought of as a real-valued function of the integrand. This idea is
revealed in the usual function notation:

G
(
f
)
:=

∫

I

f(x)dx ∈ R.

This point of view is understandable: after all, the Riemann integral is introduced in calculus as
the limit of the Riemann sums of f . The student then discovers that this function is linear:

G
(
sf + tg

)
= sG

(
f
)
+ tG

(
g
)
,

with s, t ∈ R. However, this notation might obscure another important property of integral, the
additivity: ∫

[a,b]∪[c,d]

f(x)dx =

∫

[a,b]

f(x)dx+

∫

[c,d]

f(x)dx,

for a < b ≤ c < d. We then realize that we can also look at the integral as a function of the
interval – with the integrand fixed – as follows:

H
(
I
)
:=

∫

I

f(x)dx.

483
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In higher dimensions, the intervals are replaced with surfaces and solids while the expression
f(x)dx is replaced with f(x, y)dxdy and f(x, y, z)dxdyz, etc. These “expressions” are called
differential forms and each of them determines such a new function. That’s why we further
modify the notation as follows:

ω
(
I
)
=

∫

I

ω.

This is an indirect definition of a differential form of dimension 1 – it is a function of intervals.
Moreover, it is a function of 1-chains such as [a, b] + [c, d]. We can see this idea in the new form
of the additivity property:

ω
(
I + J

)
= ω

(
I
)
+ ω

(
J
)
.

We recognize this function as a 1-cochain!

In light of this approach, let’s take a look at the integral theorems of vector calculus. There are
many of them and, with at least one for each dimension, maybe too many...

Let’s proceed from dimension 3, look at the formulas, and see what they have in common.

Green’s Theorem: ∫∫

S

(
∂q

∂x
− ∂p

∂y

)
dA =

∫

∂S

pdx+ qdy.

Here, the integrals’ domains are a solid and its boundary surface respectively.

Gauss’ Theorem: ∫∫∫

R

divFdV =

∫∫

∂R

F ·NdA.

The domains of integration are a plane region and its boundary curve.

Fundamental Theorem of Calculus:
∫

[a,b]

F ′dx = F
∣∣∣
b

a
.

In the left-hand side, the integrand is F ′dx. We think of the right-hand side as an integral too:
the integrand is F . Then the domains of integration are a segment and its two endpoints:

[a, b] and {a, b} = ∂[a, b].

What do these three have in common?

Setting aside possible connections between the integrands, the pattern of the domains of integra-
tion is clear. The relation is the same in all these formulas:

a region on the left and its boundary on the right.
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Now, there must be some kind of a relation for the integrands too. The Fundamental Theorem
of Calculus suggests a possible answer:

a function on the right and its derivative is on the left.

Clearly, for the other two theorems, this simple relation can’t possibly apply. We can, however,
make sense of this relation if we treat those integrands as differential forms. Then the form on the
left is what we call the exterior derivative of the form on the right. Consequently, the theorem
can be turned into a definition of this new form.

Thus, we have just one general formula which includes all three (and many more):

Stokes Theorem: ∫

R

dω =

∫

∂R

ω.

The relation between R and ∂R is a matter of topology. The relation between dω and ω is a
matter of calculus, the calculus of differential forms:

Furthermore, as we shall see, the transition from topology to calculus is just algebra!

1.2 How do we approximate continuous processes?

Suppose we have a function, f , representing the position, y, of your car as a function of time, x:

Let’s suppose, however, that we know only a “sampled” version of this function; i.e., we only
know its values at, say, 0, 1, 2, 4, 5, .... These numbers may come from looking occasionally at
your odometer. Suppose also that the derivative, f ′, of this function – representing the velocity
of your car – is also sampled:

You get those numbers from looking at your speedometer once in a while. Thus, while f and f ′

are unknown, we have instead two new functions: g and g′, defined only at predetermined points
of time:
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We may call them discrete functions.

What do these two have to do with each other? Now, it would make sense if g′ was the derivative
of g in some sense. But with all the functions being discrete, there is no differentiation or the
derivative in the conventional sense. Can we ever establish such a relation between two discrete
functions?

The integral provides may be the answer. The Fundamental Theorem of Calculus states:

f(8)− f(0) =
∫ 8

0

f ′(x)dx.

Now, we would like see such a formula to link the two new functions together:

g(8)− g(0) ?
=

∫ 8

0

g′(x)dx.

We rely on the conventional understanding of the Riemann integral as the area under the graph
and that’s why we turn g′ into a step-function:

The result is as follows. The right-hand side is:

g(8)− g(0) = 10,

but the left-hand side is:
∫ 1

0

g′(x)dx ≈ 0.2 + 0.4 + 0.5 + 0.7 + 0.8 + 1 + 1.7 + 2.9 + 4 = 12.2.

Then the Fundamental Theorem of Calculus fails and, with it, one of the laws of physics!

Of course, we can improve the sampling by taking more sample values (i.e., we look at the dials
more often). Then the approximation improves too and, mathematically, the Riemann sums
above converge to the Riemann integral, the actual displacement.
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But what about the convergence of the approximations of the velocity? Suppose fn → f , does
it mean that f ′n → f ′? We know that the answer is No. Just consider the famous Weierstrass
function:

f(x) :=

∞∑

n=0

ancos(bnπx), 0 < a < 1.

This series converges uniformly, hence f is continuous. But for b > 1 + a
2π, the limit function f

is nowhere-differentiable.

Example 1.1. A related example is as follows. From calculus, we know how to use step-functions
to approximate the definite integral of a function.

For example, for f(x) = x, x ∈ [0, 1], the (left-end) Riemann sum is

Ln :=

n−1∑

i=0

i
n

1
n = 1

n2

n−1∑

i=0

i = 1
n2

n(n−1)
2 → 1

2 ,

as expected. In other words, the areas under the graphs of the approximating step-functions
converge to the area under the graph of f . In contrast, an attempt to use the graphs of these
functions to approximate the length of the graph fails, manifestly:

L :=
n−1∑

i=0

(
1
n + 1

n

)
= 2

n

n−1∑

i=0

1 = 2
nn = 2. �

Exercise 1.2. Use other step-functions to approximate the length of the diagonal segment.

Exercise 1.3. Use step-functions to approximate the area and the length of the circle.

To summarize:
• No specific approximation satisfies the laws of calculus (or the laws of physics).
• Improving the approximation won’t necessarily bring us closer to the process being approx-

imated.

1.3 Cochains as building blocks of discrete calculus

We will introduce discrete structures that don’t approximate but rather mimic the behavior of
the continuous structures of calculus.

We already have a substitute for a function f – a discrete function g defined at predetermined
points of the real line. What is its derivative?

We consider, instead of the tangent lines of f , the secant lines of f and, therefore, of g:
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Then the values of g′ are the slopes on the secant lines over these intervals; e.g., g′ takes the
values g(1) − g(0), g(2) − g(1), etc. This step may be understood as “differentiation” of g. To
confirm that this makes sense, we would like to “integrate” g′ and recover g.

The key question is: where should g′ be defined? For interval [0, 1], which one is correct:

g′(0) = g(1)− g(0) or g′(1) = g(1)− g(0)?
Neither!

We would like to think of the integral in the usual sense – as the area under the graph. That’s
why, instead, we prefer to assign this value to the points of the interval itself:

g′(x) = g(1)− g(0) for x ∈ (0, 1),

This makes g′ a step-function:

That we can integrate. For example:

g(1)− g(0) =
∫ 1

0

g′(x)dx,

and the results match! And so on. They all match on every interval (m,m+ 1). Therefore, they
match on the whole interval:

g(n)− g(0) =
∫ n

0

g′(x)dx.

In other words, the Fundamental Theorem of Calculus holds.

Exercise 1.4. Prove the last statement.

We should simplify things even further. The domain of the “derivative” g′ is understood as the
set

(0, 1) ∪ (1, 2) ∪ (2, 3) ∪ ....

We are able skip the values g′(0) =?, g′(1) =?, ..., because they don’t affect the integrals. Now,
it is more convenient to think of the domain of this function as the collection of intervals (closed
or open) rather than their union. For example,

g′
∣∣∣
(0,1)

= .3
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is replaced with

g′
(
[0, 1]

)
= .3.

So, g′ is defined on the 1-cells. Furthermore, the integral becomes the sum:

∫ n

0

g′(x)dx = g′
(
[0, 1]

)
+ ...+ g′

(
[n− 1, n]

)
= g′

(
[0, n]

)
.

It is a function of chains.

The bonus insight is that g and g′ are revealed to be of the same nature: they both are functions
of chains, just of different dimensions:

g g′

domain: {..., 0, 1, 2, 3, ...} {..., [0, 1], [1, 2], [2, 3], ...}
inputs: points closed intervals

dimension: 0 1

Accordingly, these two functions are defined on 0- and 1-cells respectively. Consequently, both
can be extended linearly to functions of 0- and 1-chains. We recognize them as a 0-cochain and
a 1-cochain! In the calculus context, we will call them discrete differential forms of degree 0 and
1, or simply 0- and 1-forms.

Thus, we acquire g by sampling f and then acquire g′ by taking the differences of the values of
g.

Alternatively, we can find g′ independent of g by integrating f ′ on these intervals:

g
(
[a, b]

)
:=

∫

[a,b]

f ′dx.

1.4 Calculus of data

Now, let’s approach the issue from the opposite direction. What if we start with discrete data?

In real life, a function is given simply by a series of numbers. For example, this is what the
“graph” of a function looks like in a common spreadsheet:

Can we do calculus with such functions?

The two primary components of calculus as we know it are the following two questions:
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1) What is the function’s rate of change?

The derivative tells us the rate of change of data that continuously varies. Its discrete analog is
the difference, the difference of values at two consecutive points. More precisely, if the function is
represented as a collection of points on the plane, then its “derivative” – evaluated at one of the
intervals rather than a point – is the slope of the line that connects the endpoints of the interval.

2) What is the area under the graph of the function?

The definite integral gives us the area under a continuous curve. Its discrete analog, as we just
saw, is the sum, the sum of the values of the function for all points within the interval. Moreover,
if this is a step-function, the “integral” is the sum of the areas of the rectangles determined by
these steps, just as before.

Even though the graph above is made of dots, with a couple of clicks, we can plot the same
function with bars:

So, the same discrete function has been interpreted in two different ways:
• for differentiation – with dots plotted above the integer values, and
• for integration – with rectangles plotted over the segments.

We, again, arrive to the idea of 0-forms and 1-forms.

At this point, we can construct continuous counterparts of these discrete forms by interpolation:

To summarize, an incremental motion is represented by a 0-form. Its values provide the locations
at every instant of the chosen sequence of moments of time while we think of the intermediate
locations as unknown or unimportant. Meanwhile, a 1-form gives the incremental changes of
locations.

Exercise 1.5. Show that, given an initial location, all locations can be found from a given
1-form.

Exercise 1.6. Given a 0- and a 1-form, what kind of continuous motion produces these forms
exactly?
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1.5 The spaces of cochains

Below we start to develop the theory of cochains that culminates in cohomology theory. We focus
on the case when:
• K is an oriented simplicial complex, and
• the ring of coefficients R := R is the reals.

Definition 1.7. A k-cochain on K is any linear function from the vector space of k-chains to R:

s : Ck(K)→ R.

If we consider one cell at a time, it is simple: every such function is the multiplication by a
real number. This number is the only thing that we need to record. We visualize 0-, 1-, and
2-cochains accordingly:

Thus,
• a k-cochain assigns a number, r ∈ R, to each k-chain.

Proposition 1.8. The k-cochains on complex K form a vector space.

Notation: The vector space of k-cochains is denoted by

Ck = Ck(K) :=
{
k-cochains in complexK

}
.

The notation coincides unfortunately with that for the space of differentiable functions.

There is a special correspondence between chains and cochains. For every k-cell c in K, there is
a corresponding “elementary” cochain. We define the dual cochain c∗ : Ck → R of c by

c∗(t) =

{
1 if t = c,

0 if t 6= c.

Proposition 1.9. If the vector space of all k-chains Ck has as its standard basis the k-cells:

γ := {c1, ..., cn},

then the space of all k-cochains Ck has as its standard basis the duals of these cells:

γ∗ := {c∗1, ..., c∗n}.

Proof. These functions are defined, following the duality idea, on the basis elements of γ by

c∗i (cj) := δij . �

Exercise 1.10. Finish the proof.

Proposition 1.11. These two spaces are isomorphic in every dimension:

Ck ∼= Ck,

with the isomorphism given by
Φ(ci) := ci.
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Then the dual of any chain makes sense:

(∑

i

rici

)∗

:=
∑

i

ric
i,

and it satisfies the duality property below.

Theorem 1.12 (Duality). For any non-zero chain a, we have

a∗(a) = 1.

Exercise 1.13. Prove the theorem.

Proposition 1.14. The function x 7→ x∗ generates an isomorphism between the vector spaces
of k-chains and k-cochains.

Exercise 1.15. Prove the proposition.

Suppose now we are to evaluate an arbitrary cochain at an arbitrary chain:

s(a) =?

These two are given by

s =
∑

i

ric
∗
i , a =

∑

i

tici, for some ri, ti ∈ R,

where {ci} are the cells. Then the linearity and the duality properties produce the following:

s(a) =
(∑

i ric
∗
i

)(∑
j tjcj

)

=
∑
i

∑
j ritjc

∗
i (cj)

=
∑
i

∑
j ritjδij

=
∑
i riti ∈ R.

This coordinate-wise multiplication suggests a convenient notation: the value of a cochain s at
a given chain a is denoted by

s(a) = 〈s, a〉,
when they are written as coordinate vectors in terms of their respective bases.

1.6 The coboundary operator

Recall that the boundary operator relates (k + 1)-chains and k-chains and, therefore, (k + 1)-
cochains and k-cochains. What happens is seen in the following commutative diagram:

a ∈ Ck+1(K)
s−−−−→R ∋ ry∂k+1 || ||

b ∈ Ck(K)
t−−−−→R ∋ r

If a is any (k + 1)-chain (in the first row), then b := ∂k+1a is its boundary (in the second row).
Now, if t is a k-cochain t (in the second row), we can define its coboundary (in the first row) as
a (k + 1)-cochain s given by its values:

s(a) := r = t(b) = t∂k+1(a),
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for all a; or simply:
s := t∂k+1.

This observation justifies the following.

Definition 1.16. The kth coboundary operator of K is the linear operator:

∂k : Ck → Ck+1,

defined by
∂k(t) := t∂k+1,

for any k-cochain t in K.

We use notation ∂∗ for the coboundary operator when the dimension of the cochain is clear.
We will also use d in the context of differential forms.

The dot product notation reveals duality in the above definition:

〈∂∗t, a〉 = 〈t, ∂a〉

Let’s apply this concept in the familiar context first: the graphs. The only boundary operator
that matters is

∂1 : C1(K)→ C0(K).

Therefore the only coboundary operator that matters is

∂0 : C0(K)→ C1(K).

Example 1.17 (circle). Let’s compute the coboundary operator of the circle. Suppose the
complex has three vertices A,B,C and their edges a = AB, b = BC, c = CA. Then the bases
of C0 and C1 are respectively:

{A,B,C} and {a, b, c}.
Then the bases of C0 and C1 are respectively:

{A∗, B∗, C∗} and {a∗, b∗, c∗}.

Now the values of the coboundary operator:

∂0(A∗)(a) := A∗(∂1a) = A∗(B −A) = −1,
∂0(A∗)(b) := A∗(∂1b) = A∗(C −B) = 0,
∂0(A∗)(c) := A∗(∂1c) = A∗(A− C) = 1,  ∂0(A∗) = −a∗ + c∗;
∂0(B∗)(a) := B∗(∂1a) = B∗(B −A) = 1,
∂0(B∗)(b) := B∗(∂1b) = B∗(C −B) = −1,
∂0(B∗)(c) := B∗(∂1c) = B∗(A− C) = 0,  ∂0(B∗) = a∗ − b∗;
∂0(C∗)(a) := C∗(∂1a) = C∗(B −A) = 0,
∂0(C∗)(b) := C∗(∂1b) = C∗(C −B) = 1,
∂0(C∗)(c) := C∗(∂1c) = C∗(A− C) = −1,  ∂0(C∗) = b∗ − c∗.

These nine numbers form the matrix of ∂0, which is, as we see, the transpose of ∂1:

∂1 =



−1 0 1
1 −1 0
0 1 −1


 , ∂0 =



−1 1 0
0 −1 1
1 0 −1


 .

�

Exercise 1.18. Compute the coboundary operator of the figure eight.

The pattern of lowering vs. raising the dimension is illustrated below:
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Theorem 1.19. For any vertex A in graph K, we have

∂∗A∗ =
∑

i

AB∗
i ,

with summation over all vertices Bi adjacent to A.

Exercise 1.20. Prove the theorem.

Exercise 1.21. Provide an illustration, similar to the one above, for a 2-dimensional complex
K and ∂1.

1.7 The cochain complex and cohomology

The duality between chains and cochains is used to define the isomorphism Φ : Ck → Ck via
Φ(ci) := ci. We sum up the similarity of algebra:
• both chains and cochains are formal linear combinations of some geometric figures;
• the algebra in both is exactly the same: addition and scalar multiplication;
• the vector spaces have the same dimension.

The difference becomes visible as we add the (co)boundary operators to the picture. What is
happening is seen in the following, non-commutative diagram:

Ck+1
∂k+1−−−−−−−→ CkyΦ 6=

yΦ

Ck+1 ∂k

←−−−−− Ck

Exercise 1.22. Give an example to show that the diagram is indeed non-commutative.

Combined, the chain groups Ck, k = 0, 1, ..., form the chain complex {C∗, ∂}:

0
∂N+1=0−−−−−−−−−→CN

∂N−−−−−→ ...
∂1−−−−−→C0

∂0=0−−−−−−−→ 0

Here, N = dimK. Meanwhile, the cochain groups Ck, k = 0, 1, ..., form the cochain complex
{C∗, ∂∗}:

0
∂N=0←−−−−−−−CN ∂N−1

←−−−−−−− ... ∂0

←−−−−−C0 ∂−1=0←−−−−−−−− 0

The operators here go in the opposite direction!

The result below shows that these two sequences of operators behave in a similar way. The
formula comes from and looks identical to the familiar “the boundary of the boundary is zero”
formula.

Theorem 1.23 (Double Coboundary Identity). For k = 0, 1, ..., we have

∂k+1∂k = 0.
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Proof. For a given chain a, we use the definition of the coboundary operator:

〈∂∗∂∗q, a〉 = 〈∂∗q, ∂a〉 = 〈q, ∂∂a〉 = 〈q, 0〉 = 0. �

The short version of the formula is below:

∂∗∂∗ = 0

So, the cochain complex is a chain complex after all! The difference is only in the way we index
its elements...

Therefore, we can simply repeat the definitions of homology theory, adding “co-” and raising the
indices, as follows:

Definition 1.24.
• The elements of Zk := ker ∂k are called the cocycles, and
• the elements of Bk := Im ∂k−1 are called the coboundaries.

Suppose s is a coboundary, s = ∂∗q, then ∂∗s = ∂∗∂∗q = 0. By the argument identical to the
one for chain complexes, we prove the following.

Corollary 1.25. Every coboundary is a cocycle, or

Bk ⊂ Zk, ∀k = 0, 1, ....

The complete collections of these vector spaces can be linked to each other, as in this diagram:

∂k+1

←−−−−−−− 0 ∈ Zk+1 = ker ∂k+1 ∂k

←−−−−− 0 ∈ Zk = ker ∂k
∂k−1

←−−−−−−−
∩ ∩

∂k+1

←−−−−−−− Im ∂k+1 = Bk+1 ⊂ Ck+1 ∂k

←−−−−− Im ∂k−1 = Bk ⊂ Ck ∂k−1

←−−−−−−−

Definition 1.26. The kth cohomology group of K is the quotient of the cocycles over the
coboundaries:

Hk = Hk(K) := Zk/Bk = ker ∂k+1/ Im ∂k.

Notation: When the dimension k is clear, we use H∗ for cohomology.

Example 1.27. Let’s compute the cohomology of the circle given, as in the last subsection, by
the complex with three vertices A,B,C and there edges a = AB,B = BC, c = CA. We already
have the coboundary operator:

∂0(A∗) = −a∗ + c∗;
∂0(B∗) = a∗ − b∗;
∂0(C∗) = b∗ − c∗.

Its kernel is
Z0 := ker ∂0 =< A∗ +B∗ + C∗ > .

Hence,
H0 := Z0/B0 =< A∗ +B∗ + C∗ > .

Next, the image is
B1 := Im ∂0 =< −a∗ + c∗, a∗ − b∗, b∗ − c∗ > .

Hence,
H1 := Z1/B1 =< a∗ >=< b∗ >=< c∗ > .
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It is isomorphic to the homology group! we draw the same conclusion: there is one hole in the
circle. �

Exercise 1.28. Compute the cohomology of the figure eight.

The example suggests that not just the chain and cochain groups are isomorphic but so are the
homology and cohomology groups – under Φ – as vector spaces.

Theorem 1.29. For graphs, we have

H∗ ∼= H.

Exercise 1.30. Prove the theorem. Hint: follow the example.

Corollary 1.31. In an acyclic graph, every 1-cocycle is a 1-coboundary.

Example 1.32. Observe that in the last example Z0 is generated by A∗ +B∗ +C∗. This means
that the cocycles are multiples of this cochain, such as

sr = r(A∗ +B∗ + C∗).

But

sr(A) = r, sr(B) = r, sr(C) = r.

In other words, these functions are constant. �

Theorem 1.33. A 0-cochain is a cocycle inK if and only if it is constant on each path-component
of K.

Proof. If ∂0Q = 0 then 〈∂0Q, a〉 = 0 for any 0-chain a = AB. Therefore, 〈Q,B − A〉 = 0, or
Q(A) = Q(B). �

Exercise 1.34. Provide the rest of the proof.

Example 1.35 (Kirchhoff’s current law). Suppose we have an electrical circuit represented
by a graph.

Then the conservation principle is satisfied: the sum of currents flowing into any junction is equal
to the sum of currents flowing out of the junction. If the edges are oriented, we can think of the
currents as 1-chains – over the reals. Moreover, a current is such a 1-cochain I that satisfies, for
any vertex A: ∑

k

I(ek) = 0,

with summation over all edges ek adjacent to A. It follows that I = ∂∗A∗. It’s a coboundary! �

Example 1.36 (Kirchhoff’s voltage law). We, once again, consider an electrical circuit
understood as a graph.
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As the edges are oriented, we can think of the voltages as 1-cochains (over R). Moreover, the
voltage V over any edge is the drop of the potential U over this edge. The potential is then a
0-cochain and V = dU . Therefore, dU(c) = U(∂c) = U(0) = 0 for any 1-cycle c. So, the following
conservation principle is satisfied: the sum of all the voltages around a loop is equal to zero. �

1.8 Calculus I, the discrete version

Below, we review these new concepts in the context of discrete calculus on R. In this context, the
cochains are called differential forms, or simply forms, while the coboundary operator is called
the exterior derivative denoted by

d := ∂∗.

The reason for this terminology is revealed below.

The setting of calculus of one variable requires only 0- and 1-cochains. Therefore, the only
complexes we need to consider are graphs.

Substituting a = AB into the definition of the exterior derivative, we acquire the following:

Theorem 1.37 (Fundamental Theorem of Calculus for Graphs). Suppose we have a
sequence of adjacent nodes in the graph:

A = A0, ..., AN = B,

and let a be the 1-chain represented by the sum of the edges of the sequence:

a := A0A1 + ...+AN−1AN .

Then, for any 0-form Q, we have

〈dQ, a〉 = 〈Q,B −A〉.

Exercise 1.38. State and prove the theorem for the case a an arbitrary 1-form.

In the integral notation, the result looks familiar:

∫ B

A

dQ = Q(B)−Q(A).

We know that dQ is the coboundary of A but we can also think of Q as an antiderivative of dQ.

There are often two issues to be considered about a new concept: existence and uniqueness.

First, given a 1-form s on graph G, does an antiderivative, i.e., a 0-form Q with dQ = s, always
exist? The picture below shows why the answer is No:

Here, if we take the upper path, we have

Q(B)−Q(A) = 1, Q(C)−Q(B) = 1;

but if we take the lower path, we have

Q(C)−Q(A) = 1.
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This is a contradiction! We are facing a path-dependent integral.

The idea from calculus is that path-dependence of line integrals can be recast as the non-triviality
of integrals along closed loops, i.e., 1-cycles. Indeed, we can restate the above as follows:

∫

[A,B]+[B,C]+[C,A]

dQ =

∫

[A,B]

dQ+

∫

[B,C]

dQ+

∫

[C,A]

dQ = 1 6= 0.

The result should remind us of a similar situation with chains:
• not every chain is a boundary, or a cycle.

This time, we are speaking of cochains:
• not every cochain is a coboundary, or a cocycle.

There is more than just similarity here: if a is a non-zero 1-cycle, then a∗ isn’t a coboundary.
Indeed, we have otherwise:

1 = 〈a∗, a〉 = 〈∂∗Q, a〉 = 〈Q, ∂a〉 = 〈Q, 0〉 = 0.

In other words, for all integrals over closed loops to be always 0, there should be no closed loops
to begin with.

In the calculus context, coboundaries are also called exact forms.

Theorem 1.39. Every 1-form is exact on a graph if and only if the graph is a tree.

Exercise 1.40. Provide the rest of the proof.

Second, given a 1-form s on graph G, is an antiderivative, i.e., a 0-form Q with dQ = s, unique?
The recognizable result below shows that the answer is “Yes, in a sense”.

Theorem 1.41. If Q,Q′ are two 0-forms with dQ = dQ′, then they differ by a constant on every
path-component of the graph.

Exercise 1.42. Prove the theorem. Hint: consider Q−Q′.

A common interpretation of this result is, if two runners run with an identical but possibly
variable velocity, the distance between them remains unchanged.

1.9 Social choice: ratings and comparisons

In several stages, we will consider the foundation of a basic voting system.
In a typical political election, the voter ranks the candidates with no numbers involved. We will
concentrate on simpler, numeric voting methods that are meant to evaluate rather than just to
rank. These methods require us to use our ring R again.

This is how, typically, votes are used for evaluation. The customer/voter assigns a number from
{1, 2, ..., N} to a product or service as a substitute of its perceived quality, such as:
• books,
• movies,
• hotels,
• various products,
• service providers,
• etc.

The choice is commonly visualized by 5 stars:

⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ .

In political elections, it is simple:
Y es : X No :
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As common it is to rate the alternatives, it is very uncommon to compare them – pairwise – to
evaluate the perceived inequality of value. As we will see, the latter approach will help us resolve
some of the issues with the former.

The general setup is as follows. There are n alternatives/candidates:

A := {0, 1, 2, ..., n− 1} = {A0, A1, A2, ..., An−1}.

They are ordered. We also suppose that these candidates are the vertices of an oriented simplicial
complex K. All candidates are subject to evaluation but the presence of edge AB in K reflects
the fact that A and B are comparable.

At first, we will only consider what a single voter does; however, a single vote may come from
aggregated votes.

We initially assume that K is simply a (directed) graph:

A rating vote is a number X ∈ R assigned to each candidate, as well as a combination of all these
numbers. Therefore, this is a 0-cochain on K. The totality is C0 = C0(K).

A comparison vote is a number x ∈ R assigned to each pair of candidates (i.e., the edge between
them), as well as a combination of all these numbers. Therefore, this is a 1-cochain on K. The
totality is C1 = C1(K).

That’s all.

The differences, according to the order of vertices, over a given rating vote for each pair of
candidates produces a comparison vote:

x(12) = ∂0X(12) := X(2)−X(1).

Combined, this is the 0-coboundary operator ∂0 : C0 → C1.

A rating comparison vote is one that comes from some rating vote of the candidates, as described.
Therefore, this is a 1-coboundary. The totality is B1 = Im ∂0.

A non-circular comparison vote is one that satisfies the condition: as one takes a circular route
through the candidates/vertices of K, the preferences always add up to zero. Therefore, this is a
1-cocycle. The totality is Z1 = ker ∂1.
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We now use this terminology to restate what we have learned in the this section.

“Every coboundary is a cocycle” is restated as follows.

Proposition 1.43. Every rating comparison vote is non-circular.

“Every k-cocycle is a k-coboundary if H1(K) = 0” is restated as follows.

Proposition 1.44. If K is a tree, every comparison vote is rating.

The cochain complex and these subspaces are shown below:

0
∂2=0←−−−−−−−C2 ∂1

←−−−−−C1 ∂0

←−−−−− C0

∪ ∪ ||
0

0←−−−− Z1 ←−−− C0

|| ∪ ||
0

0←−−−− B1 onto←−−−−−−C0.

Even in the case of a single voter, who wins?

In the simplest case, there is only a single rating. Provided R is equipped with an order relation,
we choose the winner to be the one (perhaps tied) with the largest rating.

What if the voter casts a comparison vote b instead? Even though what we really need is a rating
vote, we don’t have to discard b. The reason is that b may be a rating comparison vote: b = ∂0(c)
for some rating c (i.e., b is a coboundary). Then the winner should be the one with the largest
value of c. Based on the last proposition, we conclude that we can guarantee that there is such
a c if and only if K is a tree, which is certainly atypical. Finally, if this is the case, the choice of
the winner(s) is unambiguous.

Exercise 1.45. Prove the last statement.

Exercise 1.46. What if, in order to guarantee a winner, we simply disallow circular comparison
votes? Hint: what is the new chain complex?

Exercise 1.47. What to do if the voter casts both a rating vote and a comparison vote?

Exercise 1.48. What if there are two voters?

The votes of many voters may be combined into a single vote over Z or R. Aggregation methods
are discussed later.

Exercise 1.49. Use cochains to represent exchange rates between world currencies. What about
barter?

2 Calculus on cubical complexes

2.1 Visualizing cubical forms

In calculus, the quantities to be studied are typically real numbers. We choose our ring of
coefficients to be R = R.
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Meanwhile, the locus is typically the Euclidean space Rn. We choose for now to concentrate on
the cubical grid, i.e., the infinite cubical complex acquired by dividing the Euclidean space into
cubes, Rn.

In R1, these pieces are: points and (closed) intervals,
• the 0-cells: ..., −3, −2, −1, 0, 1, 2, 3, ..., and
• the 1-cells: ..., [−2,−1], [−1, 0], [0, 1], [1, 2], ....

In R2, these parts are: points, intervals, and squares (“pixels”):

Moreover, in R2, we have these cells represented as products:
• 0-cells: {(0, 0)}, {(0, 1)}, ...;
• 1-cells: [0, 1]× {0}, {0} × [0, 1], ...;
• 2-cells: [0, 1]× [0, 1], ....

In this section, we will use the calculus terminology: “differential forms” instead of “cochains”.

Recall that within each of these pieces, a form is unchanged; i.e., it’s a single number.

Then, the following is the simplest way to understand these forms.

Definition 2.1. A cubical k-form is a real-valued function defined on k-cells of Rn.

This is how we plot the graphs of forms in R1:

And these are 0-, 1-, and 2-forms in R2:
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To emphasize the nature of a form as a function, we can use arrows:

Here we have two forms:
• a 0-form with 0 7→ 2, 1 7→ 4, 2 7→ 3, ...; and
• a 1-form with [0, 1] 7→ 3, [1, 2] 7→ .5, [2, 3] 7→ 1, ....

A more compact way to visualize is this:

Here we have two forms:
• a 0-form Q with Q(0) = 2, Q(1) = 4, Q(2) = 3, ...; and

• a 1-form s with s
(
[0, 1]

)
= 3, s

(
[1, 2]

)
= .5, s

(
[2, 3]

)
= 1, ....

We can also use letters to label the cells, just as before. Each cell is then assigned two symbols:
one is its name (a latter) and the other is the value of the form at that location (a number):

Here we have:
• Q(A) = 2, Q(B) = 4, Q(C) = 3, ...;
• s(AB) = 3, s(BC) = .5, s(CD) = 1, ....

We can simply label the cells with numbers, as follows:

Exercise 2.2. Another way to visualize forms is with color. Implement this idea with a spread-
sheet.

2.2 Forms as integrands

It is common for a student to overlook the distinction between chains and cochains/forms and to
speak of the latter as linear combinations of cells. The confusion is understandable because they
“look” identical. Frequently, one just assigns numbers to cells in a complex as we did above. The
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difference is that these numbers aren’t the coefficients of the cells in some chain but the values
of the 1-cochain on these cells. The idea becomes explicit when we think in calculus terms:
• forms are integrands, and
• chains are domains of integration.

In the simplest setting, we deal with the intervals in the complex of the real line R. Then the form
assigns a number to each interval to indicate the values to be integrated and the chain indicates
how many times the interval will appear in the integral, typically once:

Here, we have:

h(a) =

∫

a

h

=

∫

[0,1]

h +

∫

[1,2]

h +

∫

[2,3]

h +

∫

[3,4]

h +

∫

[4,5]

h

= 3 +.5 +1 +2 +1.

The simplest form of this kind is the form that assigns 1 to each interval in the complex R. We
call this form dx. Then any form h can be built from dx by multiplying – cell by cell – by a
discrete function that takes values 3, .5, 1, 2, 1 on these cells:

The main property of this new form is:

∫

[A,B]

dx = B −A.

Exercise 2.3. What is the antiderivative of dx?

Exercise 2.4. Show that every 1-form in R1 is a “multiple” of dx: h = Pdx.

Next, R2:

In the diagram,
• the names of the cells are given in the first row;
• the values of the form on these cells are given in the second row; and
• the algebraic representation of the forms is in the third.
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The second row gives one a compact representation of the form when you don’t want to name
the cells.

Discrete differential forms (cochains) are real-valued, linear functions defined on chains:

One should recognize the second line as a line integral:

ψ(h) =

∫

h

ψ.

What is dx in R2? Naturally, its values on the edges parallel to the x-axis are 1’s and on the one
parallel to the y-axis are 0’s:

Of course, dy is the exact opposite. Algebraically, their representations are as follows:

• dx
(
[m,m+ 1]× {n}

)
= 1, dx

(
{m} × [n, n+ 1]

)
= 0;

• dy
(
[m,m+ 1]× {n}

)
= 0, dy

(
{m} × [n, n+ 1]

)
= 1.

Now we consider a general 1-form:

Pdx+Qdy,

where P,Q are discrete functions, not just numbers, that may vary from cell to cell. For example,
this could be P :

Exercise 2.5. Show that every 1-form in R2 is such a “linear combination” of dx and dy.
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At this point, we can integrate this form. As an example, suppose S is the chain that represents
the 2 × 2 square in this picture going clockwise. The edges are oriented, as always, along the
axes. Let’s consider the line integral computed along this curve one cell at a time starting at the
left lower corner:

∫

S

Pdx = 0 · 0 + 1 · 0 + (−1) · 1 + 1 · 1 + 0 · 0 + 2 · 0 + 3 · (−1) + 1 · (−1).

We can also compute:

∫

S

Pdy = 0 · 1 + 1 · 1 + (−1) · 0 + 1 · 0 + 0 · (−1) + 2 · (−1) + 3 · 0 + 1 · 0.

If Q is also provided, the integral ∫

S

Pdx+Qdy

is a similar sum.

Next, we illustrate 2-forms in R2:

The double integral over this square, S, is

∫

S

Adxdy = 1 + 2 + 0− 1 = 2.

And we can understand dxdy as a 2-form that takes the value of 1 on each cell:

Exercise 2.6. Evaluate
∫
S
dxdy, where S is an arbitrary collection of 2-cells.

2.3 The algebra of forms

We already know that the forms, as cochains, are organized into vector spaces, one for each
degree/dimension. Let’s review this first.

If p, q are two forms of the same degree k, it is easy to define algebraic operations on them.

First, their addition. The sum p+ q is a form of degree k too and is computed as follows:

(p+ q)(a) := p(a) + q(a),

for every k-cell a.

As an example, consider two 1-forms, p, q. Suppose these are their values defined on the 1-cells
(in green):
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Then p+ q is found by

1 + 1 = 2, −1 + 1 = 0, 0 + 2 = 2, 3 + 0 = 3,

as we compute the four values of the new form one cell at a time.

Next, scalar multiplication is also carried out cell by cell:

(λp)(a) := λp(a), λ ∈ R,

for every k-cell a.

We know that these operations satisfy the required properties: associativity, commutativity,
distributivity, etc. Subsequently, we have a vector space:

Ck = Ck(Rn),

the space of k-forms on the cubical grid of Rn.

There is, however, an operation on forms that we haven’t seen yet.

Can we make dxdy from dx and dy? The answer is provided by the wedge product of forms:

dxdy = dx ∧ dy.

Here we have:
• a 1-form dx ∈ C1(Rx) defined on the horizontal edges,
• a 1-form dy ∈ C1(Ry) defined on the vertical edges, and
• a 2-form dxdy ∈ C2(R2) defined on the squares.

But squares are products of edges:
α = a× b.

Then we simply set:
(dx ∧ dy)(a× b) := dx(a) · dy(b).

What about dydx? To match what we know from calculus:

∫

α

dydx = −
∫

α

dxdy,

we require anti-commutativity of cubical cochains under wedge products:

dy ∧ dx = −dx ∧ dy.

Now, suppose we have two arbitrary 1-forms p, q and we want to define their wedge product on
the square α := a× b. We can’t use the simplest definition:

(p ∧ q)(a× b) ?
= p(a) · q(b),
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as it fails to be anti-commutative:

(q ∧ p)(a× b) = q(a) · p(b) = p(b) · q(a).

Since we need both of these terms:

p(a)q(b) p(b)q(a),

let’s combine them.

Definition 2.7. The wedge product of two 1-forms is a 2-form given by

(p ∧ q)(a× b) := p(a)q(b)− p(b)q(a).

The minus sign is what gives us the anti-commutativity:

(p ∧ p)(a× b) := q(a)p(b)− q(b)p(a) = −(p(a)q(b)− p(b)q(a)).

Proposition 2.8.
dx ∧ dx = 0, dy ∧ dy = 0.

Exercise 2.9. Prove the proposition.

Here is an illustration of the relation between the product of cubical chains and the wedge product
of cubical forms:

The general definition is as follows.

Recall that, for our cubical grid Rn, the cells are the cubes given as products:

Q =

n∏

k=1

Ak,

with each Ak either a vertex or an edge in the kth component of the space. We can derive the
formula for the wedge product in terms of these components. If we omit the vertices, a (p+q)-cube
can be rewritten as

Q =

p∏

i=1

Ii ×
p+q∏

i=p+1

Ii,

where Ii is its ith edge. The two summands are a p-cube and a q-cube respectively and can be
the inputs of a p-form and a q-form respectively.

Definition 2.10. The wedge product of the a p-form and a q-form is a (p+ q)-form given by its
value on the (p+ q)-cube, as follows:

(
ϕp ∧ ψq

)
(Q) :=

∑

s

(−1)π(s)ϕp
( p∏

i=1

Is(i)

)
· ψq

( p+q∏

i=p+1

Is(i)

)
,
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with summation over all permutations s ∈ Sp+q with π(s) the parity of s (the superscripts are
the degrees of the forms).

Exercise 2.11. Verify that Pdx = P ∧ dx. Hint: what is the dimension of the space?

Proposition 2.12. The wedge product satisfies the skew-commutativity:

ϕm ∧ ψn = (−1)mnψn ∧ ϕm.

Under this formula, we have the anti-commutativity when m = n = 1, as above.

Exercise 2.13. Prove the proposition.

Unfortunately, the wedge product isn’t associative!

Exercise 2.14. (a) Give an example of this:

φ1 ∧ (ψ1 ∧ θ1) 6= (φ1 ∧ ψ1) ∧ θ1.

(b) For what class of form is the wedge product associative?

The crucial difference between the linear operations and the wedge product is that the former
two act within the space of k-forms:

+, · : Ck × Ck → Ck;

while the latter acts outside:

∧ : Ck × Cm → Ck+m.

We can make both operate within the same space if we define them on the graded space of all
forms:

C∗ := C0 ⊕ C1 ⊕ ...

2.4 Derivatives of functions vs. derivatives of forms

The difference is:
• the derivative of a function is the rate of change, while
• the exterior derivative of a 0-form is the change.

The functions we are dealing with are discrete. At their simplest, they are defined on the integers:

n = ...− 1, 0, 2, 3, 4, ....

They change abruptly and, consequently, the change is the difference of values:

f(n+ 1)− f(n).

The only question is where to assign this number as the value of some new function. What is the
nature of the input of this function?

The illustration below suggests the answer:
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The output should be assigned to the (oriented) edge that connects n to n+ 1:

[n, n+ 1] 7→ f(n+ 1)− f(n).

Assigning this number to either of the two endpoints would violate the symmetry. If the input
changes in the opposite way, so does the change of the output, as expected:

[n+ 1, n] = −[n, n+ 1] 7→ f(n)− f(n+ 1).

Example 2.15. Let’s look at this construction from the point of view of our study of motion.
Suppose function p gives the position and suppose
• at time n hours we are at the 5 mile mark: p(n) = 5, and then
• at time n+ 1 hours we are at the 7 mile mark: p(n+ 1) = 7.

We don’t know what exactly has happened during this hour but the simplest assumption would
be that we have been walking at a constant speed of 2 miles per hour. Now, instead of our
velocity function v assigning this value to each instant of time during this period, it is assigned
to the whole interval:

v
(
[n, n+ 1]

)
= 2.

This way, the elements of the domain of the velocity function are the edges. �

The relation between a discrete function and its change is illustrated below:

Definition 2.16. The exterior derivative of a discrete function f at [n, n + 1] is defined to be
the number

(df)
(
[n, n+ 1]

)
:= f(n+ 1)− f(n).

On the whole domain of f , we have:
• f is defined on the 0-cells, and
• df is defined on 1-cells.

Definition 2.17. The exterior derivative df of a 0-form f is a 1-form df given on each interval
by the above formula.

Let’s contrast:
• the derivative of a function f at x = a is a number f ′(a) assigned to point a, hence the

derivative function f ′ of a function f on R is another function on R, while

• the exterior derivative of a function f at [n, n + 1] is a number df
(
[n, n + 1]

)
assigned to

interval [n, n + 1], hence the exterior derivative df of a function f on C0(R) is a function on
C1(R).
Furthermore, if the interval was of length h, we would see the obvious difference between the
derivative and the exterior derivative:

f(a+ h)− f(a)
h

vs. f(a+ h)− f(a).

Unlike the former, the latter can be defined over any ring R.

Proposition 2.18. The exterior derivative is a linear operator

d : C0(R)→ C1(R).
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Exercise 2.19. Prove the proposition.

Exercise 2.20. State and prove the analogs of the familiar theorems from calculus about the
relation between the exterior derivative and: (a) monotonicity, and (b) extreme points.

Let’s next approach this operator from the point of view of the Fundamental Theorem of Calculus.

Given f ∈ C0(R), we take our definition of df ∈ C1(R),

df
(
[a, a+ 1]

)
:= f(a+ 1)− f(a),

and simply rewrite it in the integral notation:
∫

[a,a+1]

df = f(a+ 1)− f(a).

Observe that here [a, a+ 1] is a 1-cell and the points {a}, {a+ 1} make up the boundary of this
cell. In fact,

∂
(
[a, a+ 1]

)
= {a+ 1} − {a},

taking into account the orientation of this edge.

What about integration over “longer” intervals? For a, k ∈ Z, we have:
∫

[a,a+k]

df =

∫

[a,a+1]

df +

∫

[a+1,a+2]

df + ...+

∫

[a+k−1,a+k]

df

= f(a+ 1)− f(a) + f(a+ 2)− f(a+ 1) + ...+ f(a+ k)− f(a+ (k − 1))
= f(a+ k)− f(a).

We have simply applied the definition repeatedly.

Thus, the Fundamental Theorem of Calculus still holds, in its “net change” form.

In fact, we can now rewrite it in a fully algebraic way. Indeed,

σ = [a, a+ 1] + [a+ 1, a+ 2] + ...+ [a+ k − 1, a+ k]

is a 1-chain and df is a 1-cochain. Then the above computation takes this form:

df(σ) = df
(
[a, a+ 1] + [a+ 1, a+ 2] + ...+ [a+ k − 1, a+ k]

)

= df
(
[a, a+ 1]

)
+ df

(
[a+ 1, a+ 2]

)
+ ...+ df

(
[a+ k − 1, a+ k]

)

= f(a+ k)− f(a)
= f

(
∂[a, a+ k]

)
.

The resulting interaction of the operators of exterior derivative and boundary,

df(σ) = f(∂σ)

is an instance of the (general) Stokes Theorem.

Exercise 2.21. Explain the relation between this formula and the formula used for integration
by substitution, df = f ′dx.

To summarize, the exterior derivative of a 0-form is a 1-form computed as the difference of its
values.

Exercise 2.22. Show how the definition, and the theorem, is applicable to any cubical complex
R ⊂ R. Hint:
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Next we consider the case of the space of dimension 2 and forms of degree 1. Given a 0-form f
(in red), we compute its exterior derivative df (in green):

Once again, it is computed by taking differences.

Let’s make this computation more specific. We consider the differences horizontally (orange) and
vertically (green):

According to our definition, we have:

• (orange) df
(
[a, a+ 1]× {b}

)
:= f

(
{(a+ 1, b)}

)
− f

(
{(a, b)}

)

• (green) df
(
{a} × [b, b+ 1]

)
:= f

(
{(a, b+ 1)}

)
− f

(
{(a, b)}

)
.

Therefore, we have:

df = 〈grad f, dA〉,
where

dA := (dx, dy), grad f := (dxf, dyf).

The notation is justified if we interpret the above as “partial exterior derivatives”:

• dxf
(
[a, a+ 1]× {b}

)
:= f(a+ 1, b)− f(a, b),

• dyf
(
{a} × [b, b+ 1]

)
:= f(a, b+ 1)− f(a, b).

2.5 The exterior derivative of a 1-form

What about the higher degree forms?
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Let’s start with 1-forms in R2. The exterior derivative is meant to represent the change of the
values of the form as we move around the space. This time, we have possible changes as we move
in both horizontal and vertical directions. Then we will be able to express these quantities by a
single number as a combination of the changes:

the horizontal change ± the vertical change.

If we concentrate on a single square, these differences are computed on the opposite edges of the
square.

Just as in the last subsection, the question arises: where to assign this value? Conveniently, the
resulting value can be given to the square itself.

We will justify the negative sign in the formula below.

With each 2-cell given a number in this fashion, the exterior derivative of a 1-form is a 2-form.

Exercise 2.23. Define and compute the exterior derivative of 1-forms in R.

Let’s consider the exterior derivative for a 1-form defined on the edges of this square oriented
along the x- and y-axes:

Definition 2.24. The exterior derivative dϕ of a 1-form ϕ is defined by its value at each 2-cell
τ as the difference of the changes of ϕ with respect to x and y along the edges of τ ; i.e.,

dϕ(τ) =
(
ϕ(c)− ϕ(a)

)
−
(
ϕ(b)− ϕ(d)

)
.

Why minus? Let’s rearrange the terms:

dϕ(τ) = ϕ(d) + ϕ(c)− ϕ(b)− ϕ(a).

What we see is that we go full circle around τ , counterclockwise with the correct orientations.
Of course, we recognize this as a line integral. We can read this formula as follows:

∫

τ

dϕ =

∫

∂τ

ϕ.

Algebraically, it is simple:

dϕ(τ) = ϕ(d) + ϕ(c) + ϕ(−b) + ϕ(−a) = ϕ(d+ c− b− a) = ϕ(∂τ).
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Thus, the resulting interaction of the operators of exterior derivative and boundary takes the
same form as for dimension 1 discussed above:

dϕ = ϕ∂.

Once again, it is an instance of the Stokes Theorem, which is used as the definition of d.

Let’s represent our 1-form as
ϕ = Adx+Bdy,

where A,B are the coefficient functions of ϕ:
• A is the numbers assigned to the horizontal edges: ϕ(b), ϕ(d), and
• B is the numbers assigned to the vertical edges: ϕ(a), ϕ(c).

Now, if we think one axis at a time, we use the last subsection and conclude that
• A is a 0-form with respect to y and dA =

(
ϕ(b)− ϕ(d)

)
dy, and

• B is a 0-form with respect to x and dB =
(
ϕ(c)− ϕ(a)

)
dx.

Now, from the definition we have:

dϕ =
((
ϕ(c)− ϕ(a)

)
−
(
ϕ(b)− ϕ(d)

))
dxdy

=
(
ϕ(c)− ϕ(a)

)
dxdy −

(
ϕ(b)− ϕ(d)

)
dxdy

=
(
ϕ(c)− ϕ(a)

)
dxdy +

(
ϕ(b)− ϕ(d)

)
dydx

=
((
ϕ(c)− ϕ(a)

)
dx

)
dy +

((
ϕ(b)− ϕ(d)

)
dy

)
dx

= dBdy + dAdx.

We have proven the following.

Theorem 2.25.
d(Adx+Bdy) = dA ∧ dx+ dB ∧ dy.

Exercise 2.26. Show how the result matches Green’s Theorem.

In these two subsections, we see the same pattern: if ϕ ∈ Ck then dϕ ∈ Ck+1 and
• dϕ is obtained from ϕ by applying d to each of the coefficient functions involved in ϕ.

2.6 Representing cubical forms with a spreadsheet

This is how 0-, 1-, and 2-forms are presented in a spreadsheet:

The difference of k-forms (as k-cochains) from k-chains is only that this time there are no blank
k-cells!

The exterior derivative in dimensions 1 and 2 can be easily computed according to the formulas
provided above. The only difference from the algebra we have seen is that here we have to present
the results in terms of the coordinates with respect to the cells. They are listed at the top and
on the left.

The case of R is explained below. The computation is shown on the right and explained on the
left:
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The Excel formulas are hidden but only these two need to be explained:
• first, “B = ∂a, 0-chain numbers B i assigned to 0-cells, differences of adjacent values of a”

is computed by

= R[-4]C - R[-4]C[-1]

• second, “df i = df(a i), 1-cochain, differences of adjacent values of f – the output” is
computed by

= R[-16]C - R[-16]C[1]

Thus, the exterior derivative is computed in two ways. We can see how the results match.

Note: See the files online.

Exercise 2.27. Create a spreadsheet for “antidifferentiation”.

Exercise 2.28. (a) Create a spreadsheet that computes the exterior derivative of 1-forms in R2

directly. (b) Combine it with the spreadsheet for the boundary operator to confirm the Stokes
Theorem.

2.7 A bird’s-eye view of calculus

We have now access to a bird’s-eye view of the topological part of discrete calculus, as follows.

Suppose we are given the cubical grid Rn of Rn. On this complex, we have the vector spaces of
k-chains Ck. Combined with the boundary operator ∂, they form the chain complex {C∗, ∂} of
K:

0
∂n+1=0−−−−−−−−→Cn

∂n−−−−−→ ...
∂1−−−−−→C0

∂0=0−−−−−−−→ 0.

The next layer is the cochain complex {C∗, d}, formed by the vector spaces of forms Ck =
(Ck)

∗, k = 0, 1, ...:

0
d=0←−−−−−−Cn d←−−−− ... d←−−−−C0 d=0←−−−−−− 0.

Here d is the exterior derivative. The latter diagram is the “dualization” of the former as explained
above:

dϕ(x) = ϕ∂(x).

The shortest version of this formula is as follows.
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Theorem 2.29 (Stokes Theorem). The exterior derivative is the dual of the boundary oper-
ator:

∂∗ = d

Rather than using it as a theorem, we have used it as a formula that defines the exterior derivative.

The main properties of the exterior derivative follow.

Theorem 2.30. The operator d : Ck → Ck+1 is linear.

Theorem 2.31 (Product Rule - Leibniz Rule)

d(ϕ ∧ ψ) = dϕ ∧ ψ + (−1)kϕ ∧ dψ.

Exercise 2.32. Prove the theorem for dimension 2.

Theorem 2.33 (Double Derivative Identity). dd : Ck → Ck+2 is zero.

Proof. We prove only dd = 0 : C0(R2)→ C2(R2).

Suppose A,B,C,D are the values of a 0-form h at these vertices:

We compute the values of dh on these edges, as differences. We have:

−(B −A) + (C −D) + (B − C)− (A−D) = 0,

where the first two are vertical and the second two are horizontal. �

In general, the property follows from the double boundary identity.

The proof indicates that the two mixed partial derivatives are equal:

Φxy = Φyx,

just as in Clairaut’s Theorem.

Exercise 2.34. Prove dd : C1(R3)→ C3(R3) is zero.

Exercise 2.35. Compute dd : C1 → C3 for the following form:

The actual (non-trivial) second derivative is discussed later.
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2.8 Algebraic properties of the exterior derivative

We start with the properties of forms that hold on an arbitrary complex.

The exterior derivative is linear:

d(αf + βg) = αdf + βdg,

for all forms f, g and all α, β ∈ R. Therefore, we have the following two familiar facts:

Theorem 2.36 (Sum Rule). For any two k-forms f, g, we have

d(f + g) = df + dg.

Theorem 2.37 (Constant Multiple Rule). For any k-form f and any c ∈ R, we have:

d(cf) = c · df.

For the next two, we limit the functions to the ones defined on the real line.

Theorem 2.38 (Power Formula). On complex R, we have for any positive integer k:

d(xk)
(
[n, n+ 1]

)
= knk−1,

where

pq := p(p− 1)(p− 2)(p− 3)...(p− q + 1).

Theorem 2.39 (Exponent Formula). On complex R, we have for any positive real b:

d(bn)
(
[n, n+ 1]

)
= (b− 1)bn.

Theorem 2.40 (Trig Formulas). On complex R, we have for any real a:

d(sin an)
(
[n, n+ 1]

)
= 2 sin a

2 cos a(n+ 1
2 ),

d(cos an)
(
[n, n+ 1]

)
= −2 sin a

2 sin a(n+ 1
2 ).

Theorem 2.41 (Product Rule). For any two 0-forms f, g on R, we have

d(f · g)
(
[n, n+ 1]

)
= f(n+ 1)dg

(
[n, n+ 1]

)
+ df

(
[n, n+ 1]

)
g(n).

Theorem 2.42 (Quotient Rule). For any two 0-forms f, g on R, we have

d(f/g)([n, n+ 1]) =
df
(
[n, n+ 1]

)
g(n)− f(n)dg

(
[n, n+ 1]

)

g(n)g(n+ 1)
,

provided g(n), g(n+ 1) 6= 0.

Exercise 2.43. Prove these theorems.

Exercise 2.44. Derive the “Power Formula” for k < 0.

Exercise 2.45. Derive the “Log Formula”: d(logb an)
(
[n, n+ 1]

)
=?
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Theorem 2.46 (Chain Rule 1). For an integer-valued 0-form g on complex K and any 0-form
f on R, we have

d(fg) = fdg.

Proof. Using the Stokes Theorem twice, with any 1-chain a, we have:

d(fg)(a) = (fg)(∂a) = f(g(∂a)) = f(dg)(a). �

Further, a cubical map g : K → R generates a chain map

gk : Ck(K)→ Ck(R), k = 0, 1.

Then g0 can be thought of as an integer-valued 0-form on K, and g1 is, in a way, the derivative
of g0.

Theorem 2.47 (Chain Rule 2). For a cubical map g : K → R and any 0-form f on R, we
have

d(fg0) = dfg1.

Proof. Using the Stokes Theorem once, with any 1-chain a, we have again:

d(fg0)(a) = (fg0)(∂a) = f(g0(∂a)).

Now, using the algebraic continuity property ∂g = g∂ and the Stokes Theorem, we conclude:

= f∂(g1(a)) = (df)(g1(a)). �

In the last section, the idea of the derivative of a discrete function f : Z → R as a function
of the same nature f ′ : Z → R was rejected on the grounds that this approach doesn’t match
our understanding of the integral as the area under the graph of f ′. Certainly, there are other
issues. Let’s suppose the derivative is given by: g′(x) = g(x + 1) − g(x), x ∈ Z. Now, let’s
differentiate h(x) = g(−x). We have: h′(0) = h(1) − h(0) = g(−1) − g(0). On the other hand,
−g′(0) = −(g(1)− g(0)) = g(0)− g(1), no match! There is no chain rule in such a “calculus”.

Exercise 2.48. Verify that there is such a match for the derivatives of these functions, if we see
them as 1-cochains, and confirm both of the versions of the chain rule.

2.9 Tangent spaces

Suppose we want to find the work of a constant force along a straight path. As we know,

work = force · distance.

This simple formula only works if we carefully take into account the direction of motion relative
to the direction of the force F . For example, if you move forward and then back, the work breaks
into two parts and they may cancel each other. The idea is that the work W may be positive or
negative and we should speak of the displacement D rather than the distance. We then amend
the formula:

W = F ·D.

Now, in the context of discrete calculus, the displacement D may be given by a single oriented
edge in R, or a combination of edges. It is a 1-chain. Furthermore, the force F defines W as a
linear function of D. It is a 1-form!
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The need for considering directions becomes clearer when the dimension of the space is 2 or
higher. We use vectors. First, as we just saw, the work of the force is W = ±F ·D if F ||D, and
we have the plus sign when the two are collinear. Second, W = 0 if F ⊥ D. Therefore, only the
projection of F on D matters when calculating the work and it is the projection when the length
of D is 1.

Then the work W of force F along vector D is defined to be

W := 〈F,D〉.

It is simply a (real-valued) linear function of the displacement.

Our conclusion doesn’t change: D is a 1-chain and F is a 1-form. Even though this idea allows
us to continue our study, the example shows that it is impossible to limit ourselves to cubical
complexes. Below, we make a step toward discrete calculus over general cell complexes.

On a plane, the force F may vary from location to location. Then the need to handle the
displacement vectors, i.e., directions, arises, separately, at every point. The set of all possible
directions at point A ∈ V = R2 form a vector space of the same dimension. It is VA, a copy of
V , attached to each point A:

Next, we apply this idea to cell complexes.

First, what is the set of all possible directions on a graph? We’ve come to understand the edges
starting from a given vertex as independent directions. That’s why we will need as many basis
vectors as there are edges, at each point:

Of course, once we start talking about oriented cells, we know it’s about chains, over R.

Definition 2.49. For each vertex A in a cell complex K, the tangent space at A of K is the set
of 1-chains over ring R generated by the 1-dimensional star of the vertex A:

TA = TA(K) :=< {AB ∈ K} >⊂ C1(K).

Proposition 2.50. The tangent space TA(K) is a submodule of C1(K).

Definition 2.51. A local 1-form on K is a collection of linear functions for each of the tangent
spaces,

ϕA : TA → R, A ∈ K(0).
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The work of a force along edges of a cell complex is an example of such a function. Now, if we
have a force in complex K that varies from point to point, the work along an edge – seen as the
displacement – will depend on the location.

Proposition 2.52. Every 1-form (cochain) is a local 1-form.

We denote the set of all local 1-forms on K by T 1(K), so that

C1(K) ⊂ T 1(K).

Let’s review the setup. First, we have the space of locations X = K(0), the set of all vertices of the
cell complex K. Second, to each location A ∈ X, we associate the space of directions determined
by the structure of K, specifically, by its edges. Now, while the directions at vertex A ∈ K are
given by the edges adjacent to A, we can also think of all 1-chains in the star of A as directions
at A. They are subject to algebraic operations on chains and, therefore, form a module, TA.

We now combine all the tangent spaces into one total tangent space. It contains all possible
directions in each location: each tangent space TA to every point A in K.

Definition 2.53. The tangent bundle of K is the disjoint union of all tangent spaces:

T (K) :=
⊔

A∈K

(
{A} × TA

)
.

Then a local 1-form is seen as a function on the tangent bundle,

ϕ = {ϕA : A ∈ K} : T (K)→ R,

linear on each tangent space, defined by

ϕ(A,AB) := ϕA(AB).

In particular, the work associates to every location and every direction at that location, a quantity:

ϕ(A,AB) ∈ R.

The total work over a path in the complex is the line integral of ϕ over a 1-chain a in K. It is
simply the sum of the values of the form at the edges in a:

a = A0A1 +A1A2 + ...+An−1An =⇒∫

a

ϕ := ϕ(A0, A0A1) + ϕ(A1, A1A2) + ...+ ϕ(An−1, An−1An).
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Let’s suppose, once again, that this number ϕ(A,AB) is the work performed by a given force
while moving from A to B along AB. We know that this work should be the negative of the one
carried out while going in the opposite direction; i.e.,

ϕ(A,AB) = −ϕ(B,BA).

From the linearity of ϕ, it follows ϕ(A,AB) = ϕ(B,AB). Then, the local form ϕ defined
separately on each of the stars must have matched values on their overlaps. Therefore, it is
well-defined as a linear map on C1(K).

Theorem 2.54. A local 1-form that satisfies the matching condition above is a 1-cochain of K.

This conclusion reveals a potential redundancy in the way we defined the space of all directions as
the tangent bundle T (K). We can then postulate that the direction from A to B is the opposite
of the direction from B to A:

(A,AB) ∼ −(B,BA).

This equivalence relation reduces the size of the tangent bundle via the quotient construction.
Below, we can see the similarity between this new space and the space of tangents of a curve:

It looks as if the disconnected parts of T (K), the tangent spaces, are glued together.

The fact that this equivalence relation preserves the operations on each tangent space implies the
following.

Theorem 2.55.

T (K)/∼ = C1(K).

Exercise 2.56. Prove the theorem.

Then 1-forms are local 1-forms that are well-defined on C1(K). More precisely, the following
diagram commutes for any f ∈ C1(K):

T (K)
f−−−−→ Ryp ||

C1(K)
f−−−−→R,

where p is the identification map. This justifies our focus on 1-forms as 1-cochains.

Exercise 2.57. Define the analog of the exterior derivative d : C0(K)→ T 1(K).



3. COHOMOLOGY 521

Higher order differential forms are multi-linear functions but this topic lies outside the scope of
this book.

3 Cohomology

3.1 Vectors and covectors

What is the relation between number 2 and the “doubling” function f(x) = 2 · x?
Linear algebra helps one appreciate this seemingly trivial relation. The answer is given by a linear
operator,

R→ L(R,R),

from the reals to the vector space of all linear functions on the reals. In fact, it’s an isomorphism!

More generally, suppose
• R is a commutative ring, and
• V is a finitely generated free module over R.

Definition 3.1. We let the dual module of V to be

V ∗ := {α : V → R, α linear}.

As the elements of V are called vectors, those of V ∗ are called covectors.

Example 3.2. An illustration of a vector in v ∈ V = R2 and a covector in u ∈ V ∗ is given
below:

Here, a vector is just a pair of numbers, while a covector is a match of each unit vector with a
number. The linearity of the latter is visible. �

Exercise 3.3. Explain the alternative way a covector can be visualized as shown below. Hint:
it resembles an oil spill.

Exercise 3.4. Prove that, if the spaces are finite-dimensional, we have

dimL(V, U) = dimV · dimU.
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Example 3.5. In the above example, it is easy to see a natural way of building a vector w from
this covector u. Indeed, let’s pick w such that
• the direction of w is that of the one that gives the largest value of the covector u (i.e., 2),

and
• the magnitude of w is that value of u.

So the result is w = (2, 2). Moreover, covector u can be reconstructed from this vector w. �

Exercise 3.6. What does this construction have to do with the norm of a linear operator?

In the spirit of this terminology, we might add “co” to any word to indicate its dual. Such
is the relation between chains and cochains (forms). In that sense, 2 is a number and 2x is a
“conumber”, 2∗.

Exercise 3.7. What is a “comatrix”?

3.2 The dual basis

Proposition 3.8. The dual V ∗ of module V is also a module, with the operations (α, β ∈
V ∗, r ∈ R) given by

(α+ β)(v) := α(v) + β(v), v ∈ V ;
(rα)(w) := rα(w), w ∈ V.

Exercise 3.9. Prove the proposition for R = R. Hint: start by indicating what 0,−α ∈ V ∗ are,
and then refer to theorems of linear algebra.

Below we assume that V is finite-dimensional. Suppose also that we are given a basis {u1, ..., un}
of V .

Definition 3.10. The dual vector u∗p ∈ V ∗ of vector up ∈ V is defined by

u∗p(ui) := δip, i = 1, ..., n;

or

u∗p(r1u1 + ...+ rnun) = rp.

Exercise 3.11. Prove that u∗p ∈ V ∗.

Definition 3.12. The dual of the basis {u1, ..., un} of V is {u∗1, ..., u∗n}.
Example 3.13. The dual of the standard basis of V = R2 is shown below:

�

Let’s prove that the dual of a basis is a basis. It takes two steps.

Proposition 3.14. The set {u∗1, ..., u∗n} is linearly independent in V ∗.
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Proof. Suppose
s1u

∗
1 + ...+ snu

∗
n = 0

for some r1, ..., rk ∈ R. This means that

s1u
∗
1(u) + ...+ snu

∗
n(u) = 0,

for all u ∈ V . For each i = 1, ..., n, we do the following. We choose u := ui and substitute it into
the above equation:

s1u
∗
1(ui) + ...+ siu

∗
i (ui) + ...+ snu

∗
n(ui) = 0.

Then we use u∗j (ui) = δij to reduce the equation to:

s10 + ...+ si1 + ...+ sn0 = 0.

We conclude that si = 0. The statement of the proposition follows. �

Proposition 3.15. The set {u∗1, ..., u∗n} spans V ∗.

Proof. Given u∗ ∈ V ∗, let’s set ri := u∗(ui) ∈ R, i = 1, ..., n. Now define

v∗ := r1u
∗
1 + ...+ rnu

∗
n.

Consider
v∗(ui) = r1u

∗
1(ui) + ...+ rnu

∗
n(ui) = ri.

So the values of u∗ and v∗ match for all elements of the basis of V . Accordingly, u∗ = v∗. �

Exercise 3.16. Find the dual of R2 for two different choices of bases.

Corollary 3.17.
dimV ∗ = dimV = n.

Therefore, by the Classification Theorem of Vector Spaces, we have the following:

Corollary 3.18.
V ∗ ∼= V.

Even though a module is isomorphic to its dual, the behaviors of the linear operators on these
two spaces aren’t “aligned”, as we will show. Moreover, the isomorphism is dependent on the
choice of basis.

The relation between a module and its dual is revealed if we look at vectors as column-vectors
(as always) and covectors as row-vectors:

V =




x =



x1
...
xn







, V ∗ =

{
y = [y1, ..., yn]

}
.

Then we can multiply the two as matrices:

y · x = [y1, ..., yn] ·



x1
...
xn


 = x1y1 + ...+ xnyn.

As before, we utilize the similarity to the dot product and, for x ∈ V, y ∈ V ∗, represent y
evaluated at x as

〈x, y〉 := y(x).
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This isn’t the dot product or an inner product, which is symmetric. It is called a pairing:

〈·, ·〉 : V ∗ × V → R,

which is linear with respect to either of the components.

Exercise 3.19. Show that the pairing is independent of a choice of basis.

Exercise 3.20. When V is infinite-dimensional with a fixed basis γ, its dual is defined as the
set of all linear functions α : V → R that are equal to zero for all but a finite number of elements
of γ. (a) Prove the infinite-dimensional analogs of the results above. (b) Show how they fail to
hold if we use the original definition.

3.3 The dual operators

Next, we need to understand what happens to a linear operator

A : V →W

under duality. The answer is uncomplicated but also unexpected, as the corresponding dual
operator goes in the opposite direction:

A∗ : V ∗ ←W ∗.

This isn’t just because of the way we chose to define it:

A∗(f) := fA;

a dual counterpart of A can’t be defined in any other way! Consider this diagram:

V
A−−−−−→W

g∈V ∗ ց
yf∈W∗

R,

where R is our ring. If this is understood as a commutative diagram, the relation between f and
g is given by the equation above. Therefore, we acquire g from f (by setting g = fA) and not
vice versa.

Furthermore, the diagram also suggests that the reversal of the arrows has nothing to do with
linearity. The issue is “functorial”.

We restate the definition in our preferred notation.

Definition 3.21. Given a linear operator A : V →W , its dual operator A∗ :W ∗ → V ∗, is given
by

〈A∗g, v〉 = 〈g,Av〉,
for every g ∈W ∗, v ∈ V .

The behaviors of an operator and its dual are matched but in a non-trivial (dual) manner.

Theorem 3.22.
• (a) If A is one-to-one, then A∗ is onto.
• (b) If A is onto, then A∗ is one-to-one.

Proof. To prove part (a), observe that ImA, just as any submodule in the finite-dimensional
case, is a summand:

W = ImA⊕N,
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for some submodule N of W . Consider some f ∈ V ∗. Now, there is a unique representation of
every element w ∈W as w = w′ +n for some w′ ∈ ImA and n ∈ N . Therefore, there is a unique
representation of every element w ∈ W as w = A(v) + n for some v ∈ V and n ∈ N , since A is
one-to-one. Then we can define g ∈W ∗ by 〈g, w〉 := 〈f, v〉. Finally, we have:

〈A∗g, v〉 = 〈g,Av〉 = 〈g, w − n〉 = 〈g, w〉 − 〈g, n〉 = 〈f, v〉+ 0 = 〈f, v〉.

Hence, A∗g = f . �

Exercise 3.23. Prove part (b).

Theorem 3.24. The matrix of A∗ is the transpose of that of A:

A∗ = AT .

Exercise 3.25. Prove the theorem.

The compositions are preserved under the duality but in reverse:

Theorem 3.26.

(BA)∗ = A∗B∗.

Proof. Consider:

V
A−−−−−→ W

B−−−−−→ U

g∈V ∗ ց
yf∈W∗ ւ h∈U∗

R. �

Exercise 3.27. Finish the proof.

As you see, the dual A∗ behaves very much like, but not to be confused with, the inverse A−1.

Exercise 3.28. When do we have A−1 = AT ?

The isomorphism between V and V ∗ is very straight-forward.

Definition 3.29. The duality isomorphism of the module V ,

DV : V → V ∗,

is given by

DV (ui) := u∗i ,

provided {ui} is a basis of V and {u∗i } is its dual.
In addition to the compositions, as we saw above, this isomorphism preserves the identity.

Theorem 3.30.

(IdV )
∗ = IdV* .

Exercise 3.31. Prove the theorem.

Next, because of the reversed arrows, we can’t say that this isomorphism “preserves linear oper-
ators”. Therefore, the duality does not produce a functor as we know it but rather a new kind
of functor discussed later in this section.
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Now, for A : V → U a linear operator, the diagram below isn’t commutative:

V
A−−−−−→ UyDV 6=

yDU

V ∗ A∗

←−−−−−U∗

Exercise 3.32. Why not? Give an example.

Exercise 3.33. Show how a change of basis of V affects differently the coordinate representation
of vectors in V and covectors in V ∗.

However, the isomorphism with the second dual

V ∗∗ := (V ∗)∗

given by

DV ∗DV : V ∼= (V ∗)∗

does preserve linear operators, in the following sense.

Theorem 3.34. The following diagram is commutative:

V
A−−−−−→ UyDV

yDU

V ∗ U∗
yDV ∗

yDU∗

V ∗∗ A∗∗

−−−−−−→U∗∗

Exercise 3.35. (a) Prove the commutativity. (b) Demonstrate that the isomorphism is inde-
pendent of the choice of basis of V .

Our conclusion is that we can think of the second dual (but not the first dual) of a module as
the module itself:

V ∗∗ = V.

Same applies to the second duals of linear operators:

A∗∗ = A.

Exercise 3.36. Confirm that if we replace the dot product above with any choice of inner
product (to be considered later), the duality theory presented above remains valid.

3.4 The cochain complex

Recall that cohomology theory is the dual of homology theory and it starts with the concept of
a k-cochain on a cell complex K. It is any linear function from the module of k-chains to R:

s : Ck(K)→ R.

Then the chains are the vectors and the cochains are the corresponding covectors.
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We use the duality theory we have developed to define the module of k-cochains as the dual of
the module of the k-chains:

Ck(K) :=
(
Ck(K)

)∗

,

Further, the kth coboundary operator of K is the dual of the (k + 1)st boundary operator:

∂k :=
(
∂k

)∗

: Ck → Ck+1.

It is given by the Stokes Theorem:

〈∂kQ, a〉 := 〈Q, ∂k+1a〉,
for any (k + 1)-chain a and any k-cochain Q in K.

Theorem 3.37. The matrix of the coboundary operator is the transpose of that of the boundary
operator:

∂k =
(
∂k+1

)T
.

Definition 3.38. The elements in Zk := ker ∂∗ are called cocycles and the elements of Bk :=
Im ∂∗ are called coboundaries.

The following is a crucial result.

Theorem 3.39 (Double Coboundary Identity). Every coboundary is a cocycle; i.e., for
k = 0, 1, ..., we have

∂k+1∂k = 0.

Proof. It follows from the fact that the coboundary operator is the dual of the boundary operator.
Indeed,

∂∗∂∗ = (∂∂)∗ = 0∗ = 0,

by the double boundary identity. �

The cochain modules Ck = Ck(K), k = 0, 1, ..., form the cochain complex {C∗, ∂∗}:

0
0←−−−−CN ∂N−1

←−−−−−−− ... ∂0

←−−−−−C0 0←−−−− 0.

According to the theorem, a cochain complex is a chain complex, just indexed in the opposite
order.

Our illustration of a cochain complex is identical to that of the chain complex but with the arrows
reversed:

Recall that a cell complex K is called acyclic if its chain complex is an exact sequence:

Im ∂k = ker ∂k−1.

Naturally, if a cochain complex is exact as a chain complex, it is also called exact:
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Exercise 3.40. (a) State the definition of an exact cochain complex in terms of cocycles and
coboundaries. (b) Prove that {Ck(K)} is exact if and only if {Ck(K)} is exact.
To see the big picture, we align the chain complex and the cochain complex in one, non-
commutative, diagram:

...
∂k

←−−−−− Ck
∂k−1

←−−−−−−−Ck−1 ∂k−1

←−−−−−−− ...
...

y∼= 6=
y∼= ...

...
∂k+1−−−−−−−→ Ck

∂k−−−−−→ Ck−1
∂k−−−−−→ ...

Exercise 3.41. (a) Give an example of a cell complex that demonstrates that the diagram
doesn’t have to be commutative. (b) What can you say about the chain complexes (and the cell
complex) when this diagram is commutative?

3.5 Social choice: higher order voting

Recall that we previously considered n alternatives/candidates, {A,B,C, ...}, placed at the ver-
tices of a simplicial complex K.

Let’s consider some examples.

On the most basic level, voters evaluate the alternatives. For instance,
• voter a votes: candidate A is worth 1; translated:
• a(A) = 1.

Here, a 0-chain A is evaluated by a 0-cochain a. Then a = A∗.

Moreover, the voter may vote for 0-chains as linear combinations of the alternatives; for example,
“the average of candidates A and B” is worth 1 means:

a

(
A+B

2

)
= 1.

In fact, we can understand this vote as a vote in support of a 50-50 lottery between A and B.
Then,

a =
1

2
(A∗ +B∗).

What if, furthermore, the voter would like to compare the candidates? For example,
• voter a votes: candidate A is worse, by 1, than candidate B; translated:
• a(B)− a(A) = 1.

Unfortunately, this vote might conflict with others of this kind as the vote may be circular:

a(B)− a(A) = 1, a(C)− a(B) = 1, a(A)− a(C) = 1.
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The attempt to express this vote as an evaluation fails!

Exercise 3.42. Represent the following vote as a cochain:
• the average of candidates A and B is worse, by B, than candidate C.

When unable to evaluate, the voter may decide to only compare pairs of alternatives to each
other. For example,
• voter a votes: candidate A is worse, by 1, than candidate B; translated:
• a(AB) = 1.

Fortunately, this vote won’t conflict with others of this kind, even when the vote is circular:

a(AB) = 1, a(BC) = 1, a(CA) = 1.

Once again, the voter may also vote for 1-chains as linear combinations of the comparisons. For
example, the voter may judge:
• the sum of the advantages of candidate B over A, C over B, and C over A is 1; translated:
• a(AB) + a(BC) + a(CA) = 1.

Unfortunately, this vote might conflict with others of this kind:

a(AB) + a(BC) + a(CA) = 1, a(AD) + a(DB) + a(BA) = 1,
a(BD) + a(CC) + a(CB) = 1, a(CD) + a(DA) + a(AC) = 1.

The attempt to express this vote as a (pair-wise) comparison fails!

When unable to compare pair-wise, the voter may decide to only compare the triples of alterna-
tives. For example,
• the sum of the advantages of candidate B over A, C over B, and C over A is 1; translated:
• a(ABC) = 1.

Fortunately, this vote won’t conflict with others of this kind.

And so on...

In the case of three candidates, there are three votes of degree 0 and three votes of degree 1:

Let’s sum up. These are possible votes on these groups of candidates:
• A0 is evaluated by a vote of degree 0: a0 ∈ C0 and a0(A0) ∈ R.
• A0, A1 are evaluated by a vote of degree 1: a1 ∈ C1 and a1(A0A1) ∈ R.
• A0, A1, A2 are evaluated by a vote of degree 2: a2 ∈ C2 and a2(A0A1A2) ∈ R.
• ...
• A0, A1, ..., Ak are evaluated by a vote of degree k: ak ∈ Ck and ak(A0A1...Ak) ∈ R.
• ...

Definition 3.43. A vote is any cochain in complex K:

a = a0 + a1 + a2 + ..., ai ∈ Ci(K).

Now, how do we make sense of the outcome of such a vote? Who won?
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In the simplest case, we ignore the higher order votes, a1, a2, ..., and choose the winner to be the
one with the highest rating:

winner := arg max
i∈K(0)

a0(i).

But do we really have to discard the information about pairwise comparisons? Not necessarily:
if a1 is a rating comparison vote (i.e., a coboundary), we can use it to create a new set of ratings:

b0 := (∂0)−1(a1).

We then find the candidate(s) with the highest value of

c0 := a0 + b0

to become the winner.

Example 3.44. Suppose a0 = 1 and

a1(AB) = 1, a1(BC) = −1, a1(CA) = 0.

We choose:

b0(A) = 0, b0(B) = 1, b0(C) = 0,

and observe that

∂0b0 = a1.

Therefore, B is the winner!

�

Thus, the comparison vote helps to break the tie.

Exercise 3.45. Show that the definition is guaranteed to apply only when K(1) is a tree.

Exercise 3.46. Give other examples of how a1 helps determine the winner when a0 = 0.

The inability of the voter to assign a number to each single candidate to convey his perceived
value (or quality or utility or rating) is what makes comparison of pairs necessary. By a similar
logic, the inability of the voter to assign a number to each pair of candidates to convey their
relative value is what could make comparison of triples necessary. Even when this is the case we
still need to find a single winning candidate! Simply put, can a2 6= 0 help determine the winner
when a0 = 0, a1 = 0? Unfortunately, there is no b0 ∈ C0 such that ∂1∂0b0 = a2.
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3.6 Cohomology

Definition 3.47. The kth cohomology group of K is the quotient of the cocycles over the
coboundaries:

Hk = Hk(K) := Zk/Bk = ker ∂k+1/ Im ∂k.

It is then the homology of the “reversed” cochain complex.

Most of the theorems about homology have corresponding theorems about cohomology. Often,
the latter can be derived from the former via duality. Sometimes it is unnecessary.

We will now discuss cohomology in the context of connectedness and simple connectedness.

Proposition 3.48. The constant functions are 0-cocycles.

Proof. If ϕ ∈ C0(R), then ∂∗ϕ
(
[a, a + 1]

)
= ϕ(a + 1) − ϕ(a) = 0. A similar argument applies

to C0(Rn). �

Proposition 3.49. The 0-cocycles are constant on a path-connected complex.

Proof. For R1, we have ∂∗ϕ
(
[a, a+1]

)
= 0, or ϕ(a+1)−ϕ(a) = 0. Therefore, ϕ(a+1) = ϕ(a);

i.e., ϕ doesn’t change from a vertex to the next. �

The general case is illustrated below:

•−−−→•x
y

• •−−−→•−−−→•

Exercise 3.50. Prove that a complex is path-connected if and only if any two vertices can be
connected by a sequence of adjacent edges. Use this fact to finish the proof of the proposition.

Corollary 3.51. dimker ∂0 = # of path-components of |K|.
We summarize the analysis as follows.

Theorem 3.52. H0(K) ∼= Rm, where m is the number of path-components of |K|.
Now, simple-connectedness.

Example 3.53 (circle). Consider a cubical representation of the circle:

•−−−→•x
x

•−−−→•
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Here, the arrows indicate the orientations of the edges – along the coordinate axes. A 1-cochain
is just a combination of four numbers:

• q−−−−→•xp
xr

• s−−−−→•

First, which of these cochains are cocycles? According to our definition, they should have “hori-
zontal difference - vertical difference” equal to 0:

(r − p)− (q − s) = 0.

We could choose them all equal to 1.

Second, what 1-cochains are coboundaries? Here is a 0-cochain and its coboundary:

•1 1−−−−→•2x1

x1

•0 1−−−−→•1

So, this 1-form is a coboundary. But this one isn’t:

• 1−−−−→ •x1

x−1

• −1−−−−−→•

This fact is easy to prove by solving a little system of linear equations, or we can simply notice
that the complete trip around the square adds up to 4 not 0.

Therefore, H1 6= 0. �

We accept the following without proof (see Bredon, Topology and Geometry, p. 172).

Theorem 3.54. If |K| is simply connected, H1(K) = 0.

These topological results for homology and cohomology match! Does it mean that homology
and cohomology match in other dimensions? Consider first the fact that duality gives as the
isomorphism:

Ck ∼= Ck.

Second, the quotient construction of cohomology is identical to the one that defined homology.
However, this doesn’t mean that the resulting quotients are also isomorphic; in general, we have:

Hk 6∼= Hk.

The main cause is that the quotient construction, over Z, may produce torsion components for
both homology and cohomology. Those components often don’t match, as in the case of the Klein
bottle considered in the next subsection.

A more subtle difference is that the cohomology isn’t just a module; it also has a graded ring
structure provided by the wedge product.

Example 3.55 (sphere with bows). To see the difference this algebra makes, consider these
two spaces: the sphere with two bows attached and the torus:
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Their homology groups coincide in all dimensions. The cohomology groups also coincide as vector
spaces! The basis elements in dimension 1 behave differently under the wedge product. For the
sphere with bows, we have:

[a∗] ∧ [b∗] = 0,

because there is nowhere for this 2-cochain to “reside”. Meanwhile for the torus, we have:

[a∗] ∧ [b∗] 6= 0. �

3.7 Computing cohomology

In the last subsection, we used cochains to detect the hole in the circle. Now, we compute the
cohomology without shortcuts – the above theorems – just the way a computer would.

Example 3.56 (circle). We go back to our cubical complex K and compute H1(K):

Consider the cochain complex of K:

C0 ∂0

−−−−−→C1 ∂1

−−−−−→C2 = 0.

Observe that, due to ∂1 = 0, we have ker ∂1 = C1.

Let’s list the bases of these vector spaces. Naturally, we start with the bases of the groups of
chains Ck, i.e., the cells:

{A,B,C,D}, {a, b, c, d};
and then write their dual bases for the groups of cochains Ck:

{A∗, B∗, C∗, D∗}, {a∗, b∗, c∗, d∗};

They are given by
A∗(A) = 〈A∗, A〉 = 1, ...

We find next the formula for ∂0, a linear operator, which is its 4 × 4 matrix. For that, we just
look at what happens to the basis elements:

A∗ = [1, 0, 0, 0]T =
1 − 0
| |
0 − 0

=⇒ ∂0A∗ =
• −1 •
1 0
• 0 •

= a∗ − b∗ = [1,−1, 0, 0]T ;

B∗ = [0, 1, 0, 0]T =
0 − 1
| |
0 − 0

=⇒ ∂0B∗ =
• 1 •
0 1
• 0 •

= b∗ + c∗ = [0, 1, 1, 0]T ;
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C∗ = [0, 0, 1, 0]T =
0 − 0
| |
0 − 1

=⇒ ∂0C∗ =
• 0 •
0 −1
• 1 •

= −c∗ + d∗ = [0, 0,−1, 1]T ;

D∗ = [0, 0, 0, 1]T =
0 − 0
| |
1 − 0

=⇒ ∂0D∗ =
• 0 •
−1 0
• −1 •

= −a∗ − d∗ = [−1, 0, 0,−1]T .

The matrix of ∂0 is formed by the column vectors listed above:

∂0 =




1 0 0 −1
−1 1 0 0
0 1 −1 0
0 0 1 −1


 .

Now, from this data, we find the kernel and the image using the standard linear algebra.

The kernel is the solution set of the equation ∂0v = 0. It may be found by solving the correspond-
ing system of linear equations with the coefficient matrix ∂0 such as the Gaussian elimination
(we can also notice that the rank of the matrix is 3 and conclude that the dimension of the kernel
is 1). Therefore,

dimH0 = 1.

We have a single component!

The image is the set of u’s with ∂0v = u. Once again, Gaussian elimination is an effective
approach (we can also notice that the dimension of the image is the rank of the matrix, 3). In
fact,

span
{
∂0(A∗), ∂0(B∗), ∂0(C∗), ∂0(D∗)

}
= Im ∂0.

Hence,

dimH1 = dim
(
C1/ Im ∂0

)
= 4− 3 = 1.

We have a single hole!

Another way to see that the columns aren’t linearly independent is to compute det ∂0 = 0. �

Exercise 3.57. Compute the cohomology of the T-shaped graph.

Exercise 3.58. Compute the cohomology of the following complexes: (a) the square, (b) the
mouse, and (c) the figure 8, shown below.

Example 3.59 (cylinder). We build the cylinder C via an equivalence relation of cells of the
cell complex:

a ∼ c; A ∼ D, B ∼ C.
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The chain complex is known, the cochain complex is derived, and the cohomology is computed
accordingly:

C2
∂−−−−→ C1

∂−−−−→ C0

< τ >
?−−−−→ < a, b, d >

?−−−−→ < A,B >
τ 7→ b− d

a 7→ B −A
b 7→ 0
d 7→ 0

C2 ∂∗

←−−−−− C1 ∂∗

←−−−−− C0

< τ∗ >
?←−−−− < a∗, b∗, d∗ >

?←−−−− < A∗, B∗ >
0 ֋ a∗

τ∗ ֋ b∗

−τ∗ ֋ d∗

−a∗ ֋ A∗

a∗ ֋ B∗

kernels : Z2 =< τ∗ > Z1 =< a∗, b∗ − d∗ > Z0 =< A∗ +B∗ >
images : B2 =< τ∗ > B1 =< a∗ > B0 =< 0 >
quotients : H2 = 0 H1 =< [b∗]− [d∗] >∼= Z H0 =< [A∗] + [B∗] >∼= Z

So, the cohomology is identical to that of the circle. �

In these examples, the cohomology is isomorphic to the homology. This isn’t always the case.

Example 3.60 (Klein bottle). The equivalence relation on the complex of the square that
gives K2 is:

c ∼ a, d ∼ −b.

The chain complex is known, the cochain complex is derived, and the cohomology is computed
accordingly:

C2
∂−−−−→ C1

∂−−−−→ C0

< τ >
?−−−−→ < a, b >

?−−−−→ < A >
τ 7→ 2a

a 7→ 0
b 7→ 0

C2 ∂∗

←−−−−− C1 ∂∗

←−−−−− C0

< τ∗ >
?←−−−− < a∗, b∗ >

?←−−−− < A∗ >
2τ∗ ֋ a∗

0 ֋ b∗

0 ֋ A∗

kernels : Z2 =< τ∗ > Z1 =< b∗ > Z0 =< A >
images : B2 =< 2τ∗ > B1 = 0 B0 = 0
quotients : H2 = {τ∗|2τ∗ = 0} ∼= Z2 H1 =< b∗ >∼= Z H0 =< [A∗] >∼= Z �

Exercise 3.61. Show that H∗(K2;R) ∼= H(K2;R).
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Exercise 3.62. Compute H∗(K2;Z2).

Exercise 3.63. Compute the cohomology groups of the rest of these surfaces:

3.8 Homology maps vs. cohomology maps

Our illustration of cochain maps is identical to the one for chain maps but with the arrows
reversed:

The idea is the same: Homology and cohomology respect maps that respect boundaries. The two
constructions are also very similar and so are the results.

One can think of a function between two cell complexes

f : K → L

as one that preserves cells; i.e., the image of a cell is also a cell, possibly of a lower dimension:

a ∈ K =⇒ f(a) ∈ L.
If we expand this map by linearity, we have a map between (co)chain complexes:

fk : Ck(K)→ Ck(L) and fk : Ck(K)← Ck(L).

What makes fk and fk continuous, in the algebraic sense, is that, in addition, they preserve
(co)boundaries:

fk(∂a) = ∂fk(a) and fk(∂∗s) = ∂∗fk(s).

In other words, the (co)chain maps make these diagrams – the linked (co)chain complexes –
commute:

∂←−−−−Ck(K)
∂←−−−−Ck+1(K)

∂←−−−− ∂∗

−−−−−→Ck(K)
∂∗

−−−−−→Ck+1(K)
∂∗

−−−−−→yf∗
yf∗ and

xf∗

xf∗

∂←−−−− Ck(L)
∂←−−−− Ck+1(L)

∂←−−−− ∂∗

−−−−−→ Ck(L)
∂∗

−−−−−→ Ck+1(L)
∂∗

−−−−−→
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They generate the (co)homology maps:

f∗ : Hk(K)→ Hk(L) and f∗ : Hk(K)← Hk(L),

as the linear operators given by

f∗([x]) := [fk(x)] and f∗([x]) := [fk(x)],

where [·] stands for the (co)homology class.

Exercise 3.64. Prove that the latter is well-defined.

The following is obvious.

Theorem 3.65. The identity map induces the identity (co)homology map:

(Id|K|)∗ = IdH(K) and (Id|K|)
∗ = IdH∗(K) .

This is what we derive from what we know about compositions of cell maps.

Theorem 3.66. The (co)homology map of the composition is the composition of the (co)homology
maps

(gf)∗ = g∗f∗ and (gf)∗ = f∗g∗.

Notice the change of order in the latter case!

This is the realm of category theory, explained later:

K
f−−−−→ L

gf ց
yg
M

 

H(K)
f∗−−−−−→ H(L)

g∗f∗ ց
yg∗

H(M)

and

H∗(K)
f∗

←−−−−− H∗(L)

f∗g∗ տ
xg∗

H∗(M)

Theorem 3.67. Suppose K and L are cell complexes. If a map

f : |K| → |L|

is a cell map and a homeomorphism, and

f−1 : |L| → |K|

is a cell map too, then the (co)homology maps

f∗ : Hk(K)→ Hk(L) and f∗ : Hk(K)← Hk(L),

are isomorphisms for all k.

Corollary 3.68. Under the conditions of the theorem, we have:

(f−1)∗ = (f∗)
−1 and (f−1)∗ = (f∗)−1.

Theorem 3.69. If two maps are homotopic, they induce the same (co)homology maps:

f ≃ g =⇒ f∗ = g∗ and f∗ = g∗.

In the face of the isomorphisms of the groups and the matching behavior of the maps, let’s not
forget who came first:

K  C(K)
D−→ C∗(K)

↓∼ ↓∼
H(K)

?←→ H∗(K).
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Also, in spite of the fact that the cochain module is the dual of the chain module, we can’t assume
that the cohomology module is the dual of the homology module. In fact, we saw an example
when they aren’t isomorphic. However, the example was for the integer coefficients. What if
these modules were vector spaces? We state the following without proof (see Bredon, Topology
and Geometry, p. 282).

Theorem 3.70. If R is a field, the cohomology vector space is the dual of the homology vector
space:

H(K;R)∗ = H∗(K;R);

therefore, they are isomorphic:
H(K;R) ∼= H∗(K;R).

Exercise 3.71. Define “cocohomology” and prove that it is isomorphic to homology.

3.9 Computing cohomology maps

We start with the most trivial examples and pretend that we don’t know the answer...

Example 3.72 (inclusion). Suppose:

G = {A,B}, H = {A,B,AB},

and
f(A) = A, f(B) = B.

This is the inclusion:

On the (co)chain level we have:

C0(G) =< A,B >, C0(H) =< A,B > =⇒ C0(G) =< A∗, B∗ >, C0(H) =< A∗, B∗ >,
f0(A) = A, f0(B) = B =⇒ f0 = fT0 = Id;
C1(G) = 0, C1(H) =< AB > =⇒ C1(G) = 0, C1(H) =< AB∗ >

=⇒ f1 = fT1 = 0.

Meanwhile, ∂0 = 0 for G and for H we have:

∂0 = ∂T1 = [−1, 1].

Therefore, on the cohomology level we have:

H0(G) := Z0(G)
B0(G) = C0(G)

0 =< [A∗], [B∗] >,

H0(H) := Z0(H)
B0(H) = ker ∂0

0 =< [A∗ +B∗] >,

H1(G) := Z1(G)
B1(G) = 0

0 = 0,

H1(H) := Z1(H)
B1(H) = 0

0 = 0.

Then, for fk : Hk(H)→ Hk(G), k = 0, 1, we compute from the definition:

[f0]([A∗]) := [f0(A∗)] = [A∗], [f0]([B∗]) := [f0(B∗)] = [B∗] =⇒ [f0] = [1, 1]T ;
f1 = 0 =⇒ [f1] = 0.
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The former identity indicates that A and B are separated if we reverse the effect of f . �

Exercise 3.73. Modify the computation for the case when there is no AB.

Exercise 3.74. Compute the cohomology maps for the following two two-edge simplicial com-
plexes and these two simplicial maps:

K = {A,B,C,AB,BC}, L = {X,Y, Z,XY, Y Z};
(a) f(A) = X, f(B) = Y, f(C) = Z, f(AB) = XY, f(BC) = Y Z;
(b) f(A) = X, f(B) = Y, f(C) = Y, f(AB) = XY, f(BC) = Y.

Example 3.75 (rotation and collapse). Suppose we are given the following complexes and
maps:

G = H := {A,B,C,AB,BC,CA} and f(A) = B, f(B) = C, f(C) = A.

Here is a rotated triangle (left):

The cohomology maps are computed as follows:

f1(AB∗ +BC∗ + CA∗) = f1(AB∗) + f1(BC∗) + f1(CA∗)
= CA∗ +AB∗ +BC∗

= AB∗ +BC∗ + CA∗.

Therefore, the cohomology map [f1] : H1(H) → H1(G) is the identity. Conclusion: the hole is
preserved.

Also (right) we collapse the triangle onto one of its edges:

f(A) = A, f(B) = B, f(C) = A.

Then,

f1(AB∗ +BC∗ + CA∗) = f1(AB∗) + f1(BC∗) + f1(CA
∗)

= (AB∗ + CB∗) + 0 + 0
= 2∂0(B∗).

Therefore, the cohomology map is zero. Conclusion: collapsing of an edge causes the hole collapse
too. �

Exercise 3.76. Provide the details of the computations.

Exercise 3.77. Modify the computation for the case (a) the map shown on the right, (b) a
reflection and (c) a collapse to a vertex.
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3.10 Functors, continued

The duality reverses arrows but preserves everything else. This idea deserves a functorial inter-
pretation.

We generalize a familiar concept below.

Definition 3.78. A functor F from category C to category D consists of two functions:

F : Obj(C )→ Obj(D),

and, if F (X) = U,F (Y ) = V , we have, for a covariant functor:

F = FX,Y : HomC (X,Y )→ HomD(U, V ),

and for a contravariant functor:

F = FX,Y : HomC (X,Y )→ HomD(V, U).

We assume that the functor preserves,
• the identity: F (IdX) = IdF(X); and
• the compositions:

⋄ covariant, F (gf) = F (g)F (f), or
⋄ contravariant, F (gf) = F (f)F (g).

Exercise 3.79. Prove that duality is a contravariant functor. Hint: consider L(U, ·) and L(·, V ).

Exercise 3.80. What if we consider a composition of functors?

We will continue to refer to covariant functors as simply “functors” when there is no ambiguity.

The latter condition can be illustrated with these commutative diagrams:

X
f−−−−→ Y

gf ց
yg
Z

F−−−−−→
F (X)

F(f)−−−−−−−→ F (Y )

F(gf) ց
yF(g)

F (Z)

and

F (X)
F(f)←−−−−−−− F (Y )

F(gf) տ
xF(g)

F (Z)

Previously we proved the following:

Theorem 3.81.
• Homology is a covariant functor from the polyhedra and their maps to the modules and

their homomorphisms.
• Cohomology is a contravariant functor from the polyhedra and their maps to the modules

and their homomorphisms.

Exercise 3.82. Show that homology theory (and cohomology theory) are functors from the
relative cell complexes and the cell maps of pairs. Hint: C∗(K,K ′) = C∗(K)/C∗(K ′).

Cohomology is just as good a functorial tool as homology. Below, we apply it to a problem
previously solved with homology.

Example 3.83. We consider the question, “Can a soap bubble contract to the ring without
tearing?” and recast it as an example of the Extension Problem, “Can we extend the map of a
circle onto another circle to the whole disk?”
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Can we find a continuous F to complete the first diagram below? With the cohomology functor,
we answer: only if we can complete the last one.

Sn−1 →֒ Bn Hn−1(Sn−1) ← Hn−1(Bn) Z
H∗

−−−−−→ 0

Id ց
xF=?  Id տ

x? = Id տ
x?

Sn−1 Hn−1(Sn−1) Z

Just as in the case of homology, we see that the last diagram is impossible to complete. �

Exercise 3.84. Provide such analysis for the extension problem(s) for: the identity map of the
circle to the torus.

Exercise 3.85. List all possible maps for each of these description based on the possible coho-
mology maps:
• embeddings of the circle into the torus;
• self-maps of the figure eight;
• embeddings of the circle into the sphere.

4 Metric tensor

4.1 The need for measuring in calculus

We will learn how to introduce an arbitrary geometry into the (so far) purely topological setting
of cell complexes.

It is much easier to separate topology from geometry in the framework of cell complexes (and
discrete calculus) because we have built it from scratch! To begin with, it is obvious that only
the way the cells are attached to each other affects the matrix of the boundary operator (and the
exterior derivative):

It is then clear that the sizes or the shapes of the cells are topologically irrelevant. Note that,
even when those are given, the geometry of the domain will remain unspecified unless the angles
are also provided:
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These two grids can be thought of as different (but homeomorphic) realizations of the same cell
complex.

In calculus, we rely only on the topological and algebraic structures to develop the mathematics.
There are two main exceptions. One needs the dot product and the norm for the following related
concepts:
• the concavity,
• the arc-length, and
• the curvature. We’ll need to introduce more structure – geometric in nature – to the complex.

Of course, the norm is explicitly present in the formulas for the last two. But first we will consider
the role of geometry in the meaning of concavity.

The point where we start to need geometry is when we move from the first to the second derivative.

This is what we observe: shrinking, stretching, or deforming the x- or the y-axes won’t change
the monotonicity of a function but it will change its concavity. Below, we have deformed the
x-axis and changed the concavity of the graph at x = 1:

Of course, it is sufficient to know the sign of the derivative to distinguish between increasing and
decreasing behavior. Therefore, this behavior depends only on the topology of the spaces, in the
above sense. In fact, the chain rule implies the following elementary result.

Proposition 4.1. Monotonicity is preserved under compositions with increasing functions; i.e.,
given a differentiable function f : R→ R, we have:

f ր ⇐⇒ fr ր,

for any differentiable r : R→ R with r′ > 0.

Exercise 4.2. Give an example of f and r as above so that f and fr have different concavity.

Exercise 4.3. Restate the proposition in the context of discrete calculus.

Similarly, in the discrete calculus we are developing, the sign of the exterior derivative will tell
us the difference between increasing and decreasing behavior. Concavity is an important concept
that captures the shape of the graph of a function in calculus as well as the acceleration in
physics. The upward concavity of the discrete function below is obvious, which indicates a
positive acceleration:
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The concavity is computed and studied via the second derivative, the rate of change of the rate
of change. But, with dd = 0, we don’t have the second exterior derivative...

We start over and look at the change of change. This quantity can be seen algebraically as the
increase of the exterior derivative (i.e., the change):

g(2)− g(1) < g(3)− g(2), g(3)− g(2) < g(4)− g(3), etc.

But do these inequalities imply concavity? Not without assuming that the intervals have equal
lengths!

Below, on the same, topologically, cell complex, we have the same discrete function with, of
course, the same exterior derivative:

...but with the opposite concavity!

4.2 Inner products

In order to develop a complete discrete calculus we need to be able compute:
• the lengths of vectors and
• the angles between vectors.

In linear algebra, we learn how an inner product adds geometry to a vector space. We choose a
more general setting.

Suppose R is our ring of coefficients and suppose V is a finitely generated free module over R.

Definition 4.4. An inner product on V is a function that associates a number to each pair of
vectors in V :

〈·, ·〉 :
{
V × V → R,

(u, v) 7→ 〈u, v〉,
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that satisfies these properties:
• 1. ⋄ 〈v, v〉 ≥ 0 for any v ∈ V – non-degeneracy,

⋄ 〈v, v〉 = 0 if and only if v = 0 – positive definiteness;
• 2. 〈u, v〉 = 〈v, u〉 – symmetry (commutativity);
• 3. 〈ru, v〉 = r〈u, v〉 – homogeneity;
• 4. 〈u+ u′, v〉 = 〈u, v〉+ 〈u′, v〉 – distributivity.

Items 3 and 4 together make up bilinearity. Indeed, consider p : V × V → R given by p(u, v) =
〈u, v〉. Then p is linear with respect to the first variable, and the second variable, separately:
• fix v = b, then p(·, b) : V → R is linear;
• fix u = a, then p(a, ·) : V → R is linear.

Exercise 4.5. Show that this isn’t the same as linearity.

It is easy to verify these axioms for the dot product defined on V = Rn or any other module with
a fixed basis. For

u = (u1, ..., un), v = (v1, ..., vn) ∈ Rn,

define
〈u, v〉 := u1v1 + u2v2 + ...+ unvn.

Moreover, a weighted dot product on Rn is given by

〈u, v〉 := w1u1v1 + w2u2v2 + ...+ wnunvn,

where wi ∈ R, i = 1, ..., n, are the positive “weights”, is also an inner product.

Exercise 4.6. Prove the last statement.

A module equipped with an inner product is called an inner product space.

When ring R is a subring of the reals R, such as the integers Z, we can conduct some useful
computations with some familiar formulas.

Definition 4.7. The norm of a vector v in an inner product space V is defined as

‖v‖ :=
√
〈v, v〉 ∈ R.

This number measures the length of the vector.

Definition 4.8. The angle between vectors u, v 6= 0 in V is defined as

cos ûv :=
〈u, v〉
‖u‖ · ‖v‖ .

The norm satisfies certain properties that we can also use as axioms of a normed space.

Definition 4.9. Given a vector space V , a norm on V is a function

‖·‖ : V → R

that satisfies

• 1. ⋄ ‖v‖ ≥ 0 for all v ∈ V ,
⋄ ‖v‖ = 0 if and only if v = 0;

• 2. ‖rv‖ = |r|‖v‖ for all v ∈ V, r ∈ R;
• 3. ‖u+ v‖ ≤ ‖u‖+ ‖v‖ for all u, v ∈ V .

Exercise 4.10. Prove the propositions below.

Proposition 4.11. A normed space is a metric space with the metric d(x, y) := ‖x− y‖.
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Proposition 4.12. A normed space is a topological vector space.

Exercise 4.13. Prove that the inner product is continuous in this metric space.

This is what we know from linear algebra.

Theorem 4.14. Any inner product 〈·, ·〉 on an n-dimensional module V can be computed via
matrix multiplication

〈u, v〉 = uTQv,

where Q is some positive definite, symmetric n× n matrix.

In particular, the dot product is represented by the identity matrix In, while the weighted dot
product is represented by the diagonal matrix:

Q =




w1 ... 0
... ... ...
0 ... wn


 .

Below we assume that R = R.

To learn about the eigenvalues and eigenvectors of matrix Q of the inner product, we observe
that

‖v‖2 = vTQv = vTλv = λ‖v‖2.

We have proven the following:

Theorem 4.15. The eigenvalues of a positive-definite matrix are real and positive.

We know from linear algebra that if the eigenvalues are real and distinct, the matrix is diagonal-
izable. As it turns out, having distinct eigenvalues isn’t required for a positive-definite matrix.
We state the following without proof.

Theorem 4.16. Any inner product 〈·, ·〉 on an n-dimensional vector space V can be represented,
via a choice of basis, by a diagonal n × n matrix Q with positive numbers on the diagonal. In
other words, every inner product is a weighted dot product, in some basis.

Also, since the determinant detQ of Q is the product of the eigenvalues of Q, it is also positive
and we have the following:

Theorem 4.17. Matrix Q that represents an inner product is invertible.

4.3 The metric tensor

What if the geometry – as described above – varies from point to point in some space X? Then
the inner product of two vectors will depend on their location.



546 CHAPTER VI. FORMS

In fact, we’ll need to look at a different set of vectors at each location as the angle between two
vectors is meaningless unless they have the same origin.

We already have such a construction! For each vertex A in a cell complex K, the tangent space
at A of K is a submodule of C1(K) generated by the 1-dimensional star of A:

TA(K) :=< {AB ∈ K} >⊂ C1(K).

However, the tangent bundle T (K) is inadequate because this time we need to consider two
directions at a time!

Since V = TA is a module, an inner product can be defined (so far locally). Then we have a
collection of bilinear functions for each of the vertices,

ψA : TA(K)2 → R, A ∈ K(0).

Thus the setup is as follows. We have the space of locations X = K(0), the set of all vertices of a
cell complex K, and, second, to each location A ∈ X, we associate the space of pairs of directions
TA(K)2.

We now collect these “double” tangent spaces into one.

Definition 4.18. The tangent bundle of degree 2 of K is defined to be

T 2(K) :=
⊔

A∈K

(
{A} × TA(K)2

)
.

Then a locally defined inner product is seen as a function on this space,

ψ = {ψA} : T 2(K)→ R,

bilinear on each tangent space, defined by

ψ(A,AB,AC) := ψA(AB,AC).

In other words, we have inner products “parametrized” by location.

Furthermore, we have a function that associates to each location, i.e., a vertex A in K, and each
pair of directions at that location, i.e., edges x = AB, y = AC adjacent to A with B,C 6= A, a
number 〈AB,AC〉:

(A,AB,AC) 7→ 〈AB,AC〉(A) ∈ R.

Note: we have used this notation for f(a) = 〈f, a〉, where f a form, but won’t use in the rest of
the book.
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Definition 4.19. A metric tensor on a cell complex K is a collection of functions,

ψ = {ψA : A ∈ X},

such that each of them,
ψA : {A} × TA(K)2 → R,

satisfies the axioms of inner product, and also:

ψA(AB,AB) = ψB(BA,BA).

Using our notation, a metric tensor is such a function:

〈·, ·〉(·) : T 2(K)→ R,

that, when restricted to any tangent space TA(K), A ∈ K(0), it produces a function

〈·, ·〉(A) : TA(K)2 → R,

which is an inner product on TA(K). The last condition,

〈AB,AB〉(A) = 〈BA,BA〉(B),

ensures that these inner products match!

Note: Compare to the standard setup: the location space X is an n-manifold; then TAX ∼= Rn

is its tangent space, when R = R. Then we have a function that associates a number to each
location in X and each pair of vectors at that location:

〈·, ·〉(·) :
{
X ×Rn ×Rn → R,

(x, u, v) 7→ 〈u, v〉(x).

It is an inner product that depends continuously on location x ∈ X.

Exercise 4.20. State the axioms of inner product (non-degeneracy, positive-definiteness, sym-
metry, homogeneity, and distributivity) for the metric tensor.

The end result is similar to a combination of 1-forms, because we have a number assigned to each
edge and to each pair of adjacent edges:
• a 7→ 〈a, a〉;
• (a, b) 7→ 〈a, b〉.

Then the metric tensor is given by the table of its values for each vertex A:

A AB AC AD ...
AB 〈AB,AB〉 〈AB,AC〉 〈AB,AD〉 ...
AC 〈AC,AB〉 〈AC,AC〉 〈AC,AD〉 ...
AD 〈AD,AB〉 〈AD,AC〉 〈AD,AD〉 ...
... ... ... ... ...
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Whenever our ring of coefficients happens to be a subring of the reals R, such as the integers Z,
this data can be used to extract more usable information:
• a 7→ ‖a‖, and
• (a, b) 7→ âb,

where

cos âb =
〈a, b〉
‖a‖‖b‖ .

All the information we need for measuring is contained in this symmetric matrix:

A AB AC AD ...

AB ‖AB‖ B̂AC B̂AD ...

AC B̂AC ‖AC‖ ĈAD ...

AD B̂AD ĈAD ‖AD‖ ...
... ... ... ... ...

Exercise 4.21. In the 1-dimensional cubical complex R, are 01 and 10 parallel?

Proposition 4.22. From any matrix with positive entries on the diagonal, we can (re)construct
a metric tensor by the formula:

〈AB,AC〉 = ‖AB‖‖AC‖ cos B̂AC.

With a metric tensor, we can define the two main geometric quantities of calculus in a very
easy fashion. Suppose we have a discrete curve C in the complex K, i.e., a sequence of adjacent
vertices and edges

C = {A0A1, A1A2, ..., AN−1AN} ⊂ K.

Definition 4.23. The arc-length of curve C is the sum of the lengths of its edges:

lC := ‖A0A1‖+ ‖A1A2‖+ ...+ ‖AN−1AN‖.

The arc-length is an example of a line integral of a 1-form ρ over a 1-chain a in complex K
equipped with a metric tensor:

a = A0A1 +A1A2 + ...+An−1An =⇒∫

a

ρ := ρ(A0, A0A1)‖A0A1‖+ ...+ ρ(AN−1, AN−1AN )‖AN−1AN‖.
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In particular, if we have a curve made of rods represented by edges in our complex while ρ
represents the linear density of each rod, the integral gives us the weight of the curve.

For the curvature, the angle α := ̂As−1AsAs+1 might appear a natural choice to represent it,
but, since we are to capture the change of the direction, it should be the “outer” angle β:

Definition 4.24. The curvature of curve C at a given vertex As, 0 < s < N, is the value of the
angle

κC(As) := π − ̂As−1AsAs+1.

As before, the result depends on our choice of a metric tensor.

The following is a simple but important observation.

Theorem 4.25. The set of vertices K(0) of a cell complex K equipped with a metric tensor is a
metric space with its metric given by:

d(A,B) = min{lC : C a curve from A to B},

for any two vertices A,B.

Exercise 4.26. (a) Prove the theorem. (b) What is the relation between the topology of |K|
and this metric space?

4.4 Metric tensors in dimension 1

Let’s consider examples of how adding a metric tensor turns a cell complex, which is a discrete
representation of a topological space, into something more rigid.

Example 4.27. In the illustration below you see the following:
• a cubical complex K, a topological entity: cells and their boundaries also made of cells;
• complex K combined with a choice of metric tensor 〈·, ·〉, a geometric entity: lengths and

angles;
• a realization of K in R as a segment;
• a realization of K in R2;
• another realization of K in R2.
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The three realizations are homeomorphic but they differ in the way they geometrically fit into
the plane, even though the last two have the same lengths and angles. �

Definition 4.28. A geometric realization of dimension n of a cell complex K equipped with a
metric tensor is a realization |K| ⊂ Rn of K such that the Euclidean metric tensor of Rn matches
this metric tensor; i.e.,

〈a, b〉K = 〈r(a), r(b)〉Rn ,

where r is the realization.

In the last example, we see a 1-dimensional cell complex with two different geometric realizations
of dimension 2.

There is even more room for variability if we consider realizations in R3. Indeed, even with fixed
angles, one can rotate the edges freely with respect to each other. To illustrate this idea, we
consider a mechanical interpretation of a realization. We think of |K| as if it is constructed of
pieces in such a way that
• each edge is a tube with one opening and a rod rigidly attached to the other end, and
• at each vertex, a rod is inserted into the next tube.

The rods are free to rotate – independent of each other – while still preserving the lengths and
angles:

Just as since the very beginning we have studied intrinsic topological properties, now we are after
only the intrinsic geometric properties of these objects, i.e., the ones that you can detect while
staying inside the object.

Example 4.29. In a 1-dimensional complex, one can think of a worm moving through a tube.
The worm can only feel the distance that it has passed and the angle (but not the direction) at
which its body bends:

Meanwhile, we can see the whole thing by stepping outside, to the second dimension.

But, can the worm tell a left turn from a right? �
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Exercise 4.30. Show that the ability to rotate these rods allows us to make the curve flat, i.e.,
realized in R2.

These observations underscore the fact that a metric tensor may not represent unambiguously
the geometry of the realization.

Exercise 4.31. (a) Provide metric tensors for a triangle, a square, and a rectangle. (b) Approx-
imate a circle.

A metric tensor can also be thought of as a pair of maps:
• AB 7→ ‖AB‖;
• (AB,AC) 7→ B̂AC.

This means that for R2 there will be one (positive) number per edge and six per vertex. To
simplify this a bit, we assume below that the opposite angles are equal. This is a type of local
symmetry that lets us work with fewer parameters and yet allows for a sufficient variety of
examples.

We can illustrate metric tensors by specifying the lengths and the angles:

In the examples below, we put the metric data on the left over the complete cubical complex for
the whole grid and then use it as a blueprint to construct its realization as a rigid structure, on
the right. The 2-cells are ignored for now.

Example 4.32 (square grid). Here is the standard metric cubical complex R2:

�

Example 4.33 (rectangular grid). Here is R2 horizontally stretched:

�

Example 4.34 (rhomboidal grid). Here is R2 skewed horizontally:

�

Exercise 4.35. Provide a realization of R2 with lengths: 1, 1, 1, ..., and angles: π/2, π/4, π/2, ....
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Example 4.36 (cubical grid). We want a hollow cube build from the same squares:

Here we don’t assume anymore that the opposite angles are equal, nor do we use the whole grid.
�

Exercise 4.37. Provide the rest of the realization for the last example.

Suppose we have a discrete curve C in the complex K:

C := {A0A1, A1A2, ..., AN−1AN} ⊂ K,

that is closed: AN = A0. The total curvature of curve C is the sum of the curvatures at the
vertices (except the endpoints):

κC :=

N∑

s=1

κC(As) :=

N∑

s=1

(π − ̂As−1AsAs+1).

Theorem 4.38. Suppose a cubical or simplicial complex is realized in the plane and suppose a
polygon is bounded by a closed discrete curve in this complex. Then the total curvature is equal
to 2π.

Exercise 4.39. Prove the theorem.

In the case of a triangle, the sum of the inner angles is 3π minus the former. We have proved the
following theorem familiar from middle school.

Corollary 4.40 (Sum of Angles of Triangle). It is equal to 180 degrees.

4.5 Metric complexes in dimension 1

Let’s consider again the 1-dimensional complex K from the last subsection. With all of those
rotations possible, how do we make this construction more rigid?

We start by considering another mechanical interpretation of a geometric realization |K|:
• we think of edges as rods and vertices as hinges.

Then there is a way to make the angles of the hinges fixed: we can connect the centers of the
adjacent rods using an extra set of rods. These rods (connected by a new set of hinges) form a
new complex denoted by K⋆.
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Exercise 4.41. Assume that the vertices of the new complex are placed at the centers of the
edges. (a) Find the rest of the lengths. (b) Find the angles too. (c) Find a metric tensor for K⋆.

The cells of the two complexes are matched:
• an edge a in K corresponds to a vertex a⋆ in K⋆; and
• a vertex A in K corresponds to an edge A⋆ in K⋆.

Furthermore, the correspondence (except for the endpoints) can be reversed!

Then we have a one-to-one correspondence between the original, called primal, cells and the new,
called dual, cells:

1-cell (primal) ←→ 0-cell (dual)
0-cell (primal) ←→ 1-cell (dual)

The combined correspondence is stated for k = 0, 1:

each primal k-cell corresponds to a dual (1− k)-cell, and vice versa.

Next, we assemble these new cells into a new complex:

Given a complex K, the set of all of the duals of the cells of K is the new complex K⋆.

Definition 4.42. Two 1-dimensional cell complexes K and K⋆ are called Hodge-dual of each
other if there is a one-to-one correspondence between the k-cells of K and (1− k)-cells of K⋆, for
k = 0, 1.

Notation: In order to avoid confusion between the familiar duality between vectors and covectors
(and chains and cochains), known as the “Hom-duality”, and the new, Hodge-duality, we will use
the star ⋆ instead of the usual asterisk ∗. Both are contravariant functors.

Exercise 4.43. Define the boundary operator of the dual grid in terms of the boundary operator
of the primal grid, in dimension 1.

What kinds of complexes are subject to this construction?

Suppose K is a graph and its vertex A has three adjacent edges AB,AC,AD. Then, in the dual
complex K⋆, the edge A⋆ is supposed to join the vertices AB⋆, AC⋆, AD⋆. This is impossible,
and therefore, such a complex has no dual.

Then,
• both K and K⋆ have to be curves.

Furthermore, once constructed, K⋆ doesn’t have to be a cell complex as some of the boundary
cells may be missing. The simplest example is that the dual of a single vertex complex K = {A}
is a single edge “complex” K⋆ = {A⋆}. The endpoints of this edge aren’t present in K⋆. This is
a typical example of the dual of a “closed” complex being an “open” complex. Such a complex
won’t have the boundary operator well-defined.
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What’s left? The complex K must be a complex representation of the infinite line or the circle:

R
1 or S1,

or the disjoint union of their copies.

In other words, they are 1-dimensional manifolds without boundary.

Proposition 4.44. (
R

1
)⋆

= R
1,

(
S
1
)⋆

= S
1.

Exercise 4.45. Prove the proposition.

Up to this point, the construction of the dual K⋆ has been purely topological. The geometry
comes into play when we add a metric tensor to the picture.

Definition 4.46. A metric (cell) complex of dimension 1 is a pair of a 1-dimensional cell complex
K and its dual K⋆, either one equipped with a metric tensor.

Note that “dimension 1” also refers to the “ambient dimension” of the pair of complexes:

1 = dim a+ dim a⋆.

Notation: Instead of ||AB||, we use |AB| for the length of 1-cell AB. The latter notation will
also be used for the “volumes” of cells of all dimensions, including vertices.

Hodge duality is a correspondence between the cells of the two complexes; what about the chains?

As we have done many times, we could extend this correspondence, a 7→ a⋆, by linearity from
cells to chains. Because this is a bijection, the result is diagonal matrix with non-zero entries on
the diagonal. The geometry of the complex is incorporated into these entries.

Definition 4.47. The (chain) Hodge star operator of a metric complex K is the pair of homo-
morphisms on chains of complementary dimensions:

⋆ : Ck(K)→ C1−k(K
⋆), k = 0, 1,

⋆ : Ck(K
⋆)→ C1−k(K), k = 0, 1,

defined by

⋆(a) :=
|a|
|a⋆|a

⋆.

for any cell a, dual or primal, under the convention:

|A| = 1, for every vertex A.

The choice of the coefficient of this operator is justified by the following crucial property.

Theorem 4.48 (Isometry). The Hodge star operator preserves lengths:

| ⋆ (a)| = |a|.

Proposition 4.49. The two star operators are the inverses of each other;

⋆⋆ = Id .
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Proposition 4.50. The matrix of the Hodge star operator ⋆ is diagonal with:

⋆ii =
|ai|
|a⋆i |

,

where ai is the ith cell of K.

4.6 Hodge duality of forms

What happens to the forms under the Hodge duality?

Since i-forms are defined on i-cells, i = 0, 1, the matching of the cells that we saw,
• primal i-cell ⇐⇒ dual (1− i)-cell,

produces a matching of the forms,
• primal i-form ⇐⇒ dual (1− i)-form.

For instance,
• If f(A) = 2 for some 0-cell A in K, there must be somewhere a 1-cell, say, A⋆ so we can

have f⋆(A⋆) = 2 for a new form f⋆ in K⋆.
• If φ(a) = 3 for some 1-cell a, there must be somewhere a 0-cell, say, a⋆ so we can have

φ⋆(a⋆) = 3.

To summarize,
• if f is a 0-form then f⋆ is a 1-form with the same values on the dual cells;
• if φ is a 1-form then φ⋆ is a 0-form with the same values on the dual cells.

This is what is happening in dimension 1, illustrated with a spreadsheet:

Note: See the files online.

Algebraically, if f is a 0-form over the primal complex, we define a new form by

f⋆(a) := f(a⋆).

for any 1-cell a in the dual complex. And if φ is a 1-form over the primal complex, we define a
new form by:

φ⋆(A) := φ(A⋆)
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for any 0-cell A in the dual complex.

We put this together below.

Definition 4.51. For a metric complex K, the Hodge-dual form ψ⋆ of a k-form ψ over K is a
(1− k)-form on K⋆ given by

ψ⋆(σ) := ψ(σ⋆),

where σ is a (1− k)-cell.
This formula will used as the definition of duality of form of all dimensions.

Naturally, the forms are extended from cells to chains by linearity making these diagrams com-
mutative:

Ck(K)
⋆−−−−→C1−k(K

⋆) Ck(K)
⋆←−−−−C1−k(K

⋆)yϕ
yϕ⋆

yψ⋆

yψ
R = R R = R

Then the formula can be rewritten:

(⋆ψ)(a) := ψ(⋆a),

where ⋆ in the right-hand side is the chain Hodge star operator, for any primal/dual cochain ψ
and any dual/primal chain a. We will use the same notation when there is no confusion.

Definition 4.52. The (cochain) Hodge star operator of a metric complex K is the pair of
homomorphisms,

⋆ : Ck(K)→ C1−k(K⋆), k = 0, 1,
⋆ : Ck(K⋆)→ C1−k(K), k = 0, 1,

defined by

⋆(ψ) := ψ⋆.

In other words, the new, cochain Hodge star operator is the dual (Hom-dual, of course) of the
old, chain Hodge star operator; i.e.,

⋆ = ⋆∗.

The diagonal entries of the matrix of the new operator are the reciprocals of those of the old.

Proposition 4.53. The matrix of the Hodge star operator is diagonal with

⋆ii =
|a⋆i |
|ai|

,

where ai is the ith cell of K.

Proof. From the last subsection, we know that the matrix of the chain Hodge star operator,

⋆ : Ck(K)→ C1−k(K
⋆),

is diagonal with

⋆ii =
|ai|
|a⋆i |

,

where ai is the ith cell of K. We also know that the matrix of the dual is the transpose of the
original. Therefore, the matrix of the dual of the above operator, which is the cochain Hodge
star operator,

⋆∗ : C1−k(K⋆)→ Ck(K),
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is given by the same formula. We now restate this conclusion for the other cochain Hodge star
operator,

⋆∗ : Ck(K)→ C1−k(K⋆).

We simply replace in the formula: a with a⋆ and k with (1− k). �

Exercise 4.54. Provide the formula for the exterior derivative of K⋆ in terms of that of K.

4.7 The first derivative

The geometry of the complex allows us to define the first derivative of a discrete function (i.e., a
0-form) as “the rate of change” instead of just “change” (the exterior derivative).

This is the definition from elementary calculus of the derivative of a real-valued function g : R→
R at u ∈ R:

g′(u) := lim
h→0

g(u+ h)− g(u)
h

.

It is important to notice here that the definition remains equivalent when h is required to be
positive.

Proposition 4.55. For a differentiable function g, we have

g′(u) = lim
u−v→0+

g(v)− g(u)
v − u .

Exercise 4.56. Prove the proposition.

Now, let’s consider the setting of a 1-dimensional complex K:

We would like to know the rate of change of a 0-form over an interval, which is simply an edge
in K. Then the discrete analog of the first derivative given above is

g(B)− g(A)
|AB| .

Let’s take a closer look at this formula. The numerator is easily recognized as the exterior
derivative of the 0-form g evaluated at the 1-cell a = AB. Meanwhile, the denominator is the
length of this cell. In other words, we have:

g′(a⋆) :=
dg(a)

|a| .

This analysis justifies the definition of the derivative (not to be confused with the exterior deriva-
tive d) as follows.

Definition 4.57. The first derivative of a primal 0-form g on a metric cell complex K is a dual
0-form given by its values at the vertices of K⋆:

g′(P ) :=
dg(P ⋆)

|P ⋆| , ∀P ∈ K
⋆.
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The form g is called differentiable if this fraction exists in ring R.

Proposition 4.58. All forms are differentiable when we have

1

|a| ∈ R

for every cell a in K. In particular, this is the case under either of the two conditions below:
• the ring R of coefficients is a field, or
• the geometry of the complex K is standard: |AB| = 1.

The formula is simply the exterior derivative – with the extra coefficient equal to the reciprocal
of the length of this edge. We recognize this coefficient from the definition of the Hodge star
operator ⋆ : Ck(K)→ C1−k(K⋆), k = 0, 1. The operator’s matrix is diagonal with

⋆ii =
1

|ai|
,

where ai is the ith k-cell of K (|A| = 1 for 0-cells). Therefore, we have an alternative formula for
the derivative.

Proposition 4.59.

g′ = ⋆dg.

Thus, differentiation is a linear operator:

d
dx = ⋆d : C0(K)→ C0(K⋆).

It is seen as the diagonal of the following Hodge star diagram:

g ∈ C0(K)
d−−−−→ C1(K)

d
dx

ց
y⋆

C0(K⋆) ∋ g′

This is how the formula works in the case of edges with equal lengths:

Exercise 4.60. Prove: f ′ = 0 =⇒ f = const.
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Exercise 4.61. Create a spreadsheet for computing the first derivative as the “composition” of
the spreadsheets for the exterior derivative and the Hodge duality.

Exercise 4.62. Define the first derivative of a 1-form h and find its explicit formula. Hint:

C1(K) ∋ h
d
dx ւ

y⋆

h′ ∈ C1(K⋆)
d←−−−−C0(K⋆)

4.8 The second derivative

The concavity of a real-valued function is determined by the sign of its second derivative, which
is the rate of change of the rate of change. In contrast to elementary calculus, we define it as a
single limit:

g′′(u) = lim
h→0

g(u+h)−g(u)
h − g(u)−g(u−h)

h

h
.

It is important to notice here that the definition remains equivalent when h is required to be
positive.

Proposition 4.63. For a twice differentiable function g, we have

g′′(u) = lim
v−u=u−w→0+

g(v)−g(u)
v−u − g(u)−g(w)

u−w

(w − v)/2 .

Exercise 4.64. Prove the proposition.

This is the setting of the discrete case:

We would like to know the rate of change of the first derivative – from one edge (or vertex) to
an adjacent one. Then the discrete analog of the second derivative above is

g(C)−g(B)
|BC| − g(B)−g(A)

|AB|

|AC|/2 .

Let’s take a closer look at this formula.

The numerators of the two fractions are easily recognized as the exterior derivative of the 0-form
g evaluated at the 1-cells a and b respectively. Meanwhile, the denominators are the lengths of
these cells.

The denominator is, in fact, the distance between the centers of the cells a and b. Therefore,
we can think of it as the length of the dual cell of the vertex B. Then, we define the second
derivative (not to be confused with dd) of a 0-form g as follows.
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Definition 4.65. The second derivative of a primal 0-form g on a metric cell complex K is a
primal 0-form given by its values at vertices of K:

g′′(B) =

dg(b)
|b| −

dg(a)
|a|

|B⋆| , ∀B ∈ K

where a, b are the 1-cells adjacent to B.

We take this one step further. What is the meaning of the difference in the numerator? Combined
with the denominator, it is the derivative of g′ as a dual 0-form. The second derivative is indeed
the derivative of the derivative:

g′′ = (g′)′.

Let’s find this formula in the Hodge star diagram:

g, g′′ ∈ C0(K)
d−−−−→ C1(K)x⋆ 6=

y⋆

C1(K⋆)
d←−−−−C0(K⋆) ∋ g′

If, starting with g in the left upper corner, we go around this, non-commutative, square, we get:

⋆d ⋆ dg.

Just as g itself, its second derivative

g′′ := ⋆d ⋆ dg = (⋆d)2g

is another primal 0-form.

Definition 4.66. A 0-form g is called twice differentiable if it is differentiable and so is its
derivative.

Proposition 4.67. All forms are twice differentiable when we have 1
|a| ∈ R for every cell a in K

or K⋆.

This is how the formula works in the case of edges with equal lengths:

The second derivative is computed with a spreadsheet using the Hodge duality (dimension 1):
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Computing the second derivative over a metric complex with a non-trivial geometry is slightly
more complex:

Note: See the files online.

Exercise 4.68. Instead of a direct computation as above, implement the second derivative via
the spreadsheet for the first derivative.

Proposition 4.69. If the complex K is a directed graph with unit edges, the matrix D of the
second derivative is given by its elements indexed by ordered pairs of vertices (u, v) in K,

Duv =





−1 if u, v are adjacent;

deg u, if v = u;

0 otherwise,

with deg u the degree of node u.

Exercise 4.70. (a) Prove the formula. (b) Generalize the formula to the case of arbitrary
lengths.

Exercise 4.71. Define the second derivative of a 1-form h and find its explicit formula.

4.9 Newtonian physics, the discrete version

The concepts introduced above allow us to state some elementary facts about the discrete New-
tonian physics, in dimension 1.

First, the time is given by the standard metric complex K := R, at the simplest. Note that, even
though it is natural to assume that the complex that represents time has no curvature, it is still
might be important to be able to handle time intervals of various lengths.

Second, the space is given by any ring R, in general. For all the derivatives to make sense at once,
we can choose the standard geometry for time K := R. Alternatively, we can choose R to be a
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field such as R := R. (Note that even in the latter case, there is no topology and, consequently,
there can be no assumptions about continuity.)

The main quantities we are to study are:
• the location r is a primal 0-form;
• the displacement dr is a primal 1-form;
• the velocity v = r′ is a dual 0-form;
• the momentum p = mv, where m is a constant mass, is also a dual 0-form;
• the impulse J = dp is a dual 1-form;
• the acceleration a = r′′ is a primal 0-form.

Some of these forms are seen in the following Hodge star diagram:

a .. r
d−−−−→ drx⋆ 6=

y⋆

J/m
d←−−−− v

Newton’s First Law: If the net force is zero, then the velocity v of the object is constant:

F = 0 =⇒ v = const.

The law can be restated without invoking the geometry of time:
• If the net force is zero, then the displacement dr of the object is constant:

F = 0 =⇒ dr = const.

The law shows that the only possible type of motion in this force-less and distance-less space-time
is uniform; i.e., it is a repeated addition:

r(t+ 1) = r(t) + c.

Newton’s Second Law: The net force on an object is equal to the derivative of its momentum
p:

F = p′.

As we have seen, the second derivative is meaningless without specifying geometry, the geometry
of time.

The Hodge star diagram above may be given this form:

F .. r
d−−−−→ drx⋆ 6=

ym⋆

J ←− d←−−−− p

Newton’s Third Law: If one object exerts a force F1 on another object, the latter simultane-
ously exerts a force F2 on the former, and the two forces are exactly opposite:

F1 = −F2.

Law of Conservation of Momentum: In a system of objects that is “closed”; i.e.,
• there is no exchange of matter with its surroundings, and
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• there are no external forces;
the total momentum is constant:

p = const.

In other words,
J = dp = 0.

To prove, consider two particles interacting with each other. By the third law, the forces between
them are exactly opposite:

F1 = −F2.

Due to the second law, we conclude that

p′1 = −p′2,

or
(p1 + p2)

′ = 0.

Exercise 4.72. State the equation of motion for a variable-mass system (such as a rocket). Hint:
apply the second law to the entire, constant-mass system.

Exercise 4.73. Create a spreadsheet for all of these quantities.

Whatever ring we choose, R = Z or R = R, these laws of physics are satisfied exactly not
approximately.
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Chapter VII

Flows

1 Metric complexes

1.1 Hodge-dual complexes

Let’s recall the mechanical interpretation of a realization |K| of a metric complex K of dimension
n = 1:
• the edges are rods and the vertices are hinges.

Furthermore, we connect the centers of the adjacent rods using an extra set of rods (and hinges)
that form a new, Hodge-dual, complex K⋆.

Given now a cell complex K of an arbitrary dimension, the first step in the construction its dual
K⋆ is to choose the dimension n. The rule remains the same:

565
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• each primal/dual k-cell α corresponds to a dual/primal (n− k)-cell α⋆.
First we consider the case of n = 2:

For the illustrations below, we will assume that each primal cell and its dual are directly “linked”
in the realization, as follows:
• If α is a 2-cell then α⋆ is a 0-cell located at the “center” of α.
• If a is a 1-cell then a⋆ is a 1-cell crossing at the “center” of a.
• If A is a 0-cell then A⋆ is a 2-cell centered at A.

The result is a “staggered” grid of tile-like cells. It is simple for R2, as well as for any rectangular
grid:

Other decompositions of the plane produce more complex patterns:

For the 2-cells, their duals are their centers, the 0-cells. We see below how these squares shrink
to become the dots.

Meanwhile, the 0-cells are blown into the squares. Finally, the duality makes every 1-cell turn 90
degrees around its center.

It is easy to illustrate the Hodge duality in a spreadsheet: one simply resizes the rows and columns
in order to make the narrow cells wide and the wide cells narrow:

That’s how you could build the dual of the whole-plane complex – following this one-to-one
correspondence. Furthermore, you can rebuild the primal complex from the dual following the
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same procedure. Below, we show a primal grid, the dual grid, and then the two overlapping each
other:

What happens if we have a finite cubical complex K in R2? Just as in dimension 1, some
boundary cells are missing in the dual complex, as the example shows:

Then, in general,
K⋆⋆ 6= K.

There is more going on in R3:

The k-cells and the (n− k)-cells are still paired up.

Exercise 1.1. Express the dual cell of a cube Q in RN in terms of its primal via the orthogonal
complement construction.

Exercise 1.2. What is the Hodge dual of R2 in the R3?

Exercise 1.3. In Rn, each k-cube Q is represented as the product of k edges and n− k vertices.
Find such a representation for Q⋆.

Example 1.4 (molecule). To illustrate the idea of duality in dimension 3, one may consider
the two ways a chemist would construct a model of a molecule:

The two equally valid ways are:
• small balls connected by rods, or
• large balloons pressed against each other. �

Exercise 1.5. Describe the cells in the above example.
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Exercise 1.6. Two polyhedra are called dual if the number of faces of one is equal to the number
of vertices of the other (and vice versa). Find the dual polyhedra of Platonic solids and explain
the relation to the Hodge duality:

This is what the Hodge duality looks like in the case of a general 2-dimensional cell complex.
The dual cell is still placed – for the sake of illustration – at the center of mass of the primal cell:

Exercise 1.7. Suppose a simplicial complex K is realized in Rn. Describe explicitly how the
dual K⋆ can also be realized in Rn side by side with |K|. Hint: use barycentric coordinates.

We summarize the new concept as follows.

Definition 1.8. Suppose a dimension n is given. Two cell complexes K and K⋆ with dimK ≤ n,
dimK⋆ ≤ n, are called Hodge-dual of each other if there is a one-to-one correspondence,

K ∋ a←→ a⋆ ∈ K⋆,

between their cells of complementary dimensions:

dim a⋆ + dim a = n.

1.2 Metric complexes

We have already seen metric complexes of dimension n = 1 as cell complexes equipped with a
geometric structure: the metric tensor of K and K⋆. This data allows one to find the lengths
and the curvatures of curves. The Hodge star operator is then built from this data.

In this subsection, we present the necessary geometric data for the case of arbitrary dimension.

In dimension n = 2, we consider lengths and areas; in dimension n = 3, lengths, areas, and
volumes, etc. In general, we need to find the “sizes” of all cells of all dimensions in the complex.
These sizes are called the k-dimensional volumes:

dimension k k-cell a k-volume |a|
0 vertex 1
1 edge length
2 face area
3 solid volume
... ...
n n-cell n-volume

Instead of trying to derive these quantities from the metric tensor, we simply list them as a part
of the definition of a metric complex. In the abstract, we simply have a pair of positive numbers
|b|, |b⋆| assigned to each cell b ∈ K.
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Definition 1.9. Given a cell complex K, the volume function on K defines the k-volumes of the
k-cells of K:

| · | : K → R \ {0},

normalized for dimension 0:

|A| = 1 for all vertices A ∈ K.

For R = R, the definition matches the one for the case of n = 1 considered previously if we limit
ourselves to positive volumes.

Example 1.10. The simplest choice of the volumes for the 2-cell representation of the sphere is

A0, a2 with |A0| = |a2| = 1. �

In general, we don’t assume that |AB|, |BC|, |CA| determine |ABC|. Even though the three sides
of a triangle determine the triangle and, therefore, its area, this only works under a particular
choice of geometry, such as Euclidean. We take the opposite approach and let the lengths and
areas determine the geometry.

Exercise 1.11. Give a metric complex representation of a triangulation of the sphere, realized
as the unit sphere in R3.

Example 1.12 (measure). Suppose K is a cell complex with finitely many cells at each
vertex and suppose |K| is its realization. Then the set of all cells (open or closed) Σ of K as
subsets of |K| form a σ-algebra, i.e., a collection closed under the operations of complement,
countable union, and countable intersection. If, furthermore, K has a volume function, the
function µ : Σ→ R ∪ {∞} given by

µ(a) =

{
|a| if dim a = dimK,

0 if dim a < dimK,

is a measure on |K|; i.e., it satisfies:
• non-negativity: for all a ∈ Σ we have µ(a) ≥ 0;
• null empty set: µ(∅) = 0;
• σ-additivity: for all countable collections {ai} of pairwise disjoint sets in Σ we have:

µ
( ∞⋃

k=1

ak

)
=

∞∑

k=1

µ(ak). �

In addition to the volumes, the angles between every pair of dual cells will be taken into account
in the new representation of the geometry.

We don’t need to specify the meaning of the angle between every choice of a primal k-cell and
its dual (n− k)-cell, for all k. For our purposes, it suffices to take care of the case k = 1. We are
then in a familiar situation because the angle α between 1- and (n − 1)-dimensional subspaces
of an n-dimensional inner product space is always understood as the angle between the direction
vector of the former and the normal vector of the latter.
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They are orthogonal when this angle is zero. It is also assumed that (for k = 0) a point and the
whole space are orthogonal and cosα = 1. This assumption explains why these angles did not
have to come into play in the case of a 1-dimensional complex.

For cells in the higher dimensional case, we are looking at the angle between a and the normal
b⊥ of b = a⋆, illustrated for dimension n = 2:

Dually, this angle can also be understood as the angle between the normal c = a⊥ of a and a⋆,
illustrated for dimension n = 3:

Even though these angles don’t affect the volumes of either primal or dual cells, they do affect
the volumes of new n-cells, the cells determined by each dual pair:

The area of this parallelogram does not depend on how a and a⋆ are attached to each other (they
aren’t) but only on the angle between them.

The way we handle angles is, of course, via the inner product: 〈a, b〉 ∈ R is defined for these three
cases:
• adjacent a, b ∈ K,
• adjacent a, b ∈ K⋆, and now also
• a ∈ K, a⋆ ∈ K⋆.

Definition 1.13. A metric (cell) complex of dimension n is a pair of Hodge-dual cell complexes
K and K⋆ of dimension n equipped with a joint metric tensor, which is a combination of metric
tensors for K and K⋆ as well as inner products of all dual pairs:

(a, a⋆) 7→ 〈a, a⋆〉 ∈ R.

Exercise 1.14. Represent a hollow cube as a metric complex. Hint:
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Exercise 1.15. Suppose K is a metric complex. Show how the set of its vertices K0 becomes a
metric space.

It follows from the definition that, in addition to the two volume functions of these complexes,
we can also derive the angle function:

(a, a⋆) 7→ cos âa⋆ =
〈a, a⋆〉
|a||a⋆| .

The function is well-defined whenever the expression in the right-hand belongs to our ring R.
This is always the case when R is a field or |a| = |a⋆| = 1.

Definition 1.16. We say that K has a rectangular geometry if

〈a, a⋆〉 = ±|a||a⋆|.

In other words, all dual pairs are orthogonal:

cos âa⋆ = ±1.

The case of n = 1 previously considered is rectangular.

Definition 1.17. We will say that the complex K has the standard geometry if it is rectangular
and also fully normalized:

|a| = 1 for all cells a ∈ K ⊔K⋆.

We always assume that Rn has the standard geometry.

1.3 The Hodge star operator

We continue to take the concepts we have considered previously for the case of dimension 1 and
define them for the general case of dimension n. We define an operator from primal to dual chains
that incorporate the geometry of the complex. Its formula is based on the analysis above.

Definition 1.18. The (chain) Hodge star operator of a metric complex K of dimension n is the
pair of homomorphisms on chains of complementary dimensions:

⋆ : Ck(K)→ Cn−k(K
⋆), k = 0, 1, ..., n,

⋆ : Ck(K
⋆)→ Cn−k(K), k = 0, 1, ..., n,

defined by

⋆(a) := ±〈a, a
⋆〉

|a⋆| a
⋆.

for any cell a, dual or primal, with the sign to be defined later.

The expression can be understood as the total flux of a across a region of area 1 on a⋆:
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The two operators then satisfy:

⋆(a)|a⋆| = 〈a, a⋆〉 = ⋆(a⋆)|a|

The following statements are easy to prove.

Proposition 1.19. The matrix of the Hodge star operator ⋆ is diagonal with:

⋆ii = ± |ai|
|a⋆

i
| cos âia

⋆
i ,

where ai is the ith cell of K.

Theorem 1.20. The two star operators are the inverses of each other, up to a sign:

⋆⋆ = ± Id .

Theorem 1.21. For a rectangular geometry, the Hodge star operator ⋆ preserves volumes of
cells:

| ⋆ (a)| = |a|.

Proposition 1.22. The Hodge star operator is always well-defined when
• R is a field, or
• the geometry of K is standard.

Exercise 1.23. Provide the Hodge star operator for a metric complex representation of a trian-
gulation of the sphere realized as the hollow unit cube in R3.

Exercise 1.24. Provide the Hodge star operators for the examples of metric tensors presented
in this and the last sections.

Next, what happens to the forms under Hodge duality?

Definition 1.25. In a metric complex K, the Hodge-dual form ψ⋆ of a form ψ over K is given
by

ψ⋆(σ) := ψ(σ⋆).

The operation is extended from cells to chains by linearity making these diagrams commutative:

Ck(K)
⋆−−−−→Cn−k(K

⋆) Ck(K)
⋆←−−−−Cn−k(K⋆)yϕ

yϕ⋆

yψ⋆

yψ
R = R R = R

Then the formula is written for any chain:

(⋆ψ)(a) := ψ(⋆a),

where ⋆ in the right-hand side is the chain Hodge star operator.
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Definition 1.26. The (cochain) Hodge star operator of a metric complex K is the dual of the
chain Hodge star operator (⋆ = ⋆∗); i.e., it is the pair of homomorphisms,

⋆ : Ck(K)→ Cn−k(K⋆), k = 0, 1, ..., n,
⋆ : Ck(K⋆)→ Cn−k(K), k = 0, 1, ..., n,

defined by
⋆(ψ) := ψ⋆.

Proposition 1.27. The matrix of the Hodge star operator is diagonal with

⋆ii =
|ai|
|a⋆

i
| cos âa

⋆,

where ai is the ith cell of K.

Exercise 1.28. Prove the proposition.

As before, we use in dimension n = 1:

⋆1ii =
|point|
|edge| =

1

length
=

1

∆x
.

Computing Hodge duality of forms over a complex with a non-trivial geometry is only slightly
more complicated than for the standard case:

Note: See the files online.

In dimension n = 2, we have the following diagonal entries for a rectangular grid:

⋆2ii = |point|
|rectangle| = 1

area = 1
∆x∆y ,

⋆1ii = |edge|
|edge| = length

length = ∆y
∆x .

In a 2-dimensional cubical complex, combining two 1-cells may produce different orientations
and, therefore, different signs. Since a× d = τ but d× a = −τ , the duality operator is

(
[0, 1]× {0}

)⋆
= {0} × [0, 1],(

{0} × [0, 1]
)⋆

= −[0, 1]× {0}.

In general, we are guided by the following rule.

Sign convention: The sign of the Hodge star is determined by:

⋆ ⋆ α = (−1)k(n−k)α,
for a k-form α.

Exercise 1.29. Confirm the sign convention for Rn.
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1.4 The Laplace operator

Let’s review what we know about the derivatives.

Given a function f , we know that ddf = 0. Therefore, the “second exterior derivative” is always
trivial. Instead, one can define the “Hodge-dualized” second derivative computed following these
four steps:
• find the exterior derivative df of,
• “dualize” df ,
• find the exterior derivative of the result, and then
• “dualize” the outcome back.

We can write the formula explicitly for R:

f
d7−→ df = f ′dx

⋆7−→ f ′
d7−→ f ′′dx

⋆7−→ f ′′.

Then, for a 0-form, this is, again, a 0-form. This computation relies on a new, dual grid. In it,
the new vertices are the centers of each 1-cell. We assign the values of df to these new vertices
and then evaluate the exterior derivative of the result. Note that no derivative is defined at the
endpoints of a 1-dimensional complex.

Thus, given two values assigned to two adjacent cells, one assigns their difference to the cell
in-between, illustrated below with a spreadsheet:

Suppose now a metric complex K of an arbitrary dimension n is given. Consider its Hodge duality
diagram:

0
d−−−−→ C0(K)

d−−−−→ C1(K)
d−−−−→ ...

d−−−−→Cn−1(K)
d−−−−→Cn(K)

d−−−−→ 0y0 6=
y⋆

x 6=
y⋆

x
y⋆

x 6=
y⋆

x 6=
y0

0
d←−−−−Cn(K⋆)

d←−−−−Cn−1(K⋆)
d←−−−− ... d←−−−− C1(K⋆)

d←−−−− C0 d←−−−− 0

Then, the generalizations of both first and second derivatives of 0-forms are straight-forward and
visible in the diagram.

Definition 1.30. The second derivative of a 0-form f is defined to be

f ′′ := ⋆d ⋆ df.

We recognize f ′′ as the result of going around the leftmost square starting from the top left.

But what about higher order forms? What is the second derivative of ϕ ∈ Cn? We can still
consider ⋆d ⋆ dϕ but, as we follow the square on the right, the value is zero!

We notice that this time there is another square adjacent to Cn, on the left. Then we can,
alternatively, first take the Hodge dual, then the exterior derivative, and continue around that
square. The result is another “Hodge-dualized” second derivative.

Definition 1.31. The second derivative of an n-form ϕ is defined to be

ϕ′′ := d ⋆ d ⋆ ϕ.

We will use the same notation when there is no confusion. Both are implicitly present in the
following:

(ϕ′′)⋆ = ⋆(d ⋆ d ⋆ ϕ) = (⋆d ⋆ d⋆)ϕ = (ϕ⋆)′′.
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As we move to the general k-forms, we discover that, for 0 < k < n, there are two squares to
follow and two, possibly non-trivial, second derivatives to be defined! Starting with a k-form,
taking either of the two routes results in a new k-form:

Ck−1 d−−−−→ Ck
d−−−−→ Ck+1

x⋆ 6=
y⋆

x⋆ 6=
y⋆

Cn−(k−1) d←−−−− Cn−k d←−−−−Cn−(k+1)

Neither of the two but rather their sum is the true substitute for the second derivative.

Definition 1.32. The Laplace operator of a metric complex K is the operator

∆ : Ck(K)→ Ck(K), k = 0, 1, ...,

defined to be
∆ = ⋆d ⋆ d+ d ⋆ d ⋆ .

Proposition 1.33. The Laplace operator is a cochain map on K.

Exercise 1.34. (a) Prove the proposition. (b) Are ⋆d, d⋆, ⋆d ⋆ d, d ⋆ d⋆ also cochain maps? (c)
Is the Laplace operator generated by a cell map?

Exercise 1.35. Compute the cohomology map of the Laplace operator for (a) K = R1, (b)
K = S1, with the standard geometry.

2 ODEs

2.1 Motion: location from velocity

Let R be our ring of coefficients.

We start with a few simple ordinary differential equations (ODEs) with respect to the exterior
derivative d that have explicit solutions.

Given a complex K, this is the most elementary ODE with respect to a 0-form f :

df = G,

with G some 1-form over K. This equation has a solution, i.e., a 0-form that satisfies the equation
everywhere, if and only if G is exact (i.e., it is a coboundary). In that case,

f ∈ d−1(G),

with d understood as a linear map d : C0(K) → C1(K). There are, in fact, multiple solutions
here. We know that they differ by a constant, as antiderivatives should.

If we choose an initial condition:

f(A) = r ∈ R, A ∈ K(0),
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such a solution is also unique. The explicit formula is:

f(X) = r +G(AX), X ∈ K(0),

where AX is any 1-chain from A to X in K, i.e., any 1-chain AX = a ∈ K(1) with ∂a = X −A.
The solution is well-defined for an exact G (which is always the case when K is acyclic). Indeed,
if a′ is another such chain, we have

[r +G(a)]− [r +G(a′)] = G(a)−G(a′) = G(a− a′) = 0,

because a−a′ is a cycle and exact forms vanish on cycles. To verify that this is indeed a solution,
let’s suppose b := BC ∈ K(1). Then, by the Stokes Theorem, we have

df(b) = f(∂b) = f(B − C) = f(B)− f(C)
= [r +G(AB)]− [r +G(AC)] = G(AB −AC) = G(BC)
= G(b),

due to G(AB +BC + CA) = 0.

Exercise 2.1. Give an example of K and G so that the ODE has no solution.

We can use the above equation to model motion. Our domain is then the standard 1-dimensional
cubical complex K = R and we study differential forms over ring R = R, the reals. We have:
• f = f(t) is the location of an object at time t, a 0-form defined on the integers Z, and
• G = G(t) is its displacement, a 1-form defined on the intervals [0, 1], [1, 2], ....

We can give the above formula a more familiar, integral form:

f(X) = r +

∫ X

A

G(x)dx,

which, in our discrete setting, is simply a summation:

f(X) = r +

X−1∑

i=A

G
(
[i, i+ 1]

)
.

What about the question of the discrete vs. the continuous? The space is R = R, which seems
continuous, while the time is K = R, which seems discrete. However, what if we acknowledge
only the structures that we actually use? First, since ring R has no topology that we use,
• the space is algebraic.

Second, since complex K has no algebra that we use,
• the time is topological.
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Exercise 2.2. Solve the above ODE for the case of (a) circular space R = Zp, and (b) circular
time K = S1. Hint: make sure your solution is well-defined.

A more conventional way to represent motion is with an ODE with respect to:
• the first derivative f ′ instead of the exterior derivative, and
• the velocity v instead of the displacement.

For the derivative to be defined, the time has to be represented by a metric complex K. Then
the ODE becomes:

f ′ = v.

Recall that both are dual 0-forms.

Exercise 2.3. Show that the solution f of this ODE is the same as above for the case of K = R

with the standard geometry: |a| = 1 for all a ∈ K, a ∈ K⋆.

2.2 Population growth

In more complex equations, the exterior derivative of a form depends on the form. When K = R,
the simplest example is:

df = Gfq,

where G : R→ R is some function and q : C1(R)→ C0(R) is given by

q
(
[n, n+ 1]

)
= n.

The latter is used to make the degrees of the forms in the equation match.

In particular, f may represent the population with G = k a constant growth rate. Then the
equation becomes:

df = kfq.

The actual dynamics resembles that of a bank account: once a year the current amount is checked
and then multiplied by a certain constant number k > 1. The case of k = 2 is illustrated below:

For the initial condition

f(0) = r ∈ R,
there is an explicit formula:

f(X) = r(k + 1)X , X ∈ K(0) = Z.
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The growth is exponential (geometric), as expected. To verify, suppose b := [B,B + 1] ∈ K(1).
Then compute:

df(b) = f(B + 1)− f(B)
= r(k + 1)B+1 − r(k + 1)B = r(k + 1)B((k + 1)− 1)
= r(k + 1)Bk = f(B)k = fq(b)k.

Exercise 2.4. Confirm that the dynamics is as expected for all values of k > 0 and k < 0.

Just as in the last subsection, we can represent the dynamics more conventionally with an ODE
with respect to the first derivative f ′ provided the time is represented by a metric complex. This
geometry allows us to consider variable time intervals.

Exercise 2.5. Set up an ODE for the derivative f ′ and then confirm that its solution is the
same as above for the case of the standard geometry of the complex of time K = R.

2.3 Motion: location from acceleration

If we are to study the motion that is produced by forces exerted on an object, we are compelled
to specify the geometry of the space, in contrast to the previous examples.

Suppose K is a metric complex of dimension 1.

Recall that
• the location r is a primal 0-form;
• the velocity v = r′ is a dual 0-form;
• the acceleration a = v′ is a primal 0-form.

The ODE is:

r′′ = a,

for a fixed a. Here r′′ = ⋆d ⋆ dr, with ⋆ the Hodge star operator of K. The motion is understood
as if, at the preset moments of time, the acceleration steps in and instantly changes the velocity,
which stays constant until the next time interval.

This is a second order ODE with respect to r. Its initial value problem (IVP) includes both an
initial location and an initial velocity.

To find the explicit solution, let’s suppose that K = R has the standard geometry.

Let’s recall what we have learned about antidifferentiation. If we know the velocity, this is how
we find the location:

r(t) = r0 +

t−1∑

i=0

v
(
[i, i+ 1]

)
,

where r0 is the initial location. And if we know the velocity, we can find the acceleration by the
same formula.

v
(
[i, i+ 1]

)
= v0 +

t−1∑

j=0

a(j),

where v0 is the initial velocity. Therefore,

r(t) = r0 +

t−1∑

i=0

(
v0 +

i−1∑

j=0

a(j)
)
= r0 + v0t+

t−1∑

i=0

i−1∑

j=0

a(j).

The case of a constant acceleration is illustrated below:
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The formula is, of course,

r(t) = r0 + v0t+
at(t− 1)

2
.

The dependence is quadratic, as expected. Note that the formula works even with R = Z as
t(t− 1) is even.

Exercise 2.6. Solve the ODE for K = S1 with the standard geometry.

Exercise 2.7. Solve the ODE for K = R with variable time intervals.

2.4 Oscillating spring

More elementary physics...

Imagine an object of mass m ∈ R connected by (mass-less) spring to the wall.

The motion is, as before, within our ring of coefficients R. We let f(t) ∈ R be the location of the
object at time t and assume that the equilibrium of the spring is located at 0 ∈ R. As before, we
think of f as a form of degree 0 over a metric complex K.

The equation of the motion is derived from Hooke’s law: the force exerted on the object by the
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spring is proportional to the displacement of the object from the equilibrium:

H = −kf,

where k ∈ R is the spring constant.

Now, by the Second Newton’s Law, the total force affecting the object is

F = ma,

where a is the acceleration:

a = f ′′ = ⋆d ⋆ df.

As there are no other forces, the two forces are equal and we have our second order ODE:

mf ′′ = −kf.

Let’s assume that the geometry of K = R is standard and let m := 1 and k := 1. Then one of
the solutions is the sequence 0, 1, 1, 0,−1,−1, 0, .... It is shown below along with its verification:

The dynamics is periodic, as expected.

Exercise 2.8. Find the explicit solutions of this ODE.

2.5 ODEs of forms

We will not be concerned with geometry in the rest of this section. We limit ourselves to “time-
variable” ODEs: K := R, the standard cubical complex.

Broadly, an ODE is a dependence of directions on locations in space, provided by our ring R. To
make this point clearer, we can exhibit directions and locations in time, provided by the tangent
bundle T (R) of our complex R . This is why we, initially, start by considering “local” 1-forms on
R, ϕ ∈ T 1(R), i.e., R-valued functions on the tangent bundle of R:

ϕ : T (R)→ R,

linear on each tangent space TA(R), A ∈ R. The exterior derivative of a 0-form f is a local 1-form
given by the same formula as before:

df(A,AB) = f(B)− (A).

Definition 2.9. Given a function

P : C0(R)× C1(R)×R→ R,
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linear on the first and second arguments, an ordinary differential equation (ODE) of forms of
order 1 with right-hand side function P is:

df(A,AB) = P (A,AB, f(A)),

where
• f ∈ C0(R),
• A ∈ C0(R), and
• AB ∈ C1(R).

Note that the linearity requirements are justified by the linearity of the exterior derivative df in
the left-hand side.

The abbreviated version of the equation is below.

df = Pf

Note that the variables of P encode: a time instant, a direction of time at this instant, and the
value of the form at this instant, respectively.

Exercise 2.10. A function h : Rn → R is called a potential of a vector field V if gradh = V .
Interpret the problem of finding a potential of a given V as an ODE and solve it.

Example 2.11. Let’s choose the following right-hand side functions. For a location-independent
ODE, we let

P (t, v, x) := G(v);

then the equation describes the location in terms of the velocity:

df(A,AB) = G(AB).

For a time-independent ODE, we let

P (t, v, x) := kx;

then the equation describes population growth:

df(A,AB) = kf(A). �

The nature of the process often dictates that the way a quantity changes depends only on its
current value, and not on time. As a result, the right-hand side function P is often independent
of the first argument. This will be our assumption below.

Let’s simplify more. There are only two directions in time R, so the ODE df = Pf stands for
the following combination of two (one for each direction) equations with respect to local forms:

df
(
A, [A,A+ 1]

)
= P

(
[A,A+ 1], f(A)

)
, df

(
A, [A,A− 1]

)
= P

(
[A,A− 1], f(A)

)
.

They are independent of each other and it makes sense to study just one of them. We choose the
former: forward propagation. In fact, the two equations are identical if we assume that

(
A, [A,A+ 1]

)
= −

(
A, [A,A− 1]

)
.

In other words, if times reverses, so does the change.

Then the right-hand function can be seen as a function of one variable P : R→ R:
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As a result, df is simply a cubical 1-cochain:

df : [A,A+ 1] 7→ r ∈ R.

Definition 2.12. An initial value problem (IVP) is a combination of an ODE and an initial
condition (IC):

df = Pf, f(A0) = x0 ∈ R.
Then a 0-form f on the ray R ∩ {A ≥ A0} is called a (forward) solution of the IVP if it satisfies:

df
(
[A,A+ 1]

)
= P (f(A)), ∀A ≥ A0.

Because the exterior derivative in this setting is simply the difference of values, a solution f is
easy to construct iteratively.

Theorem 2.13 (Existence). The following is a solution to the IVP above:

f(A0) := x0, f(A+ 1) := f(A) + P (f(A)), ∀A ≥ A0.

A few solutions for the P shown above are illustrated below:

Exercise 2.14. Provide an analog of this iterative procedure for an IVP with domain a graph
K and find out under what circumstances this procedure works or fails.

Exercise 2.15. Define (a) a backward solution and (b) a two-sided solution of the IVP and (c)
devise iterative procedures to construct them. (d) Do the three match?

Because of the existence property, the solutions to all possible IVPs fill the space, i.e., R.

Theorem 2.16 (Uniqueness). The solution to the IVP given above is the only one.

When we plot the above solutions together, we see that they do overlap:

This reminds us that only the right-sided uniqueness is guaranteed: whenever two solutions meet,
they stay together.

Exercise 2.17. Find necessary conditions for the space to be filled, in an orderly manner:
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Next, is there anything we can we say about continuity?

Our ring R has no topology. On the other hand, if we choose R = R, every 0-form f0 on R can
be extended to a continuous function on f : R→ R. In contrast to this trivial conclusion, below
continuity appears in a meaningful way.

Definition 2.18. For the given ODE, the forward propagation map of depth c ∈ Z+ at A0 is a
map

Qc : R→ R

defined by
Qc(x0) := f(A0 + c),

where f is the solution of the IC:
f(A0) = x0.

In other words, the forward propagation map is a self-map of the space of locations.

Exercise 2.19. Prove that Qc is independent of A0.

Theorem 2.20 (Continuous dependence on initial conditions). Suppose R = R. If P is
continuous on the second argument, the forward propagation map Qc : R→ R is continuous for
any c ∈ Z+ and any A0 ∈ R.

Exercise 2.21. Prove the theorem.

Exercise 2.22. Define and analyze an IVP for an ODE of order 2.

2.6 Vector fields and systems of ODEs

The IVP we have studied is:
df = Pf, f(A0) = x0 ∈ R.

Here a 0-form f , which represents the variable quantity to be found, is defined on the ray R∩{A ≥
0} and satisfies the following:

df
(
A, [A,A+ 1]

)
= P (f(A)), ∀A ∈ Z+.

A solution is given by

f(0) := x0, f(A+ 1) := f(A) + P (f(A)), ∀A ≥ 0.



584 CHAPTER VII. FLOWS

What if we have two variable quantities?

Example 2.23. The simplest example is as follows:
• x is the horizontal location, and
• y is the vertical location.

Both are 0-forms on R. Their respective displacements are dx and dy. If either depends only on
its own component of the location, the motion is described by this pair of ODEs of forms:

dx = g(x), dy = h(y).

The solution consists of two solutions to the two, unrelated, ODEs either found with the formula
above. �

The solution is easy because the two components are independent of each other.

Example 2.24 (predator-prey model). As an example of quantities that do interact, let x
be the number of the prey and y be the number of the predators in the forest. Let R := R.

The prey have an unlimited food supply and reproduces geometrically as described above – when
there is no predator. Therefore, the gain of the prey population per unit of time is αx for some
α ∈ R+. The rate of predation upon the prey is assumed to be proportional to the rate at which
the predators and the prey meet, which, in turn, is proportional to xy. Therefore, the loss per
unit of time is βxy for some β ∈ R+. Then the prey’s ODE is:

dx = αx− βxy.

The predators have only a limited food supply, i.e., the prey. We use, again, the rate of predation
upon the prey proportional to xy. Then the gain of predator population per unit of time is δxy
for some δ ∈ R+. Without food, the predators die out geometrically as described previously.
Therefore, the loss per unit of time is γy for some γ ∈ R+. The predator’s ODE is:

dy = δxy − γy.

This system of these two, dependent, ODEs cannot be solved by reusing the formula for the
1-dimensional case. �

Exercise 2.25. (a) Set up and solve the IVP for this system. (b) Find its equilibria.

Example 2.26. We also take as a model a fluid flow. The “phase space” R2 is the space of all
possible locations. Then the position of a given particle is a function u : Z+ → R2 of time t ≥ 0.
Meanwhile, the dynamics of the particle is governed by the velocity of the flow, at each moment
of time. Let V : R2 → R2 be a function. Then the velocity of a particle if it happens to be at
point u is V (u) and the next position may be seen as u+ V (u).

�

A vector field is given when there is a vector attached to each point of the plane:

point 7→ vector.
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Then it is just a function
V : R2 → R2.

Further, one can think of a vector field as a system of time-independent ODE:

{
dx = g(x, y),

dy = h(x, y),

where g, h : R2 → R are functions and x, y : Z → R are 0-forms. The corresponding IVP adds
an initial condition: {

x(t0) = x0,

y(t0) = y0.

As before, a (forward) solution to this IVP is a 0-form on the ray R ∩ {A ≥ 0} that satisfies,
∀A ≥ 0:

dx
(
A, [A,A+ 1]

)
= g(x(A), y(A)),

dy
(
A, [A,A+ 1]

)
= h(x(A), y(A)).

Next, we combine the two variables to form a vector:

u := (x, y) ∈ R2,
du := (dx, dy) ∈ R2.

Note that the new vector variables still form a ring!

Then the setup given at the top of the subsection:

df = Pf, f(A0) = x0 ∈ R,

is now applicable to vector fields: in all the three examples, we set

R := R2.

More generally, a vector field supplies a direction to every location. In a cell complex X, it is a
map from X to its tangent bundle:

T (X) :=
⊔

A∈X

(
{A} × TA(X)

)
.

Thus, there is one vector at each point picked from a whole vector space:

We next make this idea more precise.

Definition 2.27. The bundle projection of complex X is the map

π = πX : T (X)→ X
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given by

π(A, v) := A.

Proposition 2.28. If iX : X →֒ T (X) is the inclusion, iX(A) = (A, 0), then

πX iX = IdX .

Definition 2.29. A vector field over complex X is any function

V : X → T (X)

that is a section (i.e., a right inverse) of the bundle projection:

πXV = IdX .

Exercise 2.30. What algebraic structure do the vector fields over X form?

Note that the inclusion serves as the trivial (zero) vector field.

A typical vector field is simply

V (A) = AB ∈ X,
where B = B(A) is a vertex adjacent to A that depends on A. Then the motion produced by the
vector field takes a particle from vertex to vertex along an edge, or simply:

A 7→ B.

Its solution can be written as an iteration:

An+1 := An + ∂1V (An),

where ∂1 : C1(X)→ C0(X) is the boundary operator of X.

Exercise 2.31. Verify the last statement. What kind of function is this?

2.7 Simulating a flow with a spreadsheet

Spreadsheets, such as Excel, can be used to model various dynamics and some of the processes
can also be visualized.

We represent a flow with a vector field starting with dimension 1; i.e., R := Z. This vector field
is the right-hand side function P : Z→ Z of our ODE:

df = Pf.

The number in each cell tells us the velocity of a particle if it is located in this cell. The values of
the velocities are provided in the spreadsheet. They were chosen in such a way that the particle
can’t leave this segment of the spreadsheet. They can be changed manually.

Then one can trace the motion of a single particle given by a 0-form f : Z+ → Z, shown as a red
square:
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Here, the velocities are seen in the elongated cells (edges), while the locations of the particles are
the small square cells (vertices). Also,
• “x” stands for the current position,
• “o” for the previous position.

The formula is as follows:

= IF( R[-1]C=R9C3,’’x’’, IF(R[-1]C=R9C2, ’’o’’,’’ ’’) )

The data, as it changes, is shown on the left.

For motion simulation, we carry out one iteration for every two pushes of the button. This is an
example of such dynamics with three iterations:

Note: See the files online.

For the file to work as intended, the settings should be set, under “Formulas”:
• Workbook Calculation: Manual,
• Maximum Iterations: 1.

To see the motion of the particle, simply push “Calculate now” as many times as necessary.

Exercise 2.32. Modify the code so that the spreadsheet models motion on the circle, no matter
what velocities are chosen. Hint: choose an appropriate ring R.

Exercise 2.33. Modify the code so that, no matter what velocities are chosen, the object stays
within, say, interval [0, ..., 7], and bounces off its ends.

Next, we simulate a flow with a vector field in dimension 2; i.e., R := Z2. This vector field is the
right-hand side function P : Z2 → Z2 of our ODE. Each pair (right and down) of elongated cells
starting at every square cell contains a pair of numbers that represents the velocity of a particle
located in this cell.

The vector field of dimension 2 is made of two vector fields of dimension 1 (on the same square)
independently evaluated for the x and y variables. The components of the velocities are chosen
to be only −1, 0, or 1 (illustrated with the little arrows) so that the jump is always to an adjacent
location. They were also chosen in such a way that the particle can’t leave this rectangle.
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We trace the motion of a single particle given by a 0-form f : Z+ → Z2, shown as a red “x”.

Several iterations are shown in a single picture below:

Exercise 2.34. Modify the code to model motion on (a) the cylinder and (b) the torus.

Exercise 2.35. Modify the code so that, no matter what velocities are chosen, the object stays
within, say, rectangle [0, 8]× [0, 7], and bounces off its walls.

2.8 The derivative of a cell map

Consider the two standard ways to write the derivative of function f at x = a:

dy
dx = f ′(a).

What we know from calculus is that the left-hand side is not a fraction but the equation can be
rewritten as if it is:

dy = f ′(a)dx.

The equation represents the relation between the increment of x and that of y – in the vicinity of
a. This information is written in terms of a new coordinate system, (dx, dy) and the best affine
approximation (given by the tangent line) becomes a linear function in this system:
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Things are much simpler in the discrete case.

Suppose X and Y are two cell complexes and f : X → Y is a cell map. Then “in the vicinity of
point a” becomes “in the star of vertex A”:

In fact, we can ignore the algebra of the x- and y-axis if we think of our equation as a relation
between the elements of the tangent spaces of A and f(A). If we zoom out on the last picture,
this is what we see:

Then the above equation becomes:

eY = f(AB)eX ,

where eX , eY are the basis vectors of TA(X), Tf(A)(Y ), respectively.

The idea is: our function maps both locations and directions. The general case is illustrated
below:

A cell map takes vertices to vertices and edges to edges and that’s what makes the 0- and 1-chain
maps possible. Then,
• the locations are taken care of by f0 : C0(X)→ C0(Y ), and
• the directions are taken care of by f1 : C1(X)→ C1(Y ).

Suppose also that f(A) = P , so that the location is fixed for now. Then the tangent spaces at
these vertices are:

TA(X) :=< {AB ∈ X} >⊂ C1(X), TP (Y ) :=< {PQ ∈ Y } >⊂ C1(Y ).
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Definition 2.36. The derivative of a cell map f at vertex A is a linear map

f ′(A) : TA(X)→ TP (Y )

given by
f ′(A)(AB) := f1(AB).

Example 2.37. Let’s consider cell maps of the “cubical circle” (i.e., S1 represented by a 4-edge
cubical complex) to itself, f : X → X:

Given a vertex, we only need to look at what happens to the edges adjacent to it. We assume
that the bases are ordered according to their letters, such as {AB,BC}.
The derivatives of these functions are found below.

Identity:
f0(A) = A, f0(B) = B, f0(C) = C, f0(D) = D,
=⇒ f ′(A)(AB) = AB, f ′(A)(AD) = AD.

It’s the identity map.

Constant:

f0(A) = A, f0(B) = A, f0(C) = A, f0(D) = A,
=⇒ f ′(A)(AB) = AA = 0, f ′(A)(AD) = AA = 0.

It’s the zero map.

Vertical flip:

f0(A) = D, f0(B) = C, f0(C) = B, f0(D) = A,
=⇒ f ′(A)(AB) = DC, f ′(A)(AD) = DA.

The matrix of the derivative is

f ′(A) =

[
0 1
1 0

]
.

�

Exercise 2.38. Repeat these computations for (a) the rotations; (b) the horizontal flip; (c) the
diagonal flip; (d) the diagonal fold. Hint: the value of the derivative varies from point to point.

As this construction is carried out for each vertex in X, we have defined a function on the whole
tangent bundle.

Definition 2.39. The derivative of cell map

f : X → Y

between two cell complexes is the map between their tangent bundles,

f ′ : T (X)→ T (Y ),

given by
f ′(A,AB) := (f0(A), f1(AB)).
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Exercise 2.40. In this context, define the directional derivative and prove its main properties.

Theorem 2.41 (Properties of the derivative). For a given vertex and an adjacent edge, the
derivative satisfies the following properties:
• The derivative of a constant is zero in the second component:

(C)′ = (C, 0), C ∈ Y.

• The derivative of the identity is the identity:

(Id)′ = Id .

• The derivative of the composition is the composition of the derivatives:

(fg)′ = f ′g′.

• The derivative of the inverse is the inverse of the derivative:

(f−1)′ = (f ′)−1.

Exercise 2.42. Prove the theorem.

Exercise 2.43. Prove that if |f | is a homeomorphism, then f ′ = Id.

Notation: An alternative notation for the derivative is Df . It is also often understood as the
tangent map of f denoted by T (f).

Exercise 2.44. Show that T is a functor.

We have used the equivalence relation

(A,AB) ∼ (B,−BA)

to glue together the tangent spaces of a cell complex:

T (K)/∼ = C1(K).

Theorem 2.45. Suppose X,Y are two cell complexes and f : X → Y is a cell map. Then the
quotient map of the derivative

[f ′] : T (X)/∼ → T (Y )/∼

is well-defined and coincides with the 1-chain map of f ,

f1 : C1(X)→ C1(Y ).

Proof. Suppose f0(A) = P and f0(B) = Q. Then we compute:

f ′(A,AB) = (f0(A), f1(AB))
= (P, PQ)
∼ (Q,−QP )
= (f0(B),−f1(BA))
= f ′(B,−BA).

We have proven the following:

(A,AB) ∼ (B,−BA) =⇒ f ′(A,AB) ∼ f ′(B,−BA).

Therefore, [f ′] is well-defined. �
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2.9 ODEs of cell maps

So far, we have represented motion by means of a 0-form, as a function

f : R+ → R,

where R is our ring of coefficients. Now, is this motion continuous?

Here, R is our space of locations and it is purely algebraic. Even if we extend f from R+ to R+,
without a topology on R, the continuity of such an f has no meaning! In contrast, motion is
typically represented by a parametric curve, i.e., a continuous map

p : R+ → U ⊂ Rn,

with R+ serving as the time and U as the space.

If we choose to recognize R = Rn as a topological space with the Euclidean topology, then, on
the flip side, its subsets, such as U = Rn \ {0}, may lack an algebraic structure. For example,
these rings aren’t rings:

Then we can’t use forms anymore.

To match the standard approach, below we represent motion in cell complex K by a cell map,

f : R ⊃ I → K,

where I is a cell complex, typically an interval.

This motion is then continuous in the sense that this cell map’s realization is a continuous map:

|f | : R ⊃ |I| → |K|.

We can still see forms if we look at the curve one point at a time:

Next, we will demonstrate how these curves are generated by vector fields. The analysis largely
follows the study of ODEs of forms discussed previously, in spite of the differences. Compare
their derivatives in the simplest case:
• for a 0-form f : K → R, we have

df
(
[A,A+ 1]

)
= f(A+ 1)− f(A) ∈ R;
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• for a cell map f : R→ R, we have

f ′
(
A, [A,A+ 1]

)
=

(
f0(A), f1([A,A+ 1])

)
∈ C0(R;R)× C1(R;R).

Definition 2.46. Suppose P (A, ·) is a vector field on complex K parametrized by A ∈ Z. Then
an ODE of cell maps generated by P on complex K is:

f ′ = Pf,

and its solution is a cell map f : R ⊃ I → K that satisfies:

f ′
(
A, [A,A+ 1]

)
= P (A, f(A)), ∀A ∈ I ∩ Z.

For K = R, we can simply take the examples of 1st order ODEs of forms given in this section
and use them to illustrate ODEs of maps. We just need to set R := Z. The difference is, this
time the values of the right-hand side P can only be 1, 0, or −1.
For K = R2, the cubical case illustrated with a spreadsheet above doesn’t apply anymore because
a cell map has to follow the edges and can’t jump diagonally. Then one of the components of the
vector field has to be 0, as shown below:

Example 2.47. We change the values of the vector field in the spreadsheet above as described
above in order to model an ODE of cubical maps. Several iterations can be shown in a single
picture, below:

�

Exercise 2.48. Can the original spreadsheet be understood as a model of an ODE of cell maps?

Thus, if we represent motion with an ODE of cell maps, both time and space are topological.

Definition 2.49. An initial value problem (IVP) on complex K is a combination of an ODE
and an initial condition (IC):

f ′ = Pf, f(A0) = x0 ∈ K, A0 ∈ Z,

and a solution f : R∩ {t ≥ A0} → K of the ODE is called a solution of the IVP if it satisfies the
initial condition.
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Theorem 2.50 (Uniqueness). The solution to the IVP above, if exists, is given iteratively by

f(A0) := x0, f(A+ 1) := f(A) + ∂P (A, f(A)), ∀A ≥ A0.

Proof. Suppose f is a solution, f ′ = Pf . Then we compute:

f0(A+ 1)− f0(A) = f0((A+ 1)− (A))

= f0

(
∂[A,A+ 1]

)

= ∂f1[A,A+ 1]
= ∂P (A, f(A)). �

Just as before, only the right-sided uniqueness is guaranteed: when two solutions meet, they stay
together.

What about existence? We have the formula, but is this a cell map? It can only be guaranteed
under special restrictions.

Theorem 2.51 (Existence). If the values of the vector field P are edges of K, a solution to
the IVP above always exists.

Proof. For f to be a cell map, f(A) and f(A + 1) have to be the endpoints of an edge in K.
Clearly, they are, because f(A+ 1)− f(A) = ∂P (A, f(A)). �

Definition 2.52. For a given ODE, the forward propagation map of depth c ∈ Z+ at A0 is a
map

Qc : K → K

defined by
Qc(x0) := f(A0 + c),

where f is the solution with the IC:
f(A0) = x0.

Exercise 2.53. Prove that if the vector field P is time-independent, Qc is independent of A0.

Exercise 2.54. Compute the forward propagation map for the vector field illustrated above.

Exercise 2.55. Suppose P is edge-valued. Is the resulting forward propagation map Qc : K → K
a cell map?

2.10 ODEs of chain maps

A cell map can’t model jumping diagonally across a square.

That’s why the existence theorem above requires the values of the vector field to be edges. Then,
in the case of Rn, all but one of the components must be 0.

This is a significant limitation of ODEs of cell maps, even in comparison to ODEs of forms.

The issue is related to one previously discussed: cell map extensions vs. chain map extensions
(subsection V.3.10). Recall that in the former case, extensions may require subdivisions of the
cell complex. The situation when the domain is 1-dimensional is transparent:
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In the former case, we can create a cell map:

g(AB) := XY,

by extending its values from vertices to edges. In the latter case, an attempt of cell extension
(without subdivisions) fails as there is no single edge connecting the two vertices. However, there
is a chain of edges:

g(AB) := XY + Y Z.

Even though the linearity cannot be assumed, the illustration alone suggests a certain continuity
of this new “map”. In fact, we know that chain maps are continuous in the algebraic sense: they
preserve boundaries,

g0∂ = ∂g1.

The idea is also justified by the meaning of the derivative of a cell map f :

f ′
(
A, [A,A+ 1]

)
=

(
f0(A), f1([A,A+ 1])

)
.

It is nothing but a combination of the 0- and the 1-chain maps of f ...

Now, ODEs.

Once again, a vector field at vertex X only takes values in the tangent space TX(K) at X. We
need to incorporate the possibility of moving in the direction XY + Y Z (while Y Z 6∈ TX(K)).
From this point on, the development is purely algebraic.

Suppose we are given a (short) chain complex C to represent space:

∂ : C1 → C0.

Here, of the two modules, C0 is meant to represent the chains of locations and C1 the chains of
directions. Even though all the information is contained in the complex, we still define an analog
of the tangent bundle to demonstrate the parallels with ODEs of forms and cell maps.

Definition 2.56. The chain bundle T (C) of chain complex C is the module

T (C) := C0 ⊕ C1;

while the bundle projection

π = πC : T (C)→ C0, π(X, v) = X,

is simply the projection of the product.

Furthermore, if iC0
: C0 →֒ T (C) is the inclusion, iC0

(X) = (X, 0), then

πCiC0
= IdC0

.
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Definition 2.57. A chain field over chain complex C is any linear map

W : C0 → T (C)

that is a section of the bundle projection:

πCW = IdC0
.

The meaning is simple:
W (X) = (X,P (X)),

for some P : C0 → C1.

Here is an illustration of possible values of W at vertex X (even though the chains don’t have to
start at X):

The boundary operator of C is extended to the boundary operator of the chain bundle:

∂ : T (C)→ C0,

by setting
∂(X, a) := ∂a.

The dynamics produced by the chain field is a sequence of 0-chains given by this iteration:

Xn+1 := Xn + ∂W (Xn) = Xn + ∂P (Xn).

The chain bundle of a cell complex K is T (C(K)). The following is obvious.

Proposition 2.58. A vector field
V : K(0) → T (K)

over a cell complex generates – by linear extension – a chain field over its chain bundle:

W : C0(K)→ T (C(K)).

With the new definition, the motion produced by such a chain field is as before. For example, if
W (X) = XY , then

X1 = X + ∂W (X) = X + (Y −X) = Y.

Definition 2.59. Suppose W (A, ·) is a chain field on a chain complex C parametrized by A ∈ Z
(for time). Then an ODE of chain maps generated by W on complex C is:

g1 =Wg0,

and its solution is a chain map
g = {g0, g1} : C(I)→ C,

for some subcomplex I ⊂ R, that satisfies the equation

g1

(
[A,A+ 1]

)
=W (g0(A)), ∀A ∈ I ∩ Z.
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Example 2.60. Under this definition, a step of the moving particle on a square grid can be
diagonal, without explicitly following the vertical and horizontal edges. For example, to get from
X = (0, 0) to Z = (1, 1) without stopping at Y = (0, 1), set

W (X) := (X,XY ) + (Y, Y Z) ∈ T (C).

Indeed, we have

X 7→ X+∂W (X) = X+(Y −X)+(Z−Y ) = Z. �

Since every cell map generates its chain map, we have the following:

Proposition 2.61. If a map f is a solution of the ODE of cell maps generated by a vector field
V , then g := f∗ is a solution of the ODE of chain maps generated by the chain field W = V∗.

Definition 2.62. An initial value problem is a combination of an ODE and an initial condition:

g1 =Wg0, g0(A0) = X0 ∈ C, A0 ∈ Z,

and a solution g : C(R ∩ {t ≥ A0})→ C of the ODE is called a (forward) solution of the IVP if
it satisfies the initial condition.

Theorem 2.63 (Existence and Uniqueness). The only (forward) solution to the IVP above
is given iteratively by

g0(A0) := X0, and for all A ≥ A0,
g0(A+ 1) := g0(A) + ∂W (A, g0(A)),

g1

(
[A,A+ 1]

)
:=W (A, g0(A)).

Proof. The linearity of W on the second argument implies that g0, g1 so defined form a chain
map. The proof that the ODE holds is identical to the proof of the uniqueness theorem in the
last subsection. �

The uniqueness holds only in terms of chains. When applied to cell complexes, the result may
be that the initial location is a vertex Xn but the next “location” Xn+1 is not.

Example 2.64. Where do we go from X = (0, 0) if

W (X) := (X,XY ) + (X,XZ),

with Y = (0, 1), Z = (1, 1)? This is the result:

X 7→ X+∂W (X) = X+(Y −X)+(Z−X) = −X+Y +Z. �

This isn’t a cell map because the output isn’t a single vertex! The latter can be guaranteed
though under certain constraints on the equation.

2.11 Cochains are chain maps

Since every cell map generates its chain map, the existence theorem from the last subsection is
still applicable: if a vector field V is edge-valued, a solution to the IVP for maps always exists.
Below is a stronger statement.

Theorem 2.65 (Cell maps as solutions). If a chain field over the chain complex C(K) of a
cell complex K satisfies the condition:

∂W (A,X) = Y −X, for some Y ∈ K(0),
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then the solution to the IVP for chain maps on K is a cell map.

The difference between a cell map as a solution of
• an ODE of cell maps and
• an ODE of chain maps

is illustrated below:

We have thus demonstrated that ODEs of cell maps are included in the new setting of ODEs of
chain maps. What about ODEs of forms?

Suppose we are given f , a 0-form on R. Then we would like to interpret the pair g = {f, df} as
some chain map defined on C(R), the chain complex of time. What is the other chain complex
C, the chain complex of space? Since these two forms take their values in ring R, we can choose
C to be the trivial combination of two copies of R:

∂ = Id : R→ R.

Below, we consider a more general setting of k-forms.

Theorem 2.66. Cochains are chain maps, in the following sense: for every k-cochain f on K,
there is a chain map from C(K) to the chain complex C with only one non-zero part, Id : Ck+1 =
R→ Ck = R, as shown in the following commutative diagram:

C(K) : ... Ck+2(K)
∂−−−−→ Ck+1(K)

∂−−−−→ Ck(K)
∂−−−−→ Ck−1(K) ...

f :

y0

ydf
yf

y0

C : ... 0
∂=0−−−−−−→ R

∂=Id−−−−−−−→ R
∂=0−−−−−−→ 0 ...

Proof. We need to prove the commutativity of each of these squares. We go diagonally in two
ways and demonstrate that the result is the same. We use the duality d = ∂∗.

For the first square:

df∂ = (Id−1 f∂)∂ = Id−1 f0 = 0.

For the second square:

f∂ = df = Id df.

The third square (and the rest) is zero. �

Now, how do ODEs of forms generate ODEs of chain maps?

Suppose df = Pf is an ODE of forms with P : R → R some function. Then, for K = R and
k = 0, the above diagram becomes:

C(R) : ...
0−−−−→C1(R)

∂−−−−→ C0(R)
0−−−−→

f :

ydf
yf

C : ...
0−−−−→ R

Id−−−−−→ R
0−−−−→
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The corresponding chain field,

W : C0 = R→ T (C) = R×R,

is chosen to be
W (A) := (A,P (A)).

Proposition 2.67. A solution of an ODE of forms is a solution of the corresponding ODE of
chain maps.

Exercise 2.68. Prove the proposition.

Thus, the examples at the beginning of this section can be understood as ODEs of chain maps.

Exercise 2.69. Provide chain fields for the examples of ODEs in this section.

Exercise 2.70. (a) Define the forward propagation map for ODEs of chain maps. (b) Explain
its continuity.

2.12 Simulating advection with a spreadsheet

We have shown that we can model a flow with a discrete vector field that provides the velocities
of the flow:

We have also modeled motion with cell maps and chain maps:

The last example of an ODE of chain maps, however, gives us something new.

Example 2.71. Suppose our chain field on R2 is given by

P (X) := 1
2 (X,XY ) + 1

2 (X,XZ).

with Y = (1, 0), Z = (0, 1). Where do we go from X = (0, 0)? This is the result:

X 7→ X + ∂P (X) = X + 1
2 (Y −X) + 1

2 (Z −X) = 1
2Y + 1

2Z.

We can interpret this outcome as if some material initially located at X has been split between
the two adjacent edges and these halves ended up in Y and Z. �

A process that transfers material along a vector field is called advection.

Example 2.72. To model advection, we can use the vector field on the spreadsheet given above.
It is understood differently though. If the values at the two adjacent to X cells are 1 and 1, it
used to mean that the particle follows vector (1, 1). Now it means that the material is split and
each half goes along one of the two directions. Several iterations of this process are shown with
the new cells with non-zero values shown in blue:
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That’s what a forward propagation map of a chain ODE looks like!

The coloring in the illustration does not reflect the fact that the material is spread thinner and
thinner with time. That’s why the simulation also resembles spreading of an infection – along
preset directions – with blue squares indicating newly infected individuals, as below:

�

For a more direct interpretation of the spreadsheet, imagine that a liquid moves along the square
grid which is thought of as a system of pipes:

Then, instead of the velocity vector attached to each cell, we think of our vector field as two
numbers each of which represents the amount of liquid that follows that pipe. (Then this is just
a cubical 1-form.)

In the picture above, the numbers represent “flows” through these “pipes”, with the direction
determined by the direction of the x, y-axes. In particular,
• “1” means “1 cubic foot per second from left to right”.
• “2” means “2 cubic feet per second upward”, etc.
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For the sake of conservation of matter, these numbers have to be normalized. Then 1/3 of the
amount goes right and 2/3 goes up.

To confirm that this model makes sense, let’s see what happens if a drop of dye be taken by such
a flow. For computation, we follow the rule that
• the amount of dye in each cell is split and passed to the adjacent cells along the vectors of

the vector field proportional to the values attached to the edges.
For instance, we can choose 1’s on the horizontal edges and 0s on the vertical edges, i.e., dx.
Then the flow will be purely horizontal. If we choose dy, it will be purely vertical.

Example 2.73. Let’s choose the 1-form with 1’s on both vertical and horizontal edges, i.e.,
dx+ dy:

y1

y1

y1

1−−−−→ • 1−−−−→ • 1−−−−→ • 1−−−−→y1

y1

y1

1−−−−→ • 1−−−−→ • 1−−−−→ • 1−−−−→y1

y1

y1

It is simple then: the amount of dye in each cell is split in half and passed to the two adjacent
cells along the vectors: down and right. How well does it model the flow? Even though dispersal
is inevitable, the predominantly diagonal direction of the spreading of the dye is evident in this
spreadsheet simulation:

�

Exercise 2.74. Find the formula for the diagonal elements.

Exercise 2.75. Create such a spreadsheet and confirm the pattern. What happens if the flow
takes horizontally twice as much material as vertically?

Exercise 2.76. Devise an advection simulation with a circular dispersal pattern.

Exercise 2.77. (a) Explain how an arbitrary directed graph gives rise to advection and present
its ODE. (b) What if, in addition to carrying material around, the flow also deposits a proportion
of it in every location?
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3 PDEs

3.1 The PDE of diffusion

Just as advection, heat transfer exhibits a dispersal pattern. We can see, however, that without
a flow to carry material around, the pattern doesn’t have a particular direction:

Instead of being carried around, the heat is exchanged – with adjacent locations. It’s a circle.

The process is also known as diffusion.

To model heat propagation, imagine a grid of square rooms and the temperature of each room
changes by a proportion of the average of the temperature of the four adjacent rooms. Its
spreadsheet simulation is given by the following short formula:

RC = RC - .25*h*( (RC-RC[-1]) + (RC-RC[1]) + (RC-R[-1]C) + (RC-R[1]C) )

Only a proportion h, dependent on the presumed length of the time interval, of the total amount
is exchanged. The two images below are the initial state (a single initial hot spot) and the results
(after 1, 700 iterations) of such a simulation for h = .01 and the temperature at the border fixed
at 0:

On a larger scale, the simulation produces a realistic circular pattern:

A more careful look reveals that to model heat transfer, we need to separately record the exchange
of heat with each of the adjacent rooms.
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The process we are to study obeys the following law of physics.

Newton’s Law of Cooling: The rate of cooling of an object is proportional to the difference
between its temperature and the ambient temperature.

This law is nothing but a version of the ODE of population growth and decay – with respect to the
exterior derivative dt over time. For each cell there are four adjacent cells and four temperature
differences, dx, to be taken into account. The result is a partial differential equation (PDE).

Below, we derive a PDE of forms for the diffusion process. The setup is as follows. A certain
material is contained in a grid of rooms and each room (an n-cell) exchanges the material with its
neighbors through its walls ((n−1)-cells). We will assume initially that the space is the standard
cubical complex Rn and the time is the standard complex R. For now, we ignore the geometry
of time and space.

Dually, one can think of pipes (1-cells) connecting compartments or ponds (0-cells) in the centers
of the rooms each of which exchanges the material with its neighbors. We will use both of the
two approaches.

Below, the rooms are blue, the walls are green, and the pipes are gray:

We assume that the time increment is long enough
• for the material in each room to spread uniformly; or
• for the material to pass from one end of the pipe to the other.

What makes this different from ODEs is that the forms will have two degrees – with respect to
location x and with respect to time t.

The amount of material U = U(α, t) is simply a number assigned to each room α which makes it
an n-form. It also depends on time which makes it a 0-form. We call it an (n, 0)-form, an n-form
with respect to location and a 0-form with respect to time.

Definition 3.1. In the product of two cubical complexes K × L, an differential (k,m)-form is a
real-valued linear operator defined on cells a× b, where a is a k-cell in K and b is an m-cell in L.

The outflow gives the amount of flow across an (n− 1)-face (from the room to its neighbor) per
unit of time. It is also a number assigned to each “pipe” p that goes through each wall from one
cell to the next. So, F = F (p, t) is a dual (n− 1, 0)-form.

Notation:
• dt is the exterior derivative with respect to time (simply the difference in R); and
• dx is the exterior derivative with respect to location.

Below, we routinely suppress t for the second variable.
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The “conservation of matter” in cell α gives us the following. The change of the amount of the
material in room α over the increment of time is equal to

dtU(α) = −
(

sum of the outflow F across the walls of α

)
.

Naturally, the walls form the boundary ∂α of α. Therefore, we have

dtU(α) = −F ⋆(∂α)

or, by the Stokes Theorem,
dtU(α) = −(dxF ⋆)(α).

Now, we need to express F in terms of U . The flow F (a⋆) = F ⋆(a) through wall a of room α is
proportional to the difference of the amounts of material (or, more precisely, the density) in α
and the other room adjacent to a. So,

F ⋆(a) = −k(a)dx(⋆U)(a⋆).

Here, k(a) ≥ 0 represents the permeability of the wall a at a given time. Since a is an (n−1)-cell,
k is an (n− 1)-form with respect to space. It is also a 0-form with respect to time.

The result of the substitution is a PDE of second degree called the diffusion equation of forms:

dtU = dx ⋆ kdx ⋆ U

The right-hand side is seen in the Hodge duality diagram below. We start with U in the right
upper corner and make the full circle:

Cn−1(K)
dx−−−−−→ Cn(K) ∋ Uy⋆

x 6=
y⋆

x
C1(K⋆)

dx←−−−−−C0(K⋆)

The multiplication by k is implied.

In general, k cannot be factored out. Unless of course k happens to be constant with respect to
space; then the right-hand side is kU ′′.

This was an outline. In the following, we develop both the mathematics and the simulations for
progressively more complex settings.

3.2 Simulating diffusion with a spreadsheet

For the simplest spreadsheet simulation, let’s “trivialize” the above analysis. We start with
dimension 1.

The material is contained in a row of rooms and each room exchanges the material with its two
neighbors through its walls. The amount of material is a (1, 0)-form.

The outflow, the amount of flow across a wall (from the room to its neighbor) per unit of time,
F = F (p, t) is a (1, 1)-form over the dual complex.

Suppose
• a = AB is one of the rooms;
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• b, c are the two adjacent rooms, left and right;
• A,B are the walls of a, left and right;
• p = A⋆, q = B⋆ are the two pipes from a, left and right.

As the material is conserved, we know that dtU(a) is the negative of the sum of the outflow F (·)
across the two walls of a. The flow is positive at A if it is from left to right and the opposite for
B; then:

dtU(a) = −
(
F ⋆(A)− F ⋆(B)

)
= F ⋆(A)− F ⋆(B),

which is the exterior derivative of a 0-form. The flow through a wall is proportional to the
difference of amounts of material in the two adjacent rooms:

F ⋆(A) = −k(A)
(
U(a)− U(b)

)
,

F ⋆(B) = −k(B)
(
U(c)− U(a)

)
,

where k ≥ 0 is the permeability, a (0, 0)-form. Then:

dtU =
(
− k(A)

(
U(a)− U(b)

))
−
(
− k(B)

(
U(c)− U(a)

))
.

The right-hand side becomes the increment in the recursive formula for the simulation:

U(a, t+ 1) := U(a, t) +
[
− k(a)

(
U(a)− U(a− 1)

)
+ k(a+ 1)

(
U(a+ 1)− U(a)

)]
.

The initial state is shown below:

Note: When the domain isn’t the whole space, the pipes at the border of the region have to be
removed. In the spreadsheet, we use boundary conditions to substitute for the missing data.

The result after 1, 500 iterations is shown next:
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One can clearly see how the density becomes uniform eventually – but not across an impenetrable
wall (k(A5) = 0).

Note: See the files online.

Exercise 3.2. For an infinite sequence of rooms, what is the limit of U as t→∞?

Exercise 3.3. Create a simulation for a circular sequence of rooms. What is the limit state?

Exercise 3.4. Generalize the formula to the case when the permeability of walls depends on the
direction.

Next, dimension 2.

The amount of material U = U(τ, t) is a 2-form with respect to location and a 0-form with respect
to time.

The outflow gives the amount of flow across a 1-face (from the room to its neighbor) per unit of
time. It is simply a number assigned to each “pipe” p that goes through each wall from one cell
to the next. So, F = F (p, t) is a (1, 1)-form, but over the dual grid.

The “conservation of matter” for cell τ implies that the change of the amount of the material
over the increment of time dtU(τ) is, as before, the negative sum of the outflow F (·) across the
four walls of τ : a, b, c, d. Let’s rewrite the latter:

= −
(
F ⋆(a) + F ⋆(b) + F ⋆(c) + F ⋆(d)

)
= −F ⋆(a+ b+ c+ d).

Now, we need to express F in terms of U . The flow F (a⋆) = F ⋆(a) through face a of cell τ is
proportional to the difference of the amounts of material in τ and the other 2-cell adjacent to a.
So,

F ⋆(a) = −kdx(⋆U)(a⋆).

Exercise 3.5. Demonstrate how the above analysis leads to the “naive” spreadsheet simulation
presented in the beginning of the section.

Note: One needs to use a buffer (an extra sheet); otherwise Excel’s sequential – cell-by-cell in
each row and then row-by-row – manner of evaluation will cause a skewed pattern:

A simulation of heat transfer from a single cell is shown below:

Note: See the files online.

Exercise 3.6. (a) What kind of medium would create an oval diffusion pattern? Demonstrate.
(b) What about an oval not aligned with the axes?

Exercise 3.7. Modify the formula to create a simulation for diffusion on the torus.
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3.3 Diffusion on metric complexes

We have used interchangeably “amount of material” and “density of material”. The reason is
that we ignore the possibility of cells of different sizes (and shapes) by assuming the simplest
geometry.

We have modeled heat transfer with this formula:

RC = RC - k*( (RC-RC[-1]) + (RC-RC[1]) + (RC-R[-1]C) + (RC-R[1]C) )

What if the horizontal walls are longer than the vertical ones? Then more heat should be
exchanged across the vertical walls than the horizontal ones.

We can change the coefficients of “vertical” differences in the above formula to reflect that:

RC = RC - k*( .5*(RC-RC[-1]) + .5*(RC-RC[1]) + 2*(RC-R[-1]C) + 2*(RC-R[1]C) )

We can see how the material travel farther – as measured by the number of cells – in the vertical
direction (second image) than normal (first image):

Yet, if we stretch – justifiably – the cells in the spreadsheet horizontally (third image), the pattern
becomes circular again!

In summary, the amount of heat exchanged between two rooms is proportional to:
• the temperature difference,
• the permeability of the wall (dually: the conductance of the pipe),
• the area of the wall that separates them (dually: the cross section of the pipe), and
• inversely, to the distance between the centers of mass of the rooms (dually: the length of

the pipe).

Let’s split the data into three categories:
• the adjacency of rooms (and the pipes) is the topology,
• the areas of the walls (and the lengths of the pipes) is the geometry, and
• the properties of the material of the walls (and the pipes) is the physics.

They are given by, respectively:
• the cell complex K,
• the Hodge star operator ⋆m : Cm(K)→ Cn−m(K⋆), and
• the (n− 1)-form k over K.

Suppose the geometry of space is supplied by means of the m-dimensional volume |b| of each
m-cell b – in both primal and dual complexes K and K⋆. Now, the mth Hodge star is a diagonal
matrix whose entries are the ratios of dual and primal volumes (up to a sign) in each dimension
m = 0, 1, ..., n:

⋆mii = ±
|a⋆i |
|ai|

.
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Similarly the geometry of time is supplied by means of the length |t| of each time interval (1-cell)
t – in both primal and dual complexes R and R⋆. The Hodge star is a diagonal matrix whose
entries are the reciprocals of the lengths of these intervals:

⋆1ii = ±
1

|ti|
.

Recall that the right-hand side of our equation is the familiar second derivative (with respect to
space) of an n-form with an extra factor k:

(kUx)x := (kU ′)′ = dx ⋆ kdx ⋆ U.

As before, this expression is seen in the Hodge duality diagram, with the factors that come from
the star operators also shown:

Cn−1(K)
dx−−−−−−−−−→ Cn(K) ∋ Ux×

|an−1|k(an−1)

|b1|
6=

y×
|b0|
|an|

C1(K⋆)
dx←−−−−−−−−− C0(K⋆),

where am is a primal m-cell and bm is a dual m-cell.

If we are to use the derivative, instead of the exterior derivative, with respect to time, we need to
consider two issues. First, let’s recall that when studying ODEs we used the function q : C1(R)→
C0(R) given by

q
(
[i, i+ 1]

)
= i,

to make the degrees of the forms, with respect to time, match. Second, in addition to the above
list, the amount of material exchanged between two rooms is also proportional to the length of
the current time interval |t|. Then our PDE takes the form:

dtUq
−1 = (kUx)x|t|,

with both sides (n, 0)-forms. Consider the first derivative with respect to time:

Ut := U ′ = ⋆dtU = 1
|t|dtU.

Definition 3.8. Given a metric complex K of dimension n, the diffusion equation is:

Utq
−1 = (kUx)x,

where U is an (n, 0)-form over K × R.

The abbreviated version is below.

Ut = (kUx)x

Definition 3.9. An initial value problem (IVP) for diffusion is a combination of the diffusion
equation and an initial condition (IC):

Ut = (kUx)x, U(·, A0) = u0 ∈ Cn(K).

Then a (n, 0)-form U on K × R ∩ {A ≥ A0} that satisfies both conditions is called a (forward)
solution of the IVP.
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Because the exterior derivative with respect to time is simply the difference of values, a solution
is easy to construct iteratively.

Theorem 3.10 (Existence and Uniqueness). The solution to the IVP above exists and is
given by

U(·, A0) := u0, U(·, A+ 1) := U(·, A) + (kUx)x(·, A)|[A,A+ 1]|, ∀A ≥ A0,

provided 1
|a| ∈ R for every cell a in K ⊔K⋆.

Exercise 3.11. Provide a weaker sufficient condition for existence.

Note: Boundary values problems lie outside the scope of this book.

Example 3.12. The choice of

K = R
2, R = Z2,

produces this simple “cellular automaton”:

�

Exercise 3.13. Derive the dual diffusion equation: “Suppose the material is located in the nodes
of a graph in Rn and the amount of material is represented by a 0-form V ...”

Note: One can allow the physics to be absorbed into the geometry. As the transfer across a
primal (n − 1)-cell a is proportional to its permeability k(a), we can simply replace the volume
|a| of a with k(a)|a|, provided k 6= 0. Then the right-hand side of our equation becomes the
Laplacian (with respect to space) Uxx = ∆U .

We test the performance of this equation next.

3.4 How diffusion patterns depend on the sizes of cells

Let’s consider diffusion over a 1-dimensional metric cubical subcomplex of R.

The diagonal elements of the Hodge star operator for dimension n = 1 are:

⋆1ii =
|point|
|edge| =

1

length
=

1

|ai|
.

Then ⋆1 and ⋆0 give us our Hodge duality diagram:

C0(K)
d−−−−→ C1(K) ∋ Ux×

|b|
1 6=

y× 1
|a|

C1(K⋆)
d←−−−−C0(K⋆),
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where a, b are primal and dual 1-cells respectively. The right-hand side of our equation will have
extra coefficients: the lengths of the cells appear twice as we make a full circle.

First, it’s the length of the cell itself, 1
|a| . Then the equation will contain:

U(a)

|a| .

That’s the density of the material inside a.

Second, it’s the lengths of the 1-cells dual to the endpoints of a = AB:

1

|A⋆| ,
1

|B⋆| .

The denominators are the lengths of the pipes.

Conclusion: The amount of material exchanged by a primal 1-cell a with its neighbor a′ is
• directly proportional to the difference of density in a and a′, and
• inversely proportional to the length of the pipe that leaves a for a′.

To confirm these ideas, we run a spreadsheet simulation below:

With a single initial spike in the middle, we see that the amounts of material in the smaller cells
on the right:

|a5| = |a6| = |a7| = |a8| = |a9| = 1,

quickly become uniform, while the larger ones on the left:

|a1| = |a2| = |a3| = |a4| = 10,

develop slower.

Note: See the files online.

Exercise 3.14. Find the speed of propagation of the material in a uniform grid as a function of
the length of the cell.

Exercise 3.15. Suppose we have two rods made of two different kinds of metal soldered together
side by side. The cells will expand at two different rates when heated. Model the change of its
geometry and illustrate with a spreadsheet. Hint: Assign a thickness to both.

For dimension n = 2, we know the diagonal entries in the case of a rectangular grid R2:

⋆2ii =
1

area
, ⋆1ii =

length

length
.
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Then ⋆2 and ⋆1 give us our Hodge duality diagram:

C1(K)
d−−−−→ C2(K) ∋ Ux×

|b|
|a|

6=
y× 1

|σ|

C1(K⋆)
d←−−−−C0(K⋆),

where a, b are primal and dual 1-cells respectively and σ is a 2-cell.

Just as above, we notice that U(σ)/|σ| is the density inside σ. The second coefficient |a|/|a⋆| is
new. We see here the 1-cell that represents the wall and its dual that represents the pipe:

length of the wall

length of the pipe
.

Conclusion: The amount of material exchanged by a primal 2-cell σ with its neighbor τ is
• directly proportional to the difference of density in σ and that of τ ,
• inversely proportional to the length of the pipe from σ to τ , and
• directly proportional to the length of the wall (thickness of this pipe).

If we use the 2× 1 grid, we have the following lengths of 1-cells:
• horizontal primal: |a| = 2, dual: |a⋆| = 1;
• vertical primal: |a| = 1, dual: |a⋆| = 2.

Then the Excel formula is the same as the one discussed above:

RC = RC - .0025*( .5*(RC-RC[-1]) + .5*(RC-RC[1]) + 2*(RC-R[-1]C) + 2*(RC-R[1]C) )

This formula, with a single source, produces a circular pattern on a spreadsheet with appropriately
sized cells, as expected:

Exercise 3.16. Show that with the horizontal walls impenetrable, the transfer pattern will be
identical to the 1-dimensional pattern.

To summarize, the material flows from room σ to room τ through what appears to be a pipe of
length |a⋆| and width |a|:
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3.5 How diffusion patterns depend on the angles between cells

What if the wall between two rooms is slanted? Does it affect the amount of liquid that crosses
to the other room?

If two walls are made of the same material (and of the same thickness), the slanted one will allow
less liquid to flow through the pipe. In fact, what matters is the normal component of the flow
across the wall.

We arrive to the same idea if, dually, we expand our pipe, a⋆, to the largest possible width, |a|:

Then a is a (possibly non-orthogonal) cross-section of pipe a⋆.

Now, to make this more precise, consider the general case of an n-dimensional room, σ, with an
(n− 1)-dimensional wall, a, and still a 1-dimensional pipe, a⋆. It is illustrated below for n = 3:

As before, we are looking at the angle α between the normal c = a⊥ of the wall a and the pipe
a⋆. Then
• the normal component of the flow is acquired by multiplying by the cosine of the angle

between a and a⋆.

Conclusion: The amount of material exchanged by a primal n-cell σ with its neighbor τ is
• directly proportional to the difference of density in σ and that of τ ; i.e., U(σ)/|σ|−U(τ)/|τ |,
• inversely proportional to the length |a⋆| of the pipe a⋆ that leaves σ for τ ,
• directly proportional to the area |a| of the wall a, and
• directly proportional to the cosine of the angle between this pipe and this wall, cos âa⋆.

Next, the iterative formula.

The boundary – as a chain – of a cell is the sum of its boundary cells taken with appropriate
orientations:

∂σ =
∑

a∈∂σ

±a.
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Therefore, the net change of material in cell σ is the sum of the amounts exchanged through its
boundary cells:

U(σ, t+ 1)− U(σ, t) =
∑

∂σ

|a|
|a⋆| cos âa

⋆
[
U(σ)
|σ| −

U(τa)
|τa|

]
,

where

τa := σ + (∂a⋆)⋆

is the n-cell that shares wall a with σ.

It is easy to confirm that the right-hand side is nothing but the same expression ⋆d⋆dU as before.
What has changed is the coefficients of the matrix of the Hodge star operator of the new geometry
of the complex:

⋆kii =
|ai|
|a⋆

i
| cos âia

⋆
i ,

where ai is the ith k-cell. Recall that the feature of a non-rectangular geometry is that the angles
cos âa⋆ 6= 1.

Exercise 3.17. Create a spreadsheet for the above formula and confirm the results presented
below.

With this formula, we are able to study diffusion or heat transfer through an anisotropic or even
irregular pattern, such as fabric, plant cells, or sunflower seeds:

Example 3.18 (trapezoid grid). Consider this trapezoid grid:

It is made from a square grid by turning the vertical edges by the same angle alternating left and
right. According to our analysis, the horizontal flow will be slower than before, but what about
vertical? �

Exercise 3.19. (a) Compare the speed of the horizontal flow and the vertical to those of the
original grid. (b) Verify the conclusion with a simulation.

Example 3.20 (rhomboid grid). Consider now the rhomboid grid:



614 CHAPTER VII. FLOWS

The pattern isn’t circular anymore! And it not aligned with the directions of the walls:

This is how this pattern is acquired. Even with slanted walls, the exchange with each of the
four adjacent cells remains identical. That’s why the result of the spreadsheet simulation is still
circular (left):

The pattern is shown circular, however, only because the spreadsheet displays the shapes of the
cells as squares. To see the true pattern, we have to skew the image (right) in such a way that
the squares become rhombi.

The outcome may seem unexpected because the physics appears to be symmetric. It is true that
the pattern of the flow is identical for the two directions along the grid, and therefore, the speed
of propagation in either of the two directions is the same, just as before. Still, what about the
other directions? Below, the red and green segments are equal in length, but to follow the red
one, we would have to cross more walls than for the green:

We conclude that the skewed pattern is caused by the “anisotropic” nature of the medium. �

Exercise 3.21. (a) Verify these conclusions with a simulation. (b) What are the directions of
the fastest and the slowest propagation? Explain.

Exercise 3.22. To study a triangular grid, one needs a non-cubical cell complex. Use a spread-
sheet to model diffusion on a triangular grid produced by diagonally cutting the squares.

3.6 The PDE of wave propagation

Previously, we studied the motion of an object attached to a wall by a (mass-less) spring. Imagine
this time a string of objects connected by springs:
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Just as above, we will provide the mathematics to describe the following three parts of the setup:
• the topology of the cell complex L of the objects and springs,
• the geometry given to that complex such as the lengths of the springs, and
• the physics represented by the parameters of the system such as those of the objects and

springs.

Let u(t, x) be the function that measures the displacement from the equilibrium of the object
associated with position x at time t (we will suppress t). It is an algebraic quantity:

u = u(t, x) ∈ R.
As such, it can represent quantities of any nature that may have nothing to do with a system of
objects and springs; it could be an oscillating string:

Here, the particles of the string are vertically displaced while waves propagate horizontally (or
we can see the pressure or stress vary in a solid medium producing sound).

First, we consider the spatial variable, x ∈ Z. We think of the array – at rest – as the standard
1-dimensional cubical complex L = Rx. The complex may be given a geometry: each object has
a (possibly variable) distance h = ∆x to its neighbor and the distance between the centers of the
springs has length ∆x⋆. We think of u as a form of degree 0 – with respect to x.

According to Hooke’s law, the force exerted by the spring is

FHooke = −kdf,
where df ∈ R is the displacement of the end of the spring from its equilibrium state and the
constant, stiffness, k ∈ R reflects the physical properties of the spring. If this is the spring that
connects locations x and x+ 1, its displacement is the difference of the displacements of the two
objects. In other words, we have:

df = u(x+ 1)− u(x).
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Therefore, the force of this spring is

Hx,x+1 = k
[
u(x+ 1)− u(x)

]
.

Since k can be location-dependent, it is a 1-form over L.

Now, let H be the force that acted on the object located at x. There are two Hooke’s forces
acting on this object from the two adjacent springs: Hx,x−1 and Hx,x+1. Therefore, we have:

H = Hx,x−1 +Hx,x+1

= k
[
u(x− 1)− u(x)

]
+k

[
u(x+ 1)− u(x)

]

= −(kdxu)[x− 1, x] +(kdxu)[x, x+ 1].

Next, we investigate what this means in terms of the Hodge duality. These are the duality
relations of the cells involved:

[x− 1, x]⋆ = {x− 1/2},
[x, x+ 1]⋆ = {x+ 1/2},
{x}⋆ = [x− 1/2, x+ 1/2].

Then the computation is straight-forward:

H = (kdxu)
(
[x+ 1, x]− [x, x− 1]

)

= (kdxu)
(
{x+ 1/2}⋆ − {x− 1/2}⋆

)

= (⋆kdxu)
(
{x+ 1/2} − {x− 1/2}

)

= dx(⋆kdxu)
(
[x− 1/2, x+ 1/2]

)

= dx(⋆kdxu)(x
⋆)

= ⋆dx ⋆ kdxu(x)
= ⋆dxk

⋆ ⋆ dxu(x)
= (k⋆ux)x(x).

Note that for a constant k, we are dealing with the second derivative of the 0-form u with respect
to space:

u′′ = ⋆dx ⋆ dxu = ∆u.

Compare it to the second derivative of a 1-form U with respect to space:

U ′′ = dx ⋆ dx ⋆ U = ∆U,

which we used to model 1-dimensional diffusion. The difference is seen in the two different starting
points in the same Hodge duality diagram:

u ∈ C0(Rx)
dx−−−−−→C1(Rx) ∋ Ux⋆ 6=

y⋆

C1(R⋆x)
dx←−−−−−C0(R⋆x)

Then,
dxu

′′ = (dxu)
′′.

Second, we consider the temporal variable, t ∈ Z. We think of time as the standard 1-dimensional
cubical complex Rt. The complex is also given a geometry. It is natural to assume that the
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geometry has no curvature, but each increment of time may have a different duration (and,
possibly, ∆t 6= ∆t⋆). We think of u as a form of degree 0 with respect to t.

Now suppose that each object has mass m. Then, by the Second Newton’s Law, the total force
is

F = m · a,
where a is the acceleration. It is the second derivative with respect to time, i.e., this 0-form:

a = utt := ⋆dt ⋆ dtu.

The mass m is a 0-form too and so is F . Note that the stiffness k is also a 0-form with respect
to time.

Now, with these two forces being equal, we have derived the wave equation of differential forms:

mutt = (k⋆ux)x.

If k and m are constant forms (and R is a field), the wave equation takes a familiar shape:

utt =
k
muxx.

Exercise 3.23. Derive the dual (with respect to space) wave PDE.

3.7 Solutions of the wave equation

Now we will derive the recurrence relations.

First, we assume that the geometry of the time is “flat”: ∆t = ∆t⋆. Then the left-hand side of
our equation is

mdttu = m
u(x, t+ 1)− 2u(x, t) + u(x, t− 1)

(∆t)2
.

For the right-hand side, we can use the original expression:

⋆dx ⋆ kdxu = k
[
u(x− 1)− u(x)

]
+ k

[
u(x+ 1)− u(x)

]
.

Second, we assume that k and m are constant. Then just solve for u(x, t+ 1):

u(x, t+ 1) = 2u(x, t)− u(x, t− 1) + α
(
u(x+ 1, t)− 2u(x, t) + u(x− 1, t)

)
,

where

α := (∆t)2
k

m
.

To visualize the formula, we arrange the terms in a table:

x− 1 x x+ 1
t+ 1 u(x, t+ 1)
t = αu(x− 1, t) +2(1− α)u(t, x) +αu(x+ 1, t)
t− 1 −u(x, t− 1)

Even though the right-hand side is the same, the table is different from that of the (dual) diffusion
equation. The presence of the second derivative with respect to time makes it necessary to look
two steps back, not just one. That’s why we have two initial conditions.
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We suppose, for simplicity, that α = 1.

Example 3.24. Choosing the simplified settings allows us to easily solve the following initial
value problem:

utt = uxx;

u(x, t) =





1 if t = 0, x = 1;

0 if t = 0, x 6= 1;

1 if t = 1, x = 2;

0 if t = 1, x 6= 2.

Initially, the wave has a single bump and then the bump moves one step from left to right. The
negative values of x are ignored.

Now, setting k = 1 makes the middle term in the table disappear. Then every new term is
computed by taking an alternating sum of the three terms above, as shown below:

t\x 1 2 3 4 5 6 7 ..
0 1 0 0 0 0 [0] 0 ..
1 0 1 0 0 [0] 0 [0] ..
2 0 0 1 0 0 (0) 0 ..
3 0 0 0 1 0 0 0 ..
4 0 0 0 0 1 0 0 ..
5 0 0 0 0 0 1 0 ..
.. .. .. .. .. .. .. .. ..

We can see that the wave is a single bump running from left to right at speed 1:

�

Exercise 3.25. (a) Solve the two-sided version of the above IVP. (b) Set up and solve an IVP
with 2 bumps, n bumps.

Exercise 3.26. Implement a spreadsheet simulation for the case of non-constant m. Hint: you
will need two buffers.

Next, we consider the case of finite string of springs and weights:
• the array of identical weights (m is constant) consists of N weights,
• the weights are distributed evenly over the length L := (N − 1)∆x,
• the total mass is M := Nm,
• the springs are identical (k is constant),
• the total spring constant of the array is K := k/N ,
• the geometry of the space is “flat”: ∆x = ∆x⋆.

We can rewrite the above explicitly:

m
u(x, t+ 1)− 2u(x, t) + u(x, t− 1)

(∆t)2

= k
[
u(x+ 1, t)− 2u(x, t) + u(x− 1, t)

]
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Or,

u(x, t+ 1)− 2u(x, t) + u(x, t− 1)

(∆t)2

=
k(∆x)2

m

u(x+ 1, t)− 2u(x, t) + u(x− 1, t)

(∆x)2

=
k/N(N∆x)2

Nm

u(x+ 1, t)− 2u(x, t) + u(x− 1, t)

(∆x)2

=
K(L+∆x)2

M

u(x+ 1, t)− 2u(x, t) + u(x− 1, t)

(∆x)2
.

Solving for u(x, t+ 1), we obtain the same formula:

u(x, t+ 1) = 2u(x, t)− u(x, t− 1) + α
[
u(x+ 1, t)− 2u(x, t) + u(x− 1, t)

]
,

with a new coefficient:

α :=

(
∆t

∆x

)2
K(L+∆x)2

M
.

Exercise 3.27. Set up and solve the IVP for the finite string, for the simplified settings. Hint:
mind the ends.

3.8 Waves in higher dimensions

We next consider an array of objects connected by springs, both vertical and horizontal:

The forces exerted on the object at location x are the four forces of the four springs attached to
it:

H = Hx,x−1 +Hx,x+1 +Hy,y−1 +Hy,y+1

= k[u(x− 1, y)− u(x, y)]
+k[u(x+ 1, y)− u(x, y)]
+k[u(x, y − 1)− u(x, y)]
+k[u(x, y + 1)− u(x, y)].

We still consider only 0- and 1-forms but on the standard 2-dimensional cubical complex L = R2.
Hodge duality is slightly more complicated here. As an example, these are a 1-form ϕ and its
dual 1-form ϕ∗:
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Just as in the 1-dimensional case, each bracketed term in the expression for F is the exterior
derivative: two with respect to x and two with respect to y:

k[u(x− 1, y)− u(x, y)] = kdxu([x, x− 1], y),
k[u(x+ 1, y)− u(x, y)] = kdxu([x, x+ 1], y),
k[u(x, y − 1)− u(x, y)] = kdyu(x, [y, y − 1]),
k[u(x, y + 1)− u(x, y)] = kdyu(x, [y, y + 1]).

We can rearrange these terms as they all start from (x, y):

H = kdu





+{x} × [y, y + 1]
+[x, x− 1]× {y} +[x, x+ 1]× {y}

+{x} × [y, y − 1]



 ,

where d = (dx, dy). To get the duals of these edges, we just rotate them counterclockwise. Then,

H = kd⋆u





+[x+, x−]× {y+}
+{x−} × [y+, y−] +{x+} × [y−, y+]

+[x−, x+]× {y−}



 ,

where “±” stands for “±1/2”.
Observe that the dual edges are aligned counterclockwise along the boundary of the square
neighborhood [x−, x+]× [y−, y+] of the point (x, y). That neighborhood is the Hodge dual of this
point. We recognize this expression as a line integral:

H =

∫

∂(⋆(x,y))

⋆kdu.

Now by the Stokes Theorem, the integral is equal to:

H = ⋆dx ⋆ kdxu.

Since the left-hand side is the same as before, we have the same wave equation:

mutt = (k⋆ux)x.

In general, the medium may be non-uniform and anisotropic, such as wood:

We model the medium with a graph of springs and objects with a possibly non-trivial geometry:
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We are now in the same place as with the diffusion equation. We split the data into three
categories:
• 1. the adjacency of the springs (and the objects) is the topology,
• 2. the lengths of the springs (and the angles and the areas of their cross-sections) is the

geometry, and
• 3. the Hooke’s constants of the springs is the physics.

They are given by, respectively:
• 1. the cell complex L,
• 2. the Hodge star operator ⋆m : Cm(L)→ Cn−m(L⋆), and
• 3. the primal 1-form k ∈ C1(L).

The two complexes dual to each other are shown below:

The total force that affects the object located at vertex x in L is

F = ⋆

∫

∂(⋆x)

⋆kdu.

Therefore, we end up with the same wave equation as above. Its right-hand side is seen as the
full circle in the Hodge duality diagram:

u ∈ C0(L)
dx−−−−−−−−−→ C1(L)x×

|a0|
|bn|

6=
y×

|bn−1|

|a1|

Cn(L⋆)
dx←−−−−−−−−− Cn−1(L⋆),

where a and b are dual.

The geometry of the primal complex L is given first by the lengths of the springs. What geometry
should we give to the dual complex K = L⋆?

First, the meaning of the coefficients of the Hodge star operator are revealed to be represented by
the stiffness k(a) of spring a. In fact, it is known to be directly proportional to its cross-sectional
area |b| and inversely proportional to its length |a|:

k(a) := E
|b|
|a| ,

where E is the “elastic modulus” of the spring. Plainly, when the angles are right, we have simply
b = a⋆.
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Second, we assign the reciprocals of the masses to be the n-volumes of the dual n-cells:

|x⋆| := 1

m(x)
.

Then we have the simplified – with the physics taken care of by the geometry – wave equation,

utt = (E⋆ux)x,

where E is the 1-form of elasticity. Its right-hand side is seen as the full circle in the Hodge
duality diagram modified accordingly:

u ∈ C0(L)
dx−−−−−−−−−→ C1(L)x× 1

m(bn)
6=

y×k(a1)

Cn(L⋆)
dx←−−−−−−−−−Cn−1(L⋆)

3.9 Simulating wave propagation with a spreadsheet

The recurrence formula for dimension 1 wave equation and constant k and m is:

u(x, t+ 1) = 2u(x, t)− u(x, t− 1) + α
[
u(x+ 1, t)− 2u(x, t) + u(x− 1, t)

]
,

with

α := (∆t)2
k

m
.

We put these terms in a table to be implemented as a spreadsheet:

x− 1 x x+ 1
t− 1 −u(x, t− 1)
t = αu(x− 1, t) +2(1− α)u(t, x) +αu(x+ 1, t)
t+ 1 u(x, t+ 1)

The simplest way to implement this dynamics with a spreadsheet is to use the first two rows for
the initial conditions and then add one row for every moment of time. The Excel formula is:

= R1C5*R[-1]C[-1] + 2*(1-R1C5)*R[-1]C + R1C5*R[-1]C[1] - R[-2]C

Here cell R1C5 contains the value of α.

Note: See the files online.

Example 3.28. The simplest propagation pattern is given by α = 1. Below we show the
propagation of a single bump, a two-cell bump, and two bumps:

�

Exercise 3.29. Modify the spreadsheet to introduce walls into the picture:
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Exercise 3.30. Modify the spreadsheet to accommodate non-constant data by adding the follow-
ing, consecutively: (a) the stiffness k (as shown below), (b) the masses m, (c) the time intervals
|∆t|.

The 2-dimensional case is treated with the formula given in the last subsection. This is the result
of a circular wave with a single source bouncing off the walls of a square box.

Exercise 3.31. Implement the wave illustrated on the first page of this chapter.

Example 3.32. The choice of

K = R
2, R = Z2,

produces this simple “cellular automaton”:

�
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4 Social choice

4.1 The paradox of social choice

Let’s review what we have learned about the problem of social choice.

Suppose we are to develop a procedure for finding a fair compromise on a choice of location (such
as a camp in a forest) for two individuals:

We discovered that there is no such solution when the homology of the forest is non-trivial, such
as one with a lake in the middle.

This is a more general setup. There are m voters, or agents, making their selections:
• the space of choices is a simplicial complex W ;
• the choice made by the kth voter is a vertex A in W .

Then a solution to the social choice problem is a compromise-producing rule, i.e., a function that
converts the m choices into one:

f : (A1, ..., Am) 7→ B,

where A1, ..., Am, and B are vertices in K, that satisfies the following three conditions:
• Continuity (Stability Axiom): The function f : Wm → W generated by its values on

the vertices is a simplicial map.
• Symmetry (Anonymity Axiom): The function is symmetric; i.e.,

fs = f, ∀s ∈ Sm.

• Diagonality (Unanimity Axiom): The function restricted to the diagonal of Wm is the
identity; i.e.,

fδ = Id .

Here, and below, δ is the diagonal function:

δ(x) = (x, ..., x).

The analysis relied on the concept of a mean of degree m on set X as a function f : Xm → X
which is both symmetric and diagonal. Algebraic means are homomorphisms while topological
means are continuous maps.

Theorem 4.1. There is an algebraic mean of degree m on an abelian group G if and only if G
allows division by m. In that case, the mean is unique and is given by the standard formula.

Theorem 4.2. If G is a free abelian group and f : Gm → G is a symmetric homomorphism such
that, for some integer q, we have:

fδ = q Id .

then, m
∣∣q. Moreover, f is a multiple of the sum,

Σ(x1, ..., xm) = x1 + ...+ xm.
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From these theorems, we concluded that the topological diagram below cannot be completed –
because the algebraic one cannot be completed (over ring R = Z):

X
δ−−−−→ Xm Hp(X)

δ∗−−−−−→Hp(X
m)

Id ց
yf=?

H−−−−−−−−→ Id ց
yf∗=?

X Hp(X)

The topological conclusion is the following.

Theorem 4.3. Suppose X is path-connected and has torsion-free integral homology. If there is
a topological mean on X then X is acyclic.

As a corollary, we proved the following “impossibility theorem”.

Theorem 4.4 (Impossibility). Suppose the space of choices W is path-connected and has
torsion-free homology. Then the social choice problem on W has no solution unless W is acyclic.

The conclusion, though surprising, isn’t counter-intuitive. It is a common sense observation that
excluding some options might make compromise impossible. Inevitably, a compromise-producing
rule also becomes impossible.

Example 4.5 (political creeds). The six statements below are meant to represent an open
cover of the political spectrum (in the US). In other words, we assume that everyone supports at
least one of these statements:
• 1. Government is a problem solver.
• 2. Government is a force for social justice.
• 3. Private property is a cornerstone of society.
• 4. Capitalism is the problem.
• 5. Government is the problem.
• 6. State should not exist.

We call the sets of individuals supporting these statements U1, ..., U6 respectively. We now assign
letters to the intersections of these sets. This way, we classify all individuals based on which
statements they support under the assumption that no-one supports more than two:
• 1 and 2: D := U1 ∩ U2,
• 1 and 3: R := U1 ∩ U3,
• 2 and 4: S := U2 ∩ U4,
• 3 and 5: L := U3 ∩ U5,
• 4 and 6: C := U4 ∩ U6,
• 5 and 6: A := U5 ∩ U6.

We now build the nerve of this cover. The sets become the vertices and the intersections become
the edges. The result is the circle S1. Keep in mind that only the adjacency is represented in
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the complex and only the adjacency is illustrated; none of these concepts apply: “left-right”,
“close-far”, “between”, “opposite”, or “extreme”:

The theorem above then claims that, if these issues are put to the vote, there can be no electoral
system that would always produce a fair compromise, whether it is an idea or an individual. �

Exercise 4.6. For the above example, use the possible sizes of the voter populations to create a
filtration and evaluate its persistent homology.

A similar analysis shows that a compromise on colors may also be impossible – without the gray:

In an attempt to resolve this “paradox”, we will allow choices that are more complex than just
a single location or outcome. The topology of the space of choices will no longer be a problem.

4.2 Ratings, comparisons, ranking, and preferences

Instead of just pointing out an ideal location, either of the two hikers may attempt to express a
more complex set of preferences.

Typically, the hiker can assign a number to each location in the forest reflecting his appreciation
(i.e., the utility) of this choice. In the discrete interpretation, we suppose there are three camp
sites, A,B,C, set up in the forest. Then hiker X assigns a number to each camp site.

Then X’s vote is a triple (a, b, c) ∈ R3, and so is Y ’s, where R = R or Z is our ring of coefficients.
The goal is to find a triple that best approximates the desires of the two. A compromise-producing
rule for the two hikers is then a function:

f : R3 ×R3 → R3.

Even though Continuity doesn’t apply anymore, Symmetry and Diagonality are natural require-
ments. We will see that such a function still might not exist, depending on our choice of R.

The main examples of this, more sophisticated choice-making are:
• ratings: X(A) = 1, X(B) = 4, etc.;
• comparisons: x(AB) = −1, x(BC) = 3, etc.;
• rankings: X(A) = #1, X(B) = #2, etc.; and
• preferences: A <x B, B <x C, etc.
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Can any of these votes be combined into one compromise vote following the fairness principles
presented in the last subsection?

More generally, there are n alternatives or candidates:

A := {0, 1, 2, ..., n− 1} = {A0, A1, A2, ..., An−1}.

They are ordered. We also suppose that these candidates are the vertices of a path-connected
simplicial complex K. All candidates are subject to evaluation but the presence of edge AB in
K reflects the fact that A and B are comparable.

We will look into the first two options as they are subject to the algebra we have developed
previously.

A vote is an element of C∗ = C∗(K). In particular, a rating vote is a combination of numbers
assigned to each candidate. Therefore, this is a 0-cochain on K, X ∈ C0(K).

Example 4.7 (utility). Once such a vote is given, we may also produce a vote for every linear
combination of candidates:

X
(∑

i

piAi

)
:=

∑

i

piX(Ai).

We recognize this as the expected utility on K:

�

Furthermore, a comparison vote is a combination of numbers assigned to each pair of candidates.
Therefore, this is a 1-cochain on K, x ∈ C1(K).

Note: One can also study rankings via the complex of orderings (subsection IV.4.4).

How these votes are tallied is discussed in the next subsection. Suppose the elections have
produced a single vote, who wins?

If this is a rating vote X, the winner is the one (possibly tied) with the largest rating.

If this is a comparison vote x, the result is a weighted directed graph:
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With many circular patterns present, it may be impossible to determine a winner...

4.3 The algebra of vote aggregation

There may be several types of elections, or evaluating procedures, to run – based on the types of
votes allowed. For example, we may limit the votes to:

Q = Ck, Zk, Bk, ...,

as subgroups of C∗(K). For a given Q, an election is any combination of m votes from Q. Then
the set of all possible elections is the product Qm.

For any type of elections, one needs to convert an election, an element of Qm, into a single vote
of the same type, an element of Q.

Definition 4.8. A tally is any function:

f : Qm → Q,

written as
x = f(x1, ..., xm).

Exercise 4.9. Show that a tally doesn’t have to be generated by a simplicial map.

The simplest and the most natural way to tally is to add the votes of the m voters:

x = Σ(x1, ..., xm) := x1 + ...+ xm.

We will call Σ the sum tally. For R = R, there is also the mean tally:

x =M(x1, ..., xm) := 1
m (x1 + ...+ xm).

Exercise 4.10. Show that the sum and the mean tallies are well-defined for both non-circular,
fk : (Zk)m → Zk, and rating, fk : (Bk)m → Bk, comparison votes.

Both are homomorphisms, but does all tally have to be?

Suppose, hypothetically, that two elections of the same type are run two days in a row. Suppose
every voter casts his vote twice with the possibility that he changes his mind by the next day or
simply splits his vote arbitrarily. We want to have a single outcome. The first option is to take
these two votes and add them together to create a combined vote of this voter, and after this is
done for all voters, tally the votes according to the election rule to find the outcome vote. The
second option is to tally at the end of the first day, then, separately, at the end of the second,
and then add the two outcomes together. The results should match.

We introduce a new axiom.

Additivity: Tally f is a homomorphism:

f(x1 + y1, ..., xm + ym) = f(x1, ..., xm) + f(y1, ..., ym).

Exercise 4.11. What if we replace “add” with “average”?
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Exercise 4.12. What should we require about scalar multiplication?

Now, what makes a good electoral system?

A fair tally has to be additive and but should also these two axioms:
• If two voters flip their votes, it won’t affect the tallied vote (Symmetry).
• If all voters vote identically, then the tallied vote will coincide with this vote (Diagonality).

Therefore, a fair tally f is a mean on Q! What we know about means on groups implies the
following.

Theorem 4.13.
• Over Z, there is no fair tally.
• Over R, the only fair tally is the mean tally.

4.4 Aggregating rating votes

So far, the votes have been treated as mere elements of an arbitrary subgroup Q ⊂ C∗(K) and a
tally for such an election has to satisfy some generic rules: Additivity and Symmetry.

This time, we consider ratings only; we choose our subgroup to be Q := C0(K). Below, we speak
of a rating tally

f : (C0)m → C0.

We restate the latter axiom.

Symmetry I: The election result is independent of the permutation of the votes; i.e.,

f(sX) = f(X), ∀s ∈ Sm.

Exercise 4.14. Here, s is meant to be an n × n matrix that permutes the components of the
vector. Describe such a matrix.

In other words, as the voters, 1, ...,m, interchange their votes, X1, ..., Xm, the election outcome
remains unchanged.

This requirement is meant to guarantee that there is no special voter, a dictator. But what about
a special candidate?

Written coordinate-wise, a tally is a function of matrices (over R). This matrix represents an
election and its (i, j)-entry is the rating assigned by the jth voter to the ith candidate:

voters
Ballot X1 ... Xm outcome

candidate A1

...
candidate An

f




a11 ... a1m
... ...
an1 ... anm


 =



c1
...
cn




According to Symmetry I,
• interchanging the columns in the matrix doesn’t affect the outcome.

In addition, we will require that
• interchanging the rows in the matrix interchanges the entries in the outcome accordingly.

This requirement is rephrased as follows:

Symmetry II: The election result is independent of the permutation of the candidates; i.e.,

f(X)(sa) = s−1f(X)(a), ∀X ∈ (C0)m, ∀s ∈ Sn, ∀a ∈ C0.
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So, renumbering the candidates, A1, ..., An, in the ballots produces the same election outcome
once we renumber them back.

Exercise 4.15. Show that a “constant” tally, such as f(E) = A∗
1 for every E ∈ (C0)m, satisfies

Symmetry I but doesn’t satisfy Symmetry II.

Proposition 4.16. The sum tally Σ satisfies Symmetry II.

We no longer require the outcome of a unanimous election to be exactly the same quantitatively
as that vote but only that the order of the candidates is to be preserved. Let’s suppose that the
voters voted unanimously for candidate A; i.e., for all i = 1, ..,m, we have

Xi(A) = 1, Xi(B) = 0,

with B any other candidate. In other words, Xi = A∗. Then the outcome of the elections should
also be a zero vote for each candidate but A, which should have a positive vote. Therefore, there
is a positive coefficient kA ∈ R such that:

f(A∗, ..., A∗) = kAA
∗.

We rephrase this condition as follows:

fδ is a positive diagonal matrix.

Furthermore, Symmetry II implies that kA is independent of A; we have the final version of our
new axiom.

Diagonality: The election result respects unanimous votes; i.e.,

fδ = k Id, k ∈ R, k > 0.

Then, what we know about means proves the following.

Theorem 4.17. A rating tally that satisfies Additivity, Symmetry I, Symmetry II, and Diago-
nality is a multiple of the sum tally; i.e.,

f = kΣ, k ∈ R, k > 0.

The next axiom is meant to prevent a voter from manipulating the outcome by voting strategically.
It is commonly called independence of irrelevant alternatives.

Monotonicity: If no voter has changed his preference for a given pair of candidates from the
election to the next, then the preference of the election result for these candidates hasn’t changed
either; i.e.,

∀a, b ∈ C0, X, Y ∈ (C0)m,

sign
(
Xi(a)−Xi(b)

)
= sign

(
Yi(a)− Yi(b)

)
=⇒

sign
(
f(X)(a)− f(X)(b)

)
= sign

(
f(Y )(a)− f(Y )(b)

)
.

Note: Tally f is a function of X = (X1, ..., Xm) ∈ (C0)m. But with a, b fixed, Xi becomes an
element of R and so does f(X), while X is an element of Rm. Then we can restate the condition
as follows: at two locations, if the input of the function increases (or decreases), then the output
simultaneously increases or decreases in both locations. Such a function can only be an increasing
or decreasing one, i.e., monotonic.
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Exercise 4.18. What is the order relation on Rm being used here?

Exercise 4.19. Explain the meaning of s in the axiom as an operator and describe its matrix.

Example 4.20 (election manipulation). Let n := 4 and m := 3. Consider this election and
its outcome:

A B C D
X 4 3 2 1
Y 3 4 2 1
Z 3 4 2 1
U 10 11 6 3

Here U = Σ(X,Y, Z) is the resulting vote.

We can also express these ratings as rankings:

X : A > B > C > D
Y : B > A > C > D
Z : B > A > C > D
U : B > A > C > D

Here, each candidate receive four points for coming first, three for coming second, etc.

We have the election result:
U : B > A.

Now suppose that in the next election, voter X, now X ′, moves B from second place to last on
his list:

A B C D
X ′ 4 1 3 2
Y 3 4 2 1
Z 3 4 2 1
V 10 9 7 4

Here V = Σ(X ′, Y, Z) is the resulting vote.

We can express these ratings as rankings:

X ′ : A > C > D > B
Y : B > A > C > D
Z : B > A > C > D
V : A > B > C > D

We have the election result:
V : A > B.
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As we can see, while each voter’s ranking of A with respect to B is the same in the two elections,
the final rankings are different.

What happened is that voter X – wishing victory for A – correctly predicted that B was the
most dangerous competition. He then pushed B to the bottom of his list to reduce B’s rating as
much as possible. This manipulative step alone lead to A’s victory. �

Exercise 4.21. What is the minimal number of candidates that allows such a manipulation?

Exercise 4.22. If we normalize the tallied votes, the result is a “lottery” on K. Running an
actual lottery can then be used to determine the winner. What is the effect of the manipulation
described above on this lottery?

We have thus proven the following.

Proposition 4.23. The sum tally (and its multiples) does not satisfy Monotonicity.

Combined with the last theorem the proposition gives us the following.

Theorem 4.24 (Impossibility). There is no rating tally f : (C0)m → C0 that satisfies Addi-
tivity, Symmetry I, Symmetry II, Diagonality, and Monotonicity.

The theorem is an algebraic version of Arrow’s Impossibility Theorem.

It appears that ratings alone aren’t versatile enough to be a basis of a fair electoral system.
This suggests that we should consider allowing comparison votes – even at the risk of facing
“inconsistent” votes: A > B > C > A.

4.5 Aggregating comparison votes

This time, we consider comparison votes and choose our group to be Q := C1(K). Below, we
speak of a comparison tally

f : (C1)m → C1.

We will restate some of the axioms. The first is without change.

Symmetry I: The election result is independent of the permutation of the votes; i.e.,

f(sX) = f(X), ∀s ∈ Sm.

Here, the voters, 1, ...,m, interchange their votes, X1, ..., Xm, each of which is pairwise compari-
son, such as: X1(AB) = 3.

This time, a tally is a function of 3-dimensional (m×m×n) matrices. Each such matrix represents
a comparison election and its (i, j, k)-entry is the score assigned by the kth voter to the pair of
the ith and jth candidates. This is what a single ballot looks like:

candidates
A1 ... An

candidate A1

...
candidate An

a11 ... a1n
... ...
an1 ... ann

A tallied election outcome is also meant to be such a table.

According to Symmetry I, reshuffling the ballots doesn’t affect the outcome. In addition, we re-
quire that interchanging the rows and columns – identically – in all of these matrices interchanges
the rows and columns in the outcome table in the exact same way.
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Symmetry II: The election result is independent of the permutation of the candidates; i.e.,

f(X)(sa) = s−1f(X)(a), ∀X ∈ (C1)m, ∀s ∈ Sn, ∀a ∈ C1.

Just as before, renumbering the candidates, A1, ..., An, in the ballots produces the same election
outcome once we renumber them back.

Proposition 4.25. The sum tally Σ satisfies Symmetry II.

We still require that the outcome of a unanimous election preserves the order of the candidates.
We then follow the same logic as with a rating tally to make this precise. Suppose, the voters
vote unanimously for candidate A over B; i.e., for all i = 1, ..,m, we have

Xi(AB) = 1, Xi(CD) = 0,

with CD any other pair of candidates (including AC and BC for C 6= A,B). In other words,
Xi = AB∗. Then the outcome of the elections should also produce a zero vote for each pair but
AB, which should have a positive vote. Therefore, there is a positive coefficient kAB ∈ R such
that:

f(AB∗, ..., AB∗) = kABAB
∗.

This condition takes the same form as with a rating tally.

Diagonality: The election result respects unanimous votes; i.e.,

fδ = k Id, k ∈ R, k > 0.

Once again, we apply the theorem about means to conclude that there is, essentially, just one
such tally.

Theorem 4.26. A comparison tally that satisfies Additivity, Symmetry I, Symmetry II, and
Diagonality is a (positive) multiple of the sum tally; i.e.,

f = kΣ, k ∈ R, k > 0.

The last axiom is the independence of irrelevant alternatives. For ratings, it takes the form of
Monotonicity. For comparisons, we restate it by following the familiar link between 0- and 1-
cochains: the difference of the rating votes for candidates A,B is understood as a comparison
vote for AB. In other words, we use the following:

d(X1)(AB) = X1(B)−X1(A).

Positivity: If no voter has changed his preference for a given pair of candidates from the election
to the next, then the preference of the election result for these candidates hasn’t changed either;
i.e.,

∀a ∈ C1, X, Y ∈ (C1)m,
signXi(a) = signYi(a) =⇒
sign f(X)(a) = sign f(Y )(a).

After all, the derivative of a monotonic function is either all positive or all negative.

Example 4.27 (election manipulation). Let n := 4 and m := 3. Consider this election (and
its outcome) from the last subsection. Each voter assigns 1 to each pairwise preference:

AB AC AD BC BD CD
X 1 1 1 1 1 1
Y −1 1 1 1 1 1
Z −1 1 1 1 1 1
U −1 3 3 3 3 3
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Here U = Σ(X,Y, Z) is the resulting vote.

In the second election, voter X, now X ′, moves B from the second place to the last on his list:

AB AC AD BC BD CD
X ′ 1 1 1 −1 −1 1
Y −1 1 1 1 1 1
Z −1 1 1 1 1 1
V −1 3 3 1 1 3

Here V = Σ(X ′, Y, Z) is the resulting vote.

The election results match:

U, V : B > A.

Thus, even though X pushed B to the bottom of his list, B is still ahead of A. The manipulation
failed. �

Unlike ratings,
• the comparison sum tally doesn’t violate independence of irrelevant alternatives.

That’s why there is no impossibility theorem. The following sums up the results.

Theorem 4.28 (Possibility). The sum tally Σ : (C1)m → C1 is a comparison tally that satisfies
Additivity, Symmetry I, Symmetry II, Diagonality, and Positivity.

Exercise 4.29. Provide a similar analysis for votes of degree 2; i.e., x ∈ C2(K).

What remains to be decided, with the comparison votes successfully tallied, who is the winner?

4.6 Google’s PageRank

PageRank is a popular method of evaluating the relative importance of web-pages based on their
incoming and outgoing links. It is a mathematical idea that was at the core of Google’s web search
algorithm. According to Google, “PageRank thinks of links as ‘votes’, where a page linking to
another page is essentially casting a vote for that page... PageRank also considers the importance
of each page that casts a vote, as votes from some pages are considered to have greater value, thus
giving the linked page greater value.” This is how such evaluation is supposed to work; however,
the actual formula for PageRank shows that it’s not an electoral system in the sense we have put
forward.

Let’s review the basics of the algorithm of PageRank and subject them to mathematical scrutiny...

The idea of the definition is recursive.

Suppose a given page has three (or any other number) incoming links and five outgoing links.
Let’s assume that at the last stage the page received 9 points of “PageRank” from the incoming
links. Then, at the next stage, these 9 points are distributed equally to the five outgoing links
that carry these points to those pages. Consequently, each carries 9/5 points.
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Starting with an equal number of points for every page, we allow the flow go around the web
following the links and we recompute the PageRank for every page at every step. Once every-
thing settles, the pages have accumulated their PageRanks as ratings and they are then ranked
accordingly.

The simple formula fails when there are loops in the graph of links:

The reason is that a proportion of the initial PageRank of one of these pages will travel the full
loop.

Example 4.30. Consider the propagation of PageRank through this simple graph:

1−−−→ 1

տ
y

1−−−→ 1

 

1−−−→ 1

տ
y

0−−−→ 2

 

2−−−→ 1

տ
y

0−−−→ 1

 

1−−−→ 2

տ
y

0−−−→ 1

 ...−−−−−−−−−→ ?

There is no convergence! �

In order to ensure its convergence, the algorithm is modified. This time, only a proportion, r, of
the current PageRank is passed to the target pages. This number, called the decay coefficient, is
commonly chosen to be r = .85. As there is no justification for choosing this over another value,
r is a non-mathematical, made-up parameter of this model.

Even after such a modification, there are examples of undesirable behavior, such as accumulation
of PageRank at the dead-ends.

Example 4.31. Suppose pages are linked to each other consecutively:

A→ B → C → ...→ Y → Z.

Then all pages will eventually pass their entire PageRanks to Z. As a result, pages A-Y are tied
at 0. Then the seemingly obvious ranking,

A < B < C < ... < Y < Z,

is lost! �

In order to ensure that every page will get some of the PageRank, the algorithm is modified,
again. This time, it is assumed that pages with no outbound links are linked to all other pages.

Further examples may cause (and perhaps may have caused) further modifications of the algo-
rithm. Instead, we simply present the most common way to compute the PageRank.

Definition 4.32. Suppose the web is represented as a directed graph and let E be the set of
edges and N the set of nodes in the graph. Then Pi, the PageRank of the ith node i, is defined
by the recursive formula:

Pi = (1− r)
∑

ij∈E

Pj
deg j

+
r

#N
.
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The totality of the PageRanks is a rating (not a ranking).

There are still a number of surprising features. One is this:
• adding outbound links to your page may improve its PageRank.

Example 4.33 (adding outbound links). Suppose we have ten “web-pages”: A,B, ..., J .
They are listed in the table as both rows and columns. The links are the entries in the table.

First we suppose that they link to each other consecutively:

A→ B → C → ...→ J.

The PageRank points, as well as the rankings, of the pages are computed and displayed on the
right. The scores for A, ..., J are increasing in the obvious way: from 0 to .1. In particular, F is
#5.

Next, suppose F adds a link to A, F → A, which completes the loop. You can see that 1 has
appeared in the first column of the table:

Now, suddenly F ranks first! Thus, adding an outbound link has brought this page from #5 to
#1. �

Note: See the files online.

Another undesirable but not unexpected feature is:
• changing the decay coefficient may change your rankings.

PageRank’s paradigm is about passing something valuable (popularity, significance, authority,
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etc., but not a vote) from a page to the next along its links. Then, the PageRank points show
who, after all this “redistribution of wealth”, ends up on top. This process is called advection:
a fluid flow carries some substance, such as sand, around and gradually deposits it in different
locations. Certainly, the amount of sand accumulated “at the end of the day” at a given location
should be expected to depend on the percentage of sand deposited per unit of time.

Exercise 4.34. Give examples of how the rankings may change depending on the value of the
decay coefficient.

The approach to voting explained in this section is applied to web search as follows:
• the presence of a link from A to B is a comparison vote of −1 on AB.

4.7 Combining ratings with comparisons

The outcome of an election is a single vote. It may be a comparison vote and it can be “incon-
sistent” (even when each vote isn’t), such as

A > B > C > A.

When the differences are identical, the outcome should be treated as a tie (left):

Definition 4.35. A perfectly circular vote is a comparison vote x ∈ C1 with

x(AiAi) = p ∈ R,

for some circular sequence of adjacent vertices A0, A1, ..., An = A0, and 0 for the rest.

Now, more complex votes may contain non-circular components (above right):

A > B > C > A, D > A,D > B,D > C.

Here, D is the winner.

We need to learn how to extract the circular component (left) from a given vote so that we can
discard it, as follows:

A = B = C, D > A,D > B,D > C.

A related idea appears, for example, when we study the motion on an inclined surface. Then
only the component of the force parallel to the surface matters and the normal component is to
be discarded. Then we will need the concept of the orthogonal complement of a subset P of an
inner product space V :

P⊥ := {v ∈ V : v ⊥ u, ∀u ∈ P}.
It is a submodule.

Proposition 4.36. Suppose P is a subset of an inner product space V . Then its orthogonal
complement is a summand:

V =< P > ⊕P⊥.

Moreover, every element of V is uniquely represented as the sum of its parallel and orthogonal
components:

v = v|| + v⊥, v|| ∈< P >, v⊥ ∈ P⊥.
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We next consider progressively more complex voting situations, which will eventually bring us to
this concept.

In a basic electoral system, we have n candidates located at the vertices of a simplicial complex K.
We assume that the ring of coefficients R is either Z or R. A vote x is an element of C∗ = C∗(K):

a = a0 + a1 + a2 + ..., ai ∈ Ci(K).

The vote may be cast by a single voter or is the result of an election. In either case, we don’t
assume any consistency or strategy on behalf of the voter and, therefore, no interdependence
among a0, a1, a2, ....

Who is the winner?

Definition 4.37. For a given vote a, the winner of degree 0 is the candidate(s) with the largest
value of a0.

Thus,

winner := arg max
i∈K(0)

a0(i).

Above, a0 is a rating vote and a1 is a comparison vote. We discarded the comparison vote a1

in the definition. However, it is unwise to throw out meaningful information and it is in fact
unacceptable when there is a tie.

Example 4.38. We have already seen that for the vote

a0 = 1, a1(AB) = 1, a1(BC) = −1, a1(CA) = 0,

the tie in dimension 0 is broken by using the fact that a1 is a coboundary:

b0(A) = 0, b0(B) = 1, b0(C) = 0 =⇒ ∂0b0 = a1. �

Definition 4.39. Suppose we are given a vote a with the comparison component a1 that is a
coboundary. Then the winner of degree 1 is the candidate(s) with the largest value of a0 + b0,
where b0 is any 0-chain that satisfies ∂0b0 = a1.

However, being a coboundary isn’t necessary for the comparison component to be useful.

Example 4.40. We consider the simple case when the ratings are tied but the comparisons
aren’t:
• a0(A) = a0(B),
• a1(A) < a1(B).
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Then, plainly, B is the winner! �

Exercise 4.41. Show that a1 doesn’t have to be a coboundary to be useful.

Exercise 4.42. Show that using the comparison component of the vote may change the outcome
even when there is no tie.

Example 4.43. In the next example, we have a circular comparison vote. Then subtracting the
average of its values reveals a rating vote:

�

Exercise 4.44. State and prove a theorem that generalizes the above example.

Now, what if we can’t see the winner by just an examination of the vote as in these examples?
We do have an algebraic procedure for the case when a1 happens to be a coboundary and now
we need one for the general case.

Example 4.45. We consider the simple case above:

a0 = (1, 1, 1), a1 = (1, 0, 0).

Then a1 isn’t a coboundary: there is no b0 with ∂0b0 = a1 to be used to determine the winner.
The idea is to find the best substitute coboundary of a1 as an approximation over the reals.

First, let’s find the space of 1-coboundaries (i.e., the rating comparison votes),

B1 = ∂0C0 ⊂ C1.

If x, y, z are the values of a coboundary on the three edges, then there are some values p, q, r of
a 0-cochain on the vertices such that

x = q − p, y = r − q, z = p− r.

This is equivalent to the following:

x+ y + z = 0.

This plane – in the 3-dimensional Euclidean space C1 – is the coboundary group B1. Then, in
order to find the best coboundary approximation of a1 = (1, 0, 0), we minimize the distance to
this plane:

b1 := argmin{(x− 1)2 + y2 + z2 : x+ y + z = 0}.
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The meaning of b1 is, clearly, the projection of a1 on B1. It can be found by simple linear algebra,
as follows. A vector normal to this plane is chosen, N = (1, 1, 1). Then,

b1 = a1 + tN = (1, 0, 0) + t(1, 1, 1) = (1 + t, t, t)

for some t. Because b1 ∈ B1, we have

(1 + t) + t+ t = 0 =⇒ t = − 1
3 .

Then the projection of (1, 0, 0) is

b1 =
(

2
3 ,− 1

3 ,− 1
3

)
.

It is the coboundary of:

b0 =
(
0, 23 ,

1
3

)
.

Then,

a0 + b0 = (1, 1, 1) +
(
0, 23 ,

1
3

)
=

(
1, 53 ,

4
3

)
,

and B is, again, the winner!

�

Exercise 4.46. Provide a similar analysis for the following vote:

a0 = (1, 1, 0), a1 = (1, 0, 1).

Exercise 4.47. What happens if in the last example we choose the ring of coefficients to be
R = Z instead of R?

4.8 Decycling: how to extract ratings from comparisons

To be able to speak of projections, we need the cochain group C1(K) to be an inner product
space.

It is uncomplicated. In fact, we will supply such a structure to the whole cochain group C∗(K),
by specifying an orthonormal basis.

A basic rule we have been enforcing is the equality between any two candidates, i.e., the vertices of
our complex K. The set of vertices has been the standard basis of C0(K); this time, in addition,
we declare that
• the vertices {A} of K form an orthonormal basis of C0(K), and
• the duals of vertices {A∗} form an orthonormal basis of C0(K).

Similarly, the equality between any two pairs of candidates is also required. Then the set of edges
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of K has been the standard basis of C1(K); this time, in addition, we declare that
• the edges {a} of K form an orthonormal basis of C1(K), and
• the duals of edges {a∗} form an orthonormal basis of C1(K).

These assumptions provide us with inner products for all four spaces,

〈x, y〉 :=
∑

i

xiyi,

where xi, yi are the coordinates of x, y with respect to the basis, as well as corresponding norms.

Exercise 4.48. Are there other inner products that would guarantee equal treatment of the
candidates?

Our interest is the 1-cochains, C1(K). Suppose {ei} is the set of edges of K, the chosen basis of
C1(K). Then the coordinates of any 1-cochain x are given by

xi = x(ei).

Then,

〈x, y〉 =
∑

i

x(ei)y(ei) =
∑

i

(xy)(ei) = (xy)
(∑

i

ei

)
.

In the language of differential forms, the formula is seen as a line integral over the 1-chain of the
whole complex:

〈x, y〉 =
∫

K

xy.

At this point, we choose our ring of coefficients to be the reals R = R. Then we are in the realm
of linear algebra: C1 is a finite dimensional vector space and so is its subspace B1. The projection
of the former on the latter has a clear meaning which makes the following well-defined.

Definition 4.49. The best rating approximation of a comparison vote a1 ∈ C1 is defined to be

b1 := arg min
x∈B1

||x− a1||.

Next, (∂0)−1(b1) is an affine subspace of C0(K). The elements are linear maps over C0(K) and,
since K is connected, they differ by a constant. We can say the same about a0 + (∂0)−1(b1) for
any a0 ∈ C0. It follows each of them attains its maximum at the same location(s). Therefore,
the following is also well-defined.

Definition 4.50. For a given vote a, a winner of degree 1 is a candidate with the largest value
of a0+ b0, where b0 is any 0-chain that satisfies ∂0b0 = b1 and b1 is the best rating approximation
of a1.

Exercise 4.51. Define a winner of degree 2 and show how it can be used.

The construction is based on the following decomposition:

C1 = B1 ⊕ (B1)⊥.

What is the meaning of (B1)⊥ in the voting context?

Example 4.52. Observe that in the above example, the difference between a1 = (1, 0, 0) and its
best rating approximation is

a1 − b1 = (1, 0, 0)−
(

2
3 ,− 1

3 ,− 1
3

)
=

(
1
3 ,

1
3 ,

1
3

)
= 1

3 (1, 1, 1).

Plainly, this is a vector perpendicular to the space of coboundaries and it is also a prefectly
circular vote.
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Thus, each comparison vote is (uniquely) decomposed into the sum of a non-circular vote and a
perfectly circular vote. �

Definition 4.53. The projection D : C1 → B1 will be called the decycling operator (technically,
“de-co-cycling”).

Exercise 4.54. Generalize the conclusion of the last example to the case of an n-simplex.

Example 4.55. Suppose we have a perfectly circular vote x, i.e., a special 1-cochain:

x(AB) = x(BC) = x(AC) = p ∈ R.

We recognize it as the dual of a 1-boundary:

x = p(∂2ABC)
∗.

Next, let’s consider the coboundary of the dual of vertex A:

c := ∂0A∗ ∈ B1.

Then, for every vertex Bi adjacent to A, we have

c(ABi) = ∂0A∗(ABi) = A∗(∂1(ABi)) = A∗(Bi −A) = A∗(Bi)−A∗(A) = 0− 1 = −1.

The rest are 0s. The inner product of such c and x is illustrated below:

It is zero! �

Theorem 4.56.
(B1)⊥ = (B1)

∗.

Exercise 4.57. Finish the proof of the theorem.

Exercise 4.58. Find explicit formulas for the decycling operator for n = 3.

Corollary 4.59 (Hodge decomposition).

C1 = B1 ⊕ (B1)
∗.

Accordingly, decycling doesn’t just remove from each comparison vote something nonsensical,
such as

... < rock < paper < scissors < rock < ...,
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it removes exactly the component that prevents this comparison from being a rating.

With the decycled comparison vote b1 at hand, we proceed to maximize (∂0)−1(b1) as explained
before. Alternatively, we look at a comparison vote as a weighted directed graph, a flow. With
the circular patterns removed by decycling, this is an irrotational flow. Then the solution is:
• follow this flow towards better and better candidates.

We find the best ones at its dead ends:

There may be many dead ends. If, as shown above, we ignore the edges with zero comparison
votes, the graph may be disconnected. Then there will be at least one winner in each component
of the graph. To choose the #1 winner, we may compare the number of voters upstream from
each of them:

Exercise 4.60. Does this procedure produce the same winners as maximizing (∂0)−1(b1) de-
scribed before?

This is how we decycle data with a spreadsheet.

We start with a comparison vote given as an antisymmetric n×n matrix X. We need to construct
a rating vote, as an n-vector R, so that ∂0R is the closest to X.

As we have seen, there is a direct way, via linear algebra, to compute R from X. We treat the
task as an optimization problem instead:

R := argmin
R
||X − ∂0R||.

To find the function to be minimized, we replace the norm with its square and then expand:

Φ(R1, ..., Rn) :=
∑

ij

(
Xij − (Ri −Rj)

)2

.

We will “chase” (the negative of) its gradient. The increment of Rj is then proportional to:

∆Rj :=
∑

i 6=j

(
Xij − (Ri −Rj)

)

=
∑

i 6=j

Xij −
∑

i 6=j

Ri +
∑

i 6=j

Rj

=
∑

i

Xij −
∑

i

Ri + nRj .
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These three terms are visible in the spreadsheet:
• the sum of the terms in the jth column of the matrix of the comparison vote,
• the sum of the terms of the current vector of the rating vote, and
• the jth entry of that vector times n.

We compute the iteration:
R′
j := Rj + h∆Rj ,

where h is the parameter of the process that controls the length of its step.

The spreadsheet shown below finds the ranking of the webpages for the web discussed previously:

Note: See the files online.

Exercise 4.61. (a) Modify the formula to account for possibility of “incomparable” candidates.
(b) Modify the spreadsheet accordingly.

4.9 Is there a fair electoral system?

In the face of both an impossibility and a possibility theorems, what is our conclusion? Is there
a fair way to run elections?

First of all, the outcome must be a rating! Then the possible avenues presented in the diagram
below have to end at the bottom right corner:

Election: Outcome:

comparison votes
tally−−−−−−→ a comparison vote

decycling−−−−−−−−−−→ a rating comparison votex(∂0)m

x∂0

rating votes · · · · · · impossible · · · · · · > a rating vote

Let’s make a few observations.

First, we cannot run a rating election, because we cannot tally it fairly according to the impos-
sibility theorem in this section. (Moreover, if we replace ratings with rankings, there is still no
fair tally according to the original Arrow’s Impossibility Theorem.)

Second, we can run a comparison election.

Third, we can bypass the impossible direct route from rating election to the total rating: we
first convert each voter’s rating vote into a comparison vote, then tally the votes into a total
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comparison vote, and then finally convert it to a rating vote via decycling. Unfortunately, since
the start and the endpoints of the route remain the same as in the first case, this scheme fails
due to the commutative nature of the diagram.

Fourth, we can truly circumvent the impossibility theorem by choosing a different starting point:
run a comparison election and then proceed to the ratings as described above. In other words, a
decycled comparison election is implemented by the following composition of homomorphisms:

Election: Outcome:

(C1)m
Σ−−−−−−−−→C1 D−−−−−−−−→ B0

y(∂0)−1

C0

Is decycling the answer? Let’s examine DΣ.

It is a comparison tally and it satisfies Additivity, Symmetry I, and Symmetry II.

What about Diagonality? Do we have DΣδ = k Id? Not unless B1 = C1.

Exercise 4.62. Prove this statement.

What about Positivity? Once again, not unless B1 = C1.

Example 4.63. This is how decycling replaces the vote of A > B with A < B:

�

Algebraically, will a point with a positive first coordinate always have a projection with a positive
first coordinate? Of course not: just consider the projection of the plane onto an inclined line
(left):

There is, however, a monotonic relation (right) between these two numbers. This idea is put in
the form of this simple algebraic lemma.

Lemma 4.64. Under an orthogonal projection, the dependence of any vector on itself is non-
decreasing. In particular, the dependence on any coordinate on itself is non-decreasing.

Proof. Suppose we have an orthogonal projection D : C → C of a vector space C onto some
subspace. The range of the orthogonal projection and its kernel are orthogonal. In other words,
for every x, y ∈ C, we have

〈Dx, y −Dy〉 = 0, or 〈Dx, y〉 = 〈Dx,Dy〉.
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If x = y, the equation becomes:

〈Dx, x〉 = 〈Dx,Dx〉 = ||Dx||2 ≥ 0.

Now, if we apply the formula to x = ei, the ith basis element of C, the result is Dii, the (i, i)-entry
of the matrix of D. �

In other words, an increase of a comparison vote on A vs. B will not cause a decrease of this
vote after the decycling operator D : C1 → C1. Combined with what we know about the sum
tally Σ, this implies the following useful property.

Theorem 4.65 (Monotonicity). If a voter increases his comparison vote on A over B, in the
outcome of the decycled comparison election, DΣ, candidate B will not improve his position
relative to A.

Such a step, however, may change relative positions of other candidates. Let’s take another look
at the independence of irrelevant alternatives.

Example 4.66 (election manipulation). We consider a simple comparison vote P ∈ C1:

P (AB) = 1, P (BC) = −1, P (AC) = 0.

It is a rating vote:
B > A = C.

Suppose this vote came – via the sum tally – from the following comparison election:

AB BC CA
X 1 0 0
Y 0 −1 0
rest 0 0 0
P 1 −1 0

The winner is B...

Suppose the voters have changed their votes – but not about A vs. B:

AB BC CA
X 1 0 0
Y 0 −1 0
rest 0 5 4
Q 1 4 4

Now, Q is not a rating comparison vote. As we know, it is decomposed as follows:

Q = (1, 4, 4) = (−2, 1, 1) + (3, 3, 3).

The outcome of the second election is then:

D(Q) = (−2, 1, 1),

and the winner is A!

Predictably, when enough voters change their minds about A vs. C or B vs. C, the outcome of
A vs. B may change too. �

It appears that DΣ does not produce a fair election method...

Let’s, nonetheless, consider how this method applies to rating of web-pages. First, we set up the
votes:
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• if there is a link from page A to page B, edge AB is given a value of −1;
• if there isn’t, it’s 0.

The totality of these values is a comparison vote.

Example 4.67. Let’s decycle this simple web presented as a comparison vote:

C
−1−−−−−→ D

տ−1

y−1

A
−1−−−−−→ B

D−−−−−→
C

0−−−−→ D

տ0

y0

A
−1−−−−−→ B

OR

C
0−−−−→ D

տ−1/4

y1/4

A
1/2−−−−−−→ B

?

Even though removing the obvious circular vote gives us the former, the latter is the correct
answer. The resulting ranking is:

A < C = D < B. �

Exercise 4.68. Justify the answer. Hint: the diagrams are incomplete.

Exercise 4.69. What if we decycle each comparison vote before we tally?

What makes the setting of interlinked websites different is the source and the nature of the votes.
In a standard electoral system, there are voters and there are candidates and the former vote for
the latter. On the web, there are only pages and they vote for each other. What’s crucial, each
page can only vote against itself!

This inability to increase your own standing is preserved under decycling due to the Monotonicity
Theorem. An immediate consequence is that under the decycling scheme, unlike under PageRank,

adding outbound links to your site won’t increase your ranking.

This approach can be used as a foundation of an “against-self electoral system”. In such a system,
every voter is also a candidate but as a voter he has limited voting powers. Compare:
• the standard system:

⋄ voter X: candidate A > candidate B;
• the against-self system:

⋄ voter X: candidate A > candidate X.
By voting this way, voter X says: “voter A is a better choice than me to decide on this issue”.
There are only two comparison votes for each pair of candidates – by the candidates themselves.

Just as explained previously, with the circular patterns removed by decycling, this mode of voting
creates
• a flow towards better and better voters, or, which is the same thing,
• a flow towards better and better candidates.

Finally, one can follow this flow to its end(s) to find the best candidate(s).

Exercise 4.70. Prove or disprove the “majority criterion”: if a majority of voters vote A > B
for all B, then A wins.

Exercise 4.71. Prove or disprove the “monotonicity criterion”: if A wins, he still wins even
after some of the voters change their votes from A < B to A > B.

Exercise 4.72. Prove or disprove the “participation criterion”: adding a voter who votes A > B
to an existing election will not change the winner from A to B.

Exercise 4.73. Prove or disprove the “consistency criterion”: if the voters are divided into parts
and A wins in each of the separate elections, he also wins in an election of all voters.

Exercise 4.74. Prove or disprove the “independence of clones criterion”: if A is a winner and
B 6= A, then even after adding a new candidate C candidate A still wins provided there is no
voter with a vote: B ≤ D ≤ C or C ≤ D ≤ B for any candidate D 6= B,C.
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1 Appendix: Student’s guide to proof writing

These are ten rules (or tests, or clues) that you can use to check whether there may be problems
with what you are about to submit...

Once upon a time a lecture was being given:

Pythagorean Theorem: a2 + b2 = c2 for the sides of a right triangle...
Homework assignment: Prove the theorem.
.
.
Law of Cosines: a2 + b2 − 2ab cosα = c2 for the sides of a triangle with
angle α...

A week later this was submitted:

Homework solution: To prove the Pythagorean Theorem, take the Law of
Cosines and set α = 90 degrees, done.

What is wrong with this picture?

The argument is circular as the proof of the Law of Cosines is (usually) based on the Pythagorean
Theorem. That’s why the lectures that follow the assignment should be off-limits.

Rule 1: If you use in your proof results presented in lectures after the homework was assigned,
this is very likely not what’s expected from you.

It may be impossible to check all the lectures and the purpose of the rule is to eliminate any
chance of circular reasoning.

The version of this rule for the professor to follow: Don’t assign homework until all the necessary
background material has been covered.

The example provides a rationale for the following:

Rule 2: If your proof is “The statement is just a particular case of this theorem”, that’s probably
not what’s expected from you.

Be especially careful if this theorem comes from outside the course. Simply put, a very short
proof is often a bad sign. This rule is meant to prevent you from being tempted by an easy way
out. A proof from scratch – based on the concepts being discussed in the class you are taking –
is expected just about every single time!

To summarize the two rules: the proof should be as localized as possible, but only on one side
(think (a− ε, a]).
Rule 3: If your proof doesn’t provide the definition or quote a theorem for each concept used, it
is probably flawed.

The danger is that the proof is superficial and hand-wavy.

A proof that looks like an essay can probably use a lot more structure.
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Rule 4: If your proof is long but has no lemmas, it is likely to be flawed.

It is certainly not very readable. It is not readable for the professor but for you too – that’s why
there is a chance it may have problems that you’ve overlooked.

Note: In just about any undergraduate or graduate course a one-page proof in TeX (with no
illustrations) is long.

The rule isn’t meant to proclaim that long is bad. Just the opposite is true: one shouldn’t keep
any part of the proof for himself.

Rule 5: If you have an “easy” part of the proof in your head but don’t put it on paper, this part
is likely to be challenged.

Rule 6: If you don’t introduce all or most of the objects in the proof by giving them letter names,
your proof may be flawed.

The danger is once again that the proof is superficial and hand-wavy. Always start with “Let x
be...”

Note: How to choose good notation is a subject of a separate discussion.

Rule 7: If you introduce an object in your proof and then never use it, this is a problem and
might be a sign of other problems.

At least it will leave a very bad impression...

Rule 8: If you don’t use all of the conditions of the theorem you are to prove, your proof is very
likely to be flawed.

You simply don’t see a lot of theorems with redundant conditions.

Your drawings may fool you. In fact, draw a triangle...

...Now, take a closer look at it; you are likely to discover that your triangle is either a right
triangle or an isosceles. A proof based on this picture could easily be flawed.

Rule 9: If removing all pictures from your proof makes it incomplete or just hard to follow, it is
probably not rigorous enough.

Let illustrations illustrate...

And finally, just because your professor or your textbook violate, as they often do, some or all of
these rules, don’t assume that you are off the hook.

Rule 10: If you write your proof as just a variation of a proof taken from a lecture or a book, it
is likely that higher standards will be applied to yours.
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2 Appendix: Notation

Generalities
=⇒ “therefore”
⇐⇒ “if and only if”
∀ “for any” or “for all”
∃ “there exists” or “for some”
A := or =: A “A is defined as”
A \B := {x ∈ A : x 6∈ B} the complement of B in A
An := {(x1, ..., xn) : xi ∈ A} the nth power of set A
f : X → Y a function from set X to set Y
iX : A →֒ X iX(x) := x the inclusion function of subset A ⊂ X

of set X into X
IdX : X → X IdX(x) := x the identity function on set X
f : x 7→ y function f takes x ∈ X to y ∈ Y ; i.e.,

f(x) = y
#A the cardinality of set A
f(A) := {y ∈ Y : y = f(x), x ∈ A} the image of subset A ⊂ X under f :

X → Y
Im f := f(X) the (complete) image of f : X → Y
Graph f := {(x, y) : y = f(x)} ⊂ X × Y the graph of function f : X → Y
2X := {A ⊂ X} the power set of set X

Basic topology
Cl(A) the closure of subset A ⊂ X in X
Int(A) the interior of subset A ⊂ X in X
Fr(A) the frontier of subset A ⊂ X in X
B(a, δ) := {u ∈ Rn : ||u− a|| < δ} the open ball centered at a ∈ Rn of

radius δ
B̄(a, δ) := {u ∈ Rn : ||u− a|| ≤ δ} the closed ball centered at a ∈ Rn of

radius δ
σ̇ the interior of cell σ
F (X,Y ) the set of all functions f : X → Y
C(X,Y ) the set of all maps f : X → Y
C(X) := C(X,R) the set of all maps f : X → Y for a

fixed R

Sets
R the real numbers
C the complex numbers
Q the rational numbers
Z the integers
Zn := {0, 1, ..., n− 1} the integers modulo n
Rn := {(x1, ..., xn) : xi ∈ R} the n-dimensional Euclidean space
Rn the standard cubical complex represen-

tation (with unit cubes) of Rn

Rn
+ := {(x1, ..., xn) : xi ∈ R, x1 ≥ 0} the positive half-space of Rn (not(

R+

)n
)

Bn := {u ∈ Rn : ||u|| ≤ 1} the closed unit ball in Rn

S1 the circle
Sn the sphere
I := [0, 1] the closed unit interval
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In the n-cube
T = T2 the torus
Tn := S1 × S1...× S1 the n-torus
M = M2 the Möbius band
P = P2 the projective plane
K = K2 the Klein bottle

Algebra
〈x, y〉 an inner product
AT matrix A transposed
< A|B > ⊂ G the subgroup of group G generated by

the subset A ⊂ G with condition B
< a > := {na : n ∈ Z} ⊂ G the cyclic subgroup of group G gener-

ated by element a ∈ G
x ∼ y equivalence of elements with respect to

equivalence relation ∼
[a] := {x ∈ A : x ∼ a} the equivalence class of a ∈ A with re-

spect to equivalence relation ∼
A/∼ := {[a] : a ∈ A} the quotient of set A with respect to

equivalence relation ∼
[f ] : A/∼ → B/∼ the quotient function of function f :

A → B with respect to these two
equivalence relations; i.e., [f ]([a]) :=
[f(a)]

A×B := {(a, b) : a ∈ A, b ∈ B} the product of sets A,B
G⊕H := {(a, b) : a ∈ G, b ∈ H} the direct sum of abelian groups (or

vector spaces) G,H
g ⊕ h : G⊕H → G′ ⊕H ′ the direct sum of homomorphisms (or

linear operators) g : G → G′, h : H →
H ′; i.e., (g ⊕ h)(a, b) := (g(a), h(b))

Sn the group of permutations of n ele-
ments

An the group of even permutations of n
elements

A−−−→ B

ց
y
C

A−−−→By
y

D−−−→C

A−−−→ By 6=
y

D−−−→ C

two commutative diagrams and a
non-commutative diagram

Homology
X,Y cell complexes, M,N chain complexes

Cn = Cn(X) the group of n-chains of cell complex
X

∂n : Cn(X)→ Cn−1(X) the nth boundary operator of X
C(X) := {Cn(X) : n = 0, 1, 2, ...}, the (total) chain group of X
C(X) := ⊕nCn(X)
∂ := {∂n : Cn(X)→ Cn−1(X)} the (total) boundary operator of X
C(X) := {C(X), ∂} the chain complex of X (i.e., ∂ :

C(X)→ C(X))
fn : Cn(X)→ Cn(Y ) the nth chain map of map f : X → Y
f∆ := {fn : n = 0, 1, 2, ...} the (total) chain map : C(X)→ C(Y )
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f∆ := ⊕nfn of map f : X → Y
Zn = Zn(X) := ker ∂n the group of n-cycles of X, or
Zn(M) := ker ∂n the group of n-cycles of M
Bn = Bn(X) := Im ∂n+1 the group of n-boundaries of X, or
Bn(M) := Im ∂n+1 the group of n-boundaries of M
Hn = Hn(X) := Zn(X)/Bn(X) the nth homology group of X, or
Hn(M) := Zn(M)/Bn(M) the nth homology group of M
H(X) := {Hn(X) : n = 0, 1, 2, ...}, the (total) homology group of X
H(X) := ⊕nHn(X)
H(M) := ⊕nHn(M) the (total) homology group of M
βn(X) := dimHn(X) the nth Betti number of X, or
βn(M) := dimHn(X) the nth Betti number of M
[fn] := [f∆] : Hn(X)→ Hn(Y ) the nth homology map of map f : X →

Y , or
[gn] : Hn(M)→ Hn(N) the nth homology map of the chain

map g = {gn : Mn → Nn, n =
0, 1, 2, ...}

f∗ := {[fn] : n = 0, 1, 2, ...} the (total) homology map : H(X) →
H(Y )

f∗ := ⊕n[fn] of map f : X → Y
g∗ := {[gn] : n = 0, 1, 2, ...} the (total) homology map : H(M) →

H(N) of the chain map g :M → N

Other algebraic topology
X ⊔ Y the disjoint union of X,Y

X ∨ Y :=
(
X ⊔ Y

)
/{a ∼ b} the one-point union of spacesX,Y (a ∈

X, b ∈ Y )
ΣX := [0, 1]×X/{(0,x)∼(0,y),(1,x)∼(1,y)} the suspension of X
χ(X) the Euler characteristic of X
[X,Y ] the set of all homotopy classes of maps

X → Y
π1(X) the fundamental group of X
|K| the realization of complex K
StA(K) := {σ ∈ K : A ∈ σ} ⊂ K the star of vertex A in complex K
TA(K) the tangent space of vertex A in com-

plex K
T (K) the tangent bundle of complex K
K(n) := {s ∈ K : dim a ≤ n} the nth skeleton of complex K
A0A1...An the n-simplex with vertices

A0, A1, ..., An
G ∼= H isomorphism
X ≈ Y homeomorphism
X ≃ Y homotopy equivalence
f ≃ g : X → Y homotopy of maps
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complex of rankings, 326
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derivative of a cell map, 590
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differential form, 78, 81, 189, 484, 501, 505, 576,

603
diffusion equation, 608
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dimension, 170, 217, 568
directed edge, 185
discontinuity, 61, 115, 126
discontinuous function, 85
discrete topology, 96, 97, 99, 107, 109, 325, 336
disjoint union, 40, 139, 298
disk, 90, 98, 103, 133, 307, 322, 343, 354, 474
distance function, 108
distributivity, 544
Double Boundary Identity, 164, 174, 199, 217,

220, 228, 413, 515
Double Derivative Identity, 515
dual basis, 522
dual module, 521
dual operator, 524
dual vector, 522
duality isomorphism, 525
dunce hat, 309

edge-connected, 33
edge-path, 33
edges, 32
embedding, 142
equicontinuous function, 279
equivalence class, 222, 292
equivalence relation, 23, 34, 50, 52, 132, 279,

281, 285, 298, 353
Euclidean metric, 134
Euclidean topology, 138, 173, 284
Euler characteristic, 37, 41, 208, 451
Euler map, 123, 397, 465
Euler-Poincaré Formula, 453, 460
exact sequence, 167, 256, 527
Exponent Formula, 516
extension, 142
Extension Problem, 143, 421, 465, 540
exterior, 103, 132, 134
exterior derivative, 509, 512
Extreme Value Theorem, 269

face, 155, 158, 170, 174, 202, 206, 208, 314
figure eight, 333
first derivative, 557
first-countable space, 334
Fixed Point Problem, 454
folding, 286
form, 501
forward propagation map, 583, 594
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free face, 401
frontier, 104, 150
functor, 420, 422, 441, 524, 540
fundamental class, 350, 353
Fundamental Theorem of Algebra, 397

Gauss map, 467
general position, 205
geometric simplex, 205
geometric simplicial complex, 206, 244
gluing, 126, 140, 153–155, 279, 281, 283, 288,

296, 307, 317, 330
graph, 31, 32, 45, 59, 76, 155, 162, 201, 240
graph map, 62, 232
graph of a function, 117
group, 46
group of chains of edges, 47
group of chains of nodes, 47

Hairy Ball Theorem, 466
Hausdorff space, 335, 336, 339, 344
Hawaiian earring, 294, 323
heat equation, 602
Heine-Borel Theorem, 275, 277
Hodge decomposition, 642
Hodge star operator, 554, 556, 571, 573
Hodge-dual complex, 553, 568
Hodge-dual form, 572
holes, 22, 31, 38, 49, 58, 68, 88, 149, 166, 178,

179, 181, 324, 327
homeomorphic, 128, 173, 218, 285
homeomorphism, 128, 132, 142, 273, 288, 298,

299, 303, 319, 339
homogeneity, 544
homologous, 23, 34, 50, 51, 165, 168, 176
homology, 23, 34, 168, 172, 285, 295, 296, 304,

306, 307, 310, 313, 317, 354
homology classes, 238
homology groups, 58, 68, 133, 143, 156, 173,

176, 191, 200, 220, 230, 231, 243, 323,
330, 347, 348, 353, 434

homology groups of filtration, 257
homology map, 240, 244
homology map of a map, 72, 434
homology map of a pair, 477, 478
homology map of map, 143
homology of a polyhedron, 441
homology theory, 45, 56, 72, 73, 185, 189, 190,

208, 220, 228, 249, 264, 310, 391, 405,
410, 421, 440, 447, 495, 526

homotopic maps, 383, 387, 390, 397, 398, 435,
437, 441, 446, 460, 479, 537

homotopy, 383

homotopy dictator, 447
homotopy equivalence, 383, 394, 395, 399, 400,

441
homotopy type, 393
Hopf Trace Formula, 462

identification function, 281, 283, 296
identification map, 284
identity function, 117, 129, 236
incidence matrix, 32
inclusion, 140, 142, 240, 283, 538, 595
Inclusion-Exclusion Formula, 451
Inclusion-Exclusion Formula for Euler Charac-

teristic, 451
index of a vector field, 467
infinite dimensional space, 278
initial condition, 582, 593, 597, 608
initial value problem, 582, 593, 597, 608
inner product, 543, 641
interior, 102, 132, 134, 150, 340
Intermediate Value Theorem, 29, 119, 269
interpolation, 213
interval, 29, 86, 90, 92, 96, 100, 110, 129, 130,

134, 152, 188, 270, 274, 275, 342, 345,
359, 398

invariance of homology, 426, 434, 440, 454, 458
inverse, 127, 131
isolated point, 103, 270
isometry, 129

join, 368
joint metric tensor, 570

Künneth formula, 378
Kakutani Fixed Point Theorem, 478
Klein bottle, 288, 308, 309, 348, 535

Laplace operator, 575
Law of Conservation of Momentum, 562
Lebesgue’s Lemma, 431
Lefschetz Coincidence Theorem, 478
Lefschetz Fixed Point Theorem, 460
Lefschetz number, 460
Lefschetz number of the pair of maps, 478
Leibniz Rule, 515
lexicographical order, 111, 335
limit point, 103, 108
line integral, 519, 548
line with two origins, 336
linear hull, 204
linearity, 188
linearly ordered set, 111
local basis, 334
local form, 518
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locally compact space, 279
locally Euclidean space, 330, 332, 333, 336, 345
locally homeomorphic, 332
long line, 334
loops, 24, 49, 156

Möbius band, 133, 282, 283, 292, 306, 323, 341,
342, 348, 351, 353, 357, 417, 474

manifold, 212, 330, 339, 342, 346, 348, 349, 352,
353

manifold with boundary, 340
map of pairs, 71, 294
maps, 58, 126, 143
maximal simplex, 401
maximum and minimum, 269
mean, 443, 624
mesh, 432
metric, 108
metric complex, 554, 570
metric space, 108, 129, 339
metric tensor, 547
metric topology, 108
metrizable space, 339
module, 410
monotone sequence, 276
morphisms, 121

Naive Product Formula, 379, 444
Nash equilibrium, 469
neighborhoods, 90, 91
nerve, 320, 625
Nerve Theorem, 399
nested intervals, 275
Newton’s First Law, 562
Newton’s Law of Cooling, 603
Newton’s Second Law, 562
Newton’s Third Law, 562
nodes, 32
non-degeneracy, 544
non-orientable surface, 348
nonpersistent homology group, 262
norm, 87, 112, 544
normed space, 544

objects, 121
ODE of cell maps, 593
ODE of chain maps, 596
ODE of forms, 581
one-to-one, 128
onto, 128, 285
open balls, 92
open cell, 149, 154
open cover, 270, 272, 277, 319, 325, 429, 625
open sets, 94, 99, 100, 136

open star, 318
order complex, 211
order topology, 111, 335
orderings, 324
orientability, 351
orientable manifold, 350, 353
orientable surface, 348
orientation, 189, 220, 303, 304, 306, 310, 349
orientation of simplex, 222
oriented simplicial complex, 223

pairs of spaces, 293
parametric curve, 87, 184
parametric surface, 87
partially ordered set, 110
partition, 24, 53, 155
Pasting Lemma, 140, 292
path-component, 30, 39, 50, 88, 148, 178–181,

309, 353
path-components, 34, 50, 58, 68, 156, 166
path-connectedness, 21, 29, 31, 96, 100, 108,

119, 140, 143, 149, 236, 269, 285, 342,
349

path-independence, 397
permutation, 222
persistence, 262
persistent homology group, 254, 262
plane, 131, 133
Poincaré Conjecture, 389, 395
Poincaré homology sphere, 373, 389
Poincaré-Hopf Index Theorem, 468, 470
point cloud, 15, 212, 250, 251, 263
point-wise convergence, 110, 278
pointed maps, 392
pointed spaces, 392
polyhedron, 41, 206, 218
positive definiteness, 544
positivity, 108
Power Formula, 516
preimage of subset, 113
product, 277, 359
Product Formula for Euler Characteristic, 452
product function, 362
product order, 111
Product Rule, 157, 199, 515, 516
product topology, 359
projection, 242, 283, 290, 365
projective plane, 289, 292, 307, 341, 344, 346,

348
punctured plane, 28

quotient, 280, 284, 292, 301, 312, 314, 353
quotient group, 55
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quotient map, 70
Quotient Rule, 516

radial projection, 41, 131
rankings, 324
ray topology, 336
realization, 33, 39, 41, 49, 57, 59, 69, 171, 172,

181, 201, 217, 218, 230, 231, 295, 300,
317, 319, 348, 350, 550

realization of a simplicial map, 246
rectangular geometry, 571
reduced homology groups, 177
regular space, 337
relative chain complex, 354
relative homology, 354
relative homotopic maps, 400
relative topology, 136–138, 142, 283, 284, 317
restriction, 68, 141, 174, 286, 290
ring, 186

scalar multiplication, 188
second derivative, 560, 574
second-countable space, 344
separable space, 334
separation axioms, 336
sequence converges to, 107
simple closed curve, 39
simple-connectedness, 31, 143
simplex, 202, 203, 217, 314
Simplicial Approximation Theorem, 433, 463
simplicial complex, 202, 221, 231, 234, 295, 314,

344, 346, 624
Simplicial Extension Theorem, 328, 433
simplicial isomorphism, 233, 236, 244, 316, 320
simplicial map, 232, 233, 244, 246, 624
singletons, 97
skeleton, 170, 217, 297, 299, 304
social choice, 17, 144, 214, 247, 445, 498, 528,

624
social choice problem, 146, 216, 247, 445, 624
solution of IVP, 582, 593, 597, 608
solution of ODE, 593, 596
span, 204
sphere, 28, 41, 131, 133, 230, 243, 292, 306, 311,

323, 327, 333, 340, 341, 344, 348, 351,
354, 371, 389, 423–425, 442, 452, 455,
460, 464–466

spreadsheet, 182, 191, 513, 560, 586, 599, 600,
604, 611, 622, 636, 644

standard Euclidean basis, 92
standard geometry, 571
star, 318, 323, 326, 429
Star Lemma, 321, 329, 448

stereographic projection, 41
Stokes Theorem, 485, 515, 517, 527, 576, 604,

620
subdivision, 315, 323
subspace, 137
Sum Rule, 516
sup-metric topology, 111
sup-norm, 278, 336
surface, 27, 152, 212, 316, 340, 345, 348, 353
suspension, 424
suspension map, 425
symmetric group, 222
symmetry, 108, 544

tally, 628, 632
tangent bundle, 519, 546
tangent space, 518
taxicab metric, 109
topological equivalence, 132, 339
topological invariant, 133, 273
topological mean, 443
topological space, 99, 100, 102, 118, 132, 134,

138, 143, 244, 283, 285, 295, 298, 316
topological vector space, 386
topology, 96, 99, 100, 132, 133, 135, 136, 172,

283, 284, 317, 325, 329, 429
topology (discipline), 9, 20, 45, 58, 99, 108, 143
topology generated by a basis, 97
torus, 21, 42, 133, 142, 170, 230, 247, 288, 293,

308, 315, 323, 333, 344, 348, 356, 365,
366, 369, 370, 372, 374, 378, 416, 422,
443, 445, 452, 475, 479, 532

tree, 37
triangle inequality, 108
triangulation, 218, 315, 319
Trig Formulas, 516
tunnels, 11, 166, 308, 309
twice differentiable form, 560
twists, 309

uniform convergence, 109, 278
Urysohn’s Metrization Theorem, 339
utility, 215, 627

vector field, 31, 87, 586
Vietoris Mapping Theorem, 476
voids, 11, 22, 88, 149, 166, 309, 311, 348
volume function, 569
vote, 324, 445, 498, 528, 529, 624, 626–629, 632,

634, 637, 641, 643, 644

wedge product, 507
winner, 530, 638, 641
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