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Preface

The tools from Galois cohomology play a fundamental role in modern number
theory. They contribute to a better understanding of the Galois group of a local or a
number field, which are central objects in most of the important arithmetic problems
of our times. Cohomological class field theory, that was developed after the Second
World War, can be seen as the first step since it mainly concerns itself with the
extensions whose Galois groups are abelian. In a certain sense it is the dimension 1
case of the Langlands program, which is today one of the most prominent areas of
arithmetic.

The reason for writing this book was a shortfall in the existing literature. Books
such as [39] and [42], that provide proofs of the Poitou–Tate theorems, generally
assume a certain amount of results from class field theory. This makes student’s
understanding of the logical sequence of ideas difficult. Conversely, books on class
field theory such as [9], [40] or [26] do not treat arithmetic duality theorems of
Poitou–Tate type.

The aim of this monograph is therefore to provide an exposition with complete
proofs of the following topics: basics of cohomology (Part I: Chaps. 1–6), local
class field theory (Part II: Chaps. 7–11), global class field theory (Part III: Chaps. 12
–15) and the difficult (but extremely useful) Poitou–Tate theorems (Part IV: Chaps.
16–18).

The prerequisites are limited to generalities on algebra and arithmetic as taught at
the first year master’s level at French universities (Galois theory, basics of arith-
metic and the theory of finite groups) thus making the book accessible to the second
year master’s students.

We have included a review chapter on local fields (Chap. 7) and another on
global fields (Chap. 12) as well as an appendix summarising results from homo-
logical algebra used in the book. We believe indeed that some knowledge of
homological algebra (abelian categories, derived functors, spectral sequences) can
be independently useful to a student wishing to pursue their study of algebra,
arithmetic or algebraic geometry.
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Furthermore, systematic usage of homological algebra provides a really elegant
presentation of some results (e.g. those on class formations in Chap. 16) that
otherwise would appear rather artificial. It also justifies the commutativity of dia-
grams, which we attempted to present as rigorously as possible throughout the
book.

On the other hand, we did not consider necessary to use derived categories. Even
though they may bring a new viewpoint, their understanding requires considerable
effort and they are not really necessary for the topics covered in this monograph.
However, they become indispensable if one is interested in more general duality
theorems than those of Poitou–Tate, such as those involving fields of cohomo-
logical dimension at least 3 [19] or complexes of Galois modules [17, 20].

We have also chosen (mainly to keep the length of the main text reasonable) to
relegate to an appendix some analytic topics such as the proof of the “first
inequality” using the Dirichlet series (that we prove using algebraic techniques in
Chap. 13), or the Čebotarev theorem (which allows to refine some results of Chap.
18). Naturally analytic techniques provide a different and important insight into
global class field theory. We refer to [26] or [33] for a detailed presentation of these
methods and to [29] for an overview of the subject. We have also left untreated
more advanced topics such as Iwasawa theory, embedding problems or anabelian
geometry of which one finds an excellent exposition in [42].

The book is designed to be particularly suitable for second year master’s stu-
dents in the European system or graduate students in the American system. It is a
fusion of two second year master’s level courses given at Orsay University over
several years. The book should also be useful to researchers and Ph.D. students.
Each course consisted of 44 h of lectures and 4 h of lectures per week. Both courses
included most of the Parts I and II. One of the courses (entitled Galois cohomology
and number theory) treated mainly the contents of Part IV (assuming most of the
results of Part III). The other course (entitled Class field theory) gave a detailed
exposition of Part III (without the Poitou–Tate duality). At the end of each chapter
we have included a certain number of exercises (more than 110 in total). These
exercises include those given during the lectures as well as those set at the exams.
Some of these exercises complement the main text, however their results are not
used in the proofs thus allowing the reader to have complete proofs readily
available.

Many of the results presented in the book have vast generalisations, some of
which are still subjects of active research. There exists for example a higher class
field theory developed by Kato and Saito in the eighties (see for example [43]) to
which there is now a direct approach, not based on K-theory (cf. [53]). The reader
interested in studying duality theorems further may for example consult the book
[39] as well as articles [10, 17, 20] for duality theorems in étale and flat coho-
mology (including those for group schemes such as tori and abelian varieties).

These duality theorems are now used extensively in the study of arithmetic
questions about rational points on varieties, notably in the study of the
local-to-global principle for linear algebraic groups. One finds an overview in [52]
as well as in the articles [3, 19, 45].
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Naturally the content of this book is very classical and hence largely inspired by
the existing literature. In particular the influence of books [39, 40, 42, 47] and [49]
is evident. I would like to extend my sincere thanks to the authors for their
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Notation and Conventions

The symbol :¼ means that the equality in question is a definition. We will some-
times denote the cardinality of a finite set E by #E. A commutative diagram whose
vertical and horizontal arrows are exact sequences will be called an exact com-
mutative diagram.

If A and B are finite abelian groups (which may be viewed as Z-modules), A� B
will denote the tensor product A�z B. Recall that if R is a ring and if M and N are
right (resp. left) R-modules, then we can define the tensor productM �R N, which is
an abelian group (and an R-module if R is commutative), [4], § 3.1.

For any n[ 0, the n-torsion subgroup of an abelian group A (whose group law
is written additively) is the subgroup A½n� :¼ fx 2 A; nx ¼ 0g, and the torsion
subgroup Ators of A is the union of the A½n� for n[ 0. We call an abelian group A
torsion if A ¼ Ators. We will often write Z=n for the cyclic group Z=nZ.

Let p be a prime number. An abelian group A is called p-primary if every
element of A has a p-power order. Any torsion abelian group A can be written as
ap Afpg where, for each prime p, we write Afpg for the p-primary component of

A, i.e., the subgroup of A consisting of elements of order a power of p.
An abelian group A is called p-divisible if multiplication by p in A is surjective,

divisible if this property holds for all primes p (or any integer n[ 0 instead of p). It
is called uniquely divisible if for any integer n[ 0, the multiplication by n in A is an
isomorphism. We say that a finite group G is a p-group if its cardinality is a power
of p. Such a group is nilpotent, in particular, it has a non-trivial centre as soon as the
group itself is not trivial.

By convention, all inductive systems ðAiÞi2I of abelian groups, commutative
rings, modules over a ring R, etc., that we will consider will be associated with
non-empty filtered ordered sets I, such that if i; j 2 I, there exists k 2 I with i6 k
and j6 k. This way, the inductive limit lim!i2I

Ai will always be a well defined

abelian group (resp. commutative ring, R-module…) as opposed to just being
defined as a set.
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If G is a group (resp. topological group) and H is a subgroup of G, we denote by
G=H the set (resp. the quotient topological space) of left H-cosets, i.e., the set of aH
for a 2 G. If H is normal in G then the set G=H is canonically endowed with a
structure of a quotient group (resp. topological quotient group). A character of a
finite group (resp. of a topological group) G is a morphism (resp. a continuous
morphism) from G to Q=Z (viewed as a discrete group). We will denote by G� ¼
HomcðG;Q=ZÞ the dual of a topological group G, which is also the dual of its
abelianisation (it coincides with the classical Pontryagin dual HomcðG;R=ZÞ if G is
abelian and torsion, but not in general). A continuous morphism f : A ! B of
topological groups is strict if it induces a homeomorphism of the topological
quotient space A=Ker f onto the subspace Im f of B. This is equivalent to requiring
that the image of any open subset of A is open in f ðAÞ (where f ðAÞ is endowed with
the induced topology by that of B). For a surjective morphism, this is equivalent to
saying that it is an open map.

By definition a compact topological space will for us always be Hausdorff and
countable at infinity. Same for a locally compact space. A topological space is
totally disconnected if the only connected components are singletons. With these
conventions, a continuous surjective morphism between locally compact groups is
automatically strict ([22], Th. 5.29).

All fields are assumed to be commutative. A field k of strictly positive characteristic
p is perfect if the morphism x 7! xp from k to k is an isomorphism (e.g. finite k),
imperfect otherwise. For a q-power of a prime p, we will denote by Fq the finite
field with q elements, which has characteristic p. An extension of a field K is a
field L equipped with a field morphism (necessarily injective) K ! L. Such an
extension is called finite if the K-vector space L is finite dimensional. In this case,
we denote by ½L : K� this dimension. A Galois extension of fields will be called
abelian if its Galois group is abelian. If k is a field, we denote by k a fixed separable
closure of k (which is also an algebraic closure if k is of characteristic zero or
perfect of characteristic p).

If I; J are two-sided ideals in a ring A, we denote I: J or I J the two-sided ideal
consisting of finite sums of elements of the form ij with i 2 I and j 2 J. In particular
we write I2 for I: I. A ring A is said to be an integral domain if it is commutative,
nonzero and if the equality ab ¼ 0, with a; b 2 A, implies a ¼ 0 or b ¼ 0.
A principal ideal domain A is an integral domain such that every ideal I in A is
of the form aA with a 2 A. A ring A is called integrally closed if it is an integral
domain and every element of its field of fractions which is integral over A (i.e., a
zero of a monic polynomial with coefficients in A) is in A. It is true for a unique
factorisation domain (and a fortiori for a principal ideal domain). An ideal I in a
commutative ring A is prime if the quotient A=I is an integral domain, maximal if
A=I is a field.
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Part I
Group Cohomology and Galois

Cohomology: Generalities

Part I is devoted to the general results on the cohomology of finite and profinite
groups, which can also be useful in areas of mathematics other than number theory.
The first two chapters present the basics of the theory for finite groups. The third is
slightly more specialised: it culminates in the Tate–Nakayama theorem, which will
be an essential tool in our approach to the local and global class field theory. Then we
move on to generalising the notions seen in the first two chapters to profinite groups
and developing the very important concept of cohomological dimension. Finally,
this part ends with one of the main applications of the general theory, the Galois
cohomology, which is omnipresent throughout the book, and whose first properties
will be seen in Chap. 6.

http://dx.doi.org/10.1007/978-3-030-43901-9_6


Chapter 1
Cohomology of Finite Groups: Basic
Properties

The purpose of this chapter is to define cohomology groups associated with a finite
group G and with what is called a G-module. This notion will be essential in all
arithmetic applications that we will be dealing with in this book, especially for the
class field theory.

Many definitions and properties in this chapter extend to groups G which are not
necessarily finite (see Chap.VII of [47] or Chap.6 of [54] for the case of an arbitrary
group). We chose to limit ourselves to the case where G is finite which, with its
slight generalisation to profinite groups (Chap. 4), will be the only one we will need
in the sequel. This will make our presentation slightly simpler and will also avoid
confusion between the cohomology of profinite groups as defined in Chap. 4 and
cohomology of any group as defined in the references above. The two notions do not
coincide in general for an arbitrary profinite group.

Throughout the chapter, G denotes a finite group (whose law is denoted multi-
plicatively and the neutral element is denoted by 1). Recall that the algebra of the
group G is the set Z[G] of formal sums

∑

g∈G
ngg, ng ∈ Z

endowed with the obvious addition and the convolution product

( ∑

g∈G
ngg

)(∑

g∈G
mgg

)
=

∑

(g,g′)∈G×G

ngmg′gg′.

In particular, Z[G] is a non-commutative ring if G is not abelian.

© Springer Nature Switzerland AG 2020
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4 1 Cohomology of Finite Groups: Basic Properties

1.1 The Notion of G-Module

Definition 1.1 A G-module is an abelian group (A,+) endowed with a left action
(g, x) �→ g · x of G on A such that for all g in G the map ϕg : x �→ g · x from A to
A is a morphism of abelian groups.

In other words, defining a structure of a G-module on an abelian group (A,+)

is equivalent to defining a map

G × A −→ A, (g, x) �−→ g · x,

such that

g · (g′ · x) = (gg′) · x, 1 · x = x, g · (x + y) = g · x + g · y

for all g, g′ in G and all x, y in A.
Note also that with the notations of Definition 1.1, ϕg is an automorphism of A,

whose inverse is ϕg−1 . If A is an abelian group, whose automorphism group we
denote by Aut(A), to give a G-module structure on A amounts to giving a group
morphism from G to (Aut(A), ◦). Equivalently, a G-module is a (left) module over
the ring R := Z[G]: indeed, if A is a module over the ring R, we define a structure of
G-module on A by g · x = gx for all (g, x) ∈ G × A. Conversely, if A is aG-module,
we equip it with an R-module structure by setting (

∑
g∈G ngg)x = ∑

g∈G ng(g · x).
As G is finite, for A to be of finite type as an abelian group is equivalent to be of finite
type as an R-module. Therefore, in this case, we will simply say that the G-module
A is of finite type .

Definition 1.2 A morphism of G-modules (or G-morphism, or also G-homomor-
phism) f : A → A′ is a morphism of abelian groups commuting with the action
of G, i.e., such that f (g · x) = g · f (x) for any x in A and any g in G. This is
equivalent to f being a morphism of R-modules.

It is straightforward to define the notions of isomorphism of G-modules, of a
sub-G-module, of an exact sequence of G-modules, etc. If A and A′ are G-modules,
we denote HomG(A, A′) the set of G-morphisms from A to A′. It is an abelian group
for addition which is a subgroup of HomZ(A, A′), the latter consisting of morphisms
of abelian groups from A to A′ (not necessarily compatible with the action of G).

Example 1.3 (a) For any abelian group A, the trivial action of G on A (defined by
g · x = x for any g ∈ G and any x ∈ A) turns A into a G-module.

(b) Let G = {±1} and M = Z. The action of G on M defined by g · x = gx turns
M into a G-module.

(c) Let L be a finite Galois extension of a field K with group G. Then the additive
group L and the multiplicative group L∗ := L − {0} are both G-modules for the
action of G = Aut(L/K ).
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(d) Let A and B be G-modules. The group Hom(A, B) := HomZ(A, B) has a
structure of G-module, defined by (g · f )(x) := g · f (g−1 · x) for any g ∈ G, f ∈
Hom(A, B), x ∈ A.

(e) The group algebraZ[G] is aG-module for the left action ofG. More generally,
if H is a subgroup of G, then the abelian group Z[G/H ] := ⊕

g∈G/H Z · g is a
G-module, where G/H is the set of left H -cosets.

We will now see howwe can, if H is a subgroup ofG, construct aG-module from
an H -module.

Definition 1.4 Let G be a finite group and H a subgroup of G. Let A be an
H -module. We define the abelian group I HG (A) as consisting of maps f : G → A
satisfying f (hg) = h · f (g) for any g ∈ G, h ∈ H . This abelian group is endowed
with a structure of a G-module via (g · f )(g′) = f (g′g) for all g, g′ in G. We say
that I HG (A) is the induced module from H to G of the H -module A.

An important special case is the following.

Definition 1.5 Let G be a finite group. Consider the trivial subgroup {1} of G. Let
A be an abelian group, which we can view as a {1}-module. We denote by IG(A)

the induced module I {1}
G (A) (cf. Definition 1.4 in the case H = {1}) and we say that

IG(A) is the induced G-module of the abelian group A.
We say that the G-module M is induced if there exists an abelian group A such

that M is isomorphic to IG(A).

Thus IG(A) is the abelian group consisting of maps from G to A, with the action
of G given by (g · f )(g′) = f (g′g).

Remark 1.6 (a) Note that if A is already endowed with a certain structure of
G-module, then IG(A) is isomorphic to the G-module F(G, A) defined (cf. [42],
p. 31) as the set of maps from G to A with the action given by (g · f )(g′) :=
g · f (g−1g′). An isomorphism of F(G, A) with IG(A) is given by f �→ (g �→
g · f (g−1)) (I thank Alexander Schmidt for this remark).

(b) Let A be an abelian group. We can also view the induced module IG(A) as
the G-module HomZ(Z[G], A), the (left) action of G being given by the natural
right action of G on the first factor. Since we have assumed G to be finite, it is easy
to see that this G-module is (non-canonically) isomorphic to Z[G] ⊗ A, the action
of G being this time on the left on the first factor. We sometimes call the modules of
the form Z[G] ⊗ A co-induced. 1 They are also modules M such that there exists a
subgroup X ofM such thatM is the direct sumof the g · X for g ∈ G. The assumption
that G is finite implies that there is no difference between the notions of induced and
co-induced G-module.

1WhenG is not assumed finite, the reverse convention is often adopted (cf. for example in Chap. VII
of [47]) that is to call co-induced the modules of the form IG(A) and induced the modules of the
form Z[G] ⊗ A. The terminology that we use is compatible with the traditional terminology used
for profinite groups that we will encounter in Chap. 4.
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(c) More generally, we can view the G-module I HG (A) from Definition 1.4 as
the G-module HomH (Z[G], A) of H -morphisms from Z[G] to A (or of morphisms
of Z[H ]-modules from Z[G] to A), which is a sub-G-module of HomZ(Z[G], A).
Here again, the assumption that G is finite implies that this G-module is isomorphic
to Z[G] ⊗Z[H ] A (to define the tensor product, we view Z[G] as a right Z[H ]-
and A as a left Z[H ]-module). The action of G is on the left on the first factor. The
correspondence between I HG (A) andZ[G] ⊗Z[H ] A is as follows: we associate to any
function f ∈ I HG (A) the element

Φ( f ) :=
∑

g∈G/H

g ⊗Z[H ] f (g−1)

of Z[G] ⊗Z[H ] A. Note that g ⊗Z[H ] f (g−1) does not depend on the representative
g ∈ G of g, and for g′ ∈ G, we have

Φ(g′ · f ) =
∑

g∈G/H

g ⊗Z[H ] (g′ · f )(g−1) =
∑

g∈G/H

g ⊗Z[H ] f (g−1g′)

=
∑

g∈G/H

(g′g) ⊗Z[H ] f (g−1) = g′ · Φ( f ),

which shows that Φ is a morphism of G-modules. Besides, it is easy to see that Φ

is bijective by choosing a set of representatives S for G/H that forms a basis of the
right Z[H ]-module Z[G] in view of the fact that any element g of G can be uniquely
written as g = sh with s ∈ S and h ∈ H .

Furthermore, if A is already endowed with a structure of G-module, then the
G-module Z[G] ⊗Z[H ] A is also isomorphic to Z[G/H ] ⊗Z A, the isomorphism
being given by

g ⊗Z[H ] m �−→ g ⊗Z (g · m),

where m ∈ A and g ∈ G.

1.2 The Category of G-Modules

Let f : A → A′ be a morphism of G-modules. It follows immediately from def-
initions that the kernel, the image and the cokernel of f (seen as a morphism of
abelian groups) are G-modules for the evident action of G. Therefore G-modules
(the group G being fixed) form an abelian category (cf. Appendix, Sect. A.3). We
denote this category ModG .

Like in any abelian category (cf. Appendix, Definition A.23), for any two
G-modules A and A′, the covariant functor HomG(A, .) and the contravariant functor
HomG(., A′) are left exact.
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Definition 1.7 A G-module A is called projective if HomG(A, .) is exact. A
G-module A′ is injective if HomG(., A′) is exact.

Naturally, these definitions correspond to those of projective and injective objects
in the category ModR of left R-modules (cf. Appendix, Definition A.33), where
R = Z[G].
Example 1.8 (a) Any free G-module (that is, admitting a basis) as a module over
Z[G] is projective (more generally, a G-module is projective if and only if it is a
factor of a free Z[G]-module).

(b) LetG be the trivial group (so aG-module is simply an abelian group). Then any
divisible abelian group A is injective (cf. Appendix, Example A.35a). The converse
also holds.

(c) We immediately see that a (possibly infinite) direct sum of projective
G-modules is a projectiveG-module. Similarly, a (possibly infinite) direct product of
injectiveG-modules is injective. In particular, a direct sum of injectiveG-modules is
also an injectiveG-module (since it identifies with a direct product of theG-modules
in question).

Proposition 1.9 Let A be a G-module. Let I be an injective sub-G-module of A.
Then I is a direct factor of A (that is, there exists a sub G-module B of A such that
A = I ⊕ B).

Proof By definition of an injective G-module, the identity I → I extends to a mor-
phism of G-modules r : A → I . It is then enough to take B = Ker r . �

Proposition 1.10 ForanyG-module A, there exists an inducedG-module I endowed
with an injective G-morphism A → I . In other words, any G-module embeds into
an induced G-module. Moreover, we can require I = IG(A) and that A is a direct
factor of I as a Z-module.

Proof Let I = IG(A) = HomZ(Z[G], A) be the induced module of A. We embed
A into IG(A) by associating with a ∈ A the map g �→ g · a from G to A. It follows
immediately from the definition of IG(A) that this defines amorphism ofG-modules,
which is injective (if g · a = 0 for all g of G, it follows that a = 0 by taking g = 1).
Finally, the map f � u−→ f (1) provides a retraction of the morphism of Z-modules
A → IG(A), which shows that A is a direct factor of I as Z-module (the supplement
of A in I is Ker u). �

Remark 1.11 We can also write any G-module A as a quotient of an induced one

0 −→ A−1 −→ IG(A)
p−−→ A −→ 0,

so that the above short exact sequence of abelian groups splits.
Indeed, it suffices to define p by f �→ ∑

g∈G g · f (g−1) from IG(A) to A. This
procedure will be used in the inductive arguments involving the Tate modified groups
(cf. Corollary 2.7)
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Note also the following property of the modules from Definition 1.4.

Proposition 1.12 Let G be a finite group. Let H be a subgroup of G. Consider an
H-module A and the induced module I HG (A) from H to G. Then for any G-module
B, the group HomH (B, A) can be identified to HomG(B, I HG (A)).

Proof Let ψ ∈ HomH (B, A). For every b in B, we define an element ϕ(b) of I HG (A)

by the formula ϕ(b)(g) = ψ(gb) for any g in G. The property ϕ(b) ∈ I HG (A) is
satisfied because of the assumption that ψ is an H -morphism.

For any g, g′ in G and any b in B, one readily verifies the equality

ϕ(g · b)(g′) = ϕ(b)(g′g) = (g · ϕ(b))(g′),

which shows that ϕ is a G-morphism from B to IG(A). Let ϕ = u(ψ), then
u : HomH (B, A) → HomG(B, I HG (A)) is clearly a morphism of abelian groups. Its
kernel is trivial as if ϕ(b) = 0 for all b of B, then in particular ϕ(b)(1) = ψ(b) is
zero for all b in B.

Let us finally show that u is surjective. Let θ be a G-morphism from B to I HG (A).
We have θ(gb)(g′) = (g · θ(b))(g′) = θ(b)(g′g) for all g, g′ in G and all b in B, by
definition of the action of G on I HG (A). Setting g′ = 1, we obtain

θ(b)(g) = θ(gb)(1).

Let us define ψ : B → A by ψ(b) = θ(b)(1) for any b ∈ B. For any h ∈ H , we then
have

ψ(hb) = θ(hb)(1) = θ(b)(h) = h · (θ(b)(1)),

the last equality resulting from the fact that θ(b) ∈ I HG (A). Thus ψ(hb) = h · ψ(b),
showing that ψ ∈ HomH (B, A). Set ϕ = u(ψ), we obtain from the definition of u
that for all g ∈ G and b ∈ B:

ϕ(b)(g) = ψ(gb) = θ(gb)(1) = θ(b)(g),

hence u(ψ) = ϕ = θ. Finally u is surjective and hence an isomorphism between
HomH (B, A) and HomG(B, I HG (A)). �
Corollary 1.13 Let A be an abelian group and let IG(A) be the induced G-module.
Then we have

HomZ(B, A) = HomG(B, IG(A)).

Proof This is a special case of the above with H = {1}. �
Remark 1.14 The Proposition 1.12 says exactly that the left adjoint of the functor F
(fromModH toModG) defined by A �→ I HG (A) is the forgetful functor fromModG

toModH .
As this latter one is exact, we readily conclude that F preserves the injectives

(cf. Appendix, Proposition A.34).



1.2 The Category of G-Modules 9

The fact that I HG (A) is isomorphic to Z[G] ⊗Z[H ] A (via the isomorphism made
explicit in Remark 1.6, c) also implies, in conjunction with the adjunction property
of the tensor product ([4], Sect. 4.1), the following proposition:

Proposition 1.15 Let G be a finite group. Let H be a subgroup of G and A
an H-module. Then for any G-module B, the group HomH (A, B) identifies with
HomG(I HG (A), B). An isomorphism is obtained by sending any ϕ ∈ HomH (A, B)

to the element
f �−→

∑

g∈G/H

g · ϕ( f (g−1))

of HomG(I HG (A), B).

Thus the forgetful functor from ModG to ModH is also the right adjoint for
A �→ I HG (A), since this last functor is isomorphic to A �→ Z[G] ⊗Z[H ] A.

However, as pointed out in the electronic version of [42] (note at the bottom of the
page 61), the functoriality with respect to G and H goes in two different directions
depending on whether we consider I HG (A) or Z[G] ⊗Z[H ] A.

Definition 1.16 We call a G-module relatively injective (or weakly injective) if it is
a direct factor of the induced G-module IG(A) (where A is an abelian group).

Note that by Propositions 1.10 and 1.9, every injective G-module is relatively
injective.

The category ModG has enough injectives (i.e., every G-module is isomorphic
to a submodule of an injective G-module): this is a general property of categories of
modules over a ring (cf. Appendix, Example A.35b).

It follows that for any additive, covariant and left exact functor F : ModG → B
(where B is an abelian category, for exampleAb, the category of abelian groups), we
can define right derived functors Ri F for i � 0 (Appendix, Definition A.44). Recall
in particular that R0F = F and if

0 −→ A′ −→ A −→ A′′ −→ 0

is an exact sequence in ModG , we have natural morphisms (i.e., functorial with
respect tomorphisms of exact sequences) δi : Ri F(A′′) → Ri+1F(A′)which induce
a long exact sequence

· · · −→ Ri F(A′) −→ Ri F(A) −→ Ri F(A′′) δi−−→ Ri+1F(A′) −→ · · · ,

meaning that the family of the (Ri F)i�0 forms a cohomological functor or δ-functor
in the sense of TheoremA.46 from the appendix (where general properties of functors
are recalled).

Note also that any G-module is a quotient of a projective G-module (e.g. of a free
module over the ring R := Z[G]). In other words the category of G-modules has
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enough projectives . We will see that cohomology groups Hi (G, A) for a G-module
A, although defined as right derived functors (thus in theory calculated using injective
resolutions of A), are actually more easily calculated using a projective resolution
of the G-module Z (equipped with the trivial action of G).

1.3 The Cohomology Groups Hi (G, A)

For any G-module A, we denote by AG the submodule of A consisting of elements
x satisfying g · x = x for all g of G. The functor F : A �→ AG fromModG toAb is
covariant and left exact. We can thus define right derived functors Ri F , and we set

Hi (G, A) := Ri F(A)

for any G-module A. These groups are covariantly “functorial in A”, meaning that
the morphism of G-modules ϕ : A → B induces for all i � 0 a homomorphism of
abelian groups ϕ∗ : Hi (G, A) → Hi (G, B). If G is a trivial group, we of course
have Hi (G, A) = 0 for all i > 0 given that the functor A �→ AG is evidently exact
in this case.

An injective resolution of A is an exact sequence

0 → A −→ I0 −→ I1 −→ I2 −→ · · · ,

where all the Ii are injective G-modules. The existence of such a resolution fol-
lows from the fact that the category of G-modules has enough injectives (Appendix,
PropositionA.43). Let us recall howwe obtain the groups Hi (G, A) from an injective
resolution as above: the groups Hi (G, A) are cohomology groups of the complex

0 −→ I G0 −→ I G1 −→ I G2 −→ · · ·

(e.g. H 1(G, A) is obtained as the quotient of Ker[I G1 → I G2 ] by Im[I G0 → I G1 ]).
More generally, one can compute the Hi (G, A) using any resolution (I j ) such

that all the I j are acyclic, i.e., satisfy Hi (G, I j ) = 0 for all i > 0; cf. Appendix,
Theorem A.46c).

General properties of derived functors (which follow from computations using
injective resolutions as above) then yield the following:

Theorem 1.17
(a) We have H 0(G, A) = AG.
(b) We have Hi (G, A) = 0 for any injective G-module A and any i > 0.
(c) For any short exact sequence

0 −→ A −→ B −→ C −→ 0
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of G-modules, we have a long exact sequence

0 −→ AG −→ BG −→ CG δ0−−→
H 1(G, A) −→ H 1(G, B) −→ H 1(G,C)

δ1−−→ H 2(G, A) −→ · · ·

and the coboundaries δi depend functorially on the exact sequence under consider-
ation.

We immediately obtain

Proposition 1.18 For all G-modules A and B, we have Hi (G, A ⊕ B)

= Hi (G, A) ⊕ Hi (G, B).

Note that if ϕ : A → A is the multiplication by m > 0, then ϕ∗ : Hi (G, A) →
Hi (G, A) is also the multiplication by m (observe that ϕ is the diagonal map A →
A ⊕ A ⊕ · · · ⊕ A composed with the summation map A ⊕ A ⊕ · · · ⊕ A → A). It
follows that if A is m-torsion, then Hi (G, A) is m-torsion.

Remark 1.19 The Proposition 1.18 readily extends to a direct sum of a finite family
of G-modules or to a direct product of any family of G-modules (using the fact that
a direct product of injective G-modules is injective).

Later (Proposition 1.25), we will see that the assumption that G is finite allows
us to extend the proposition to a direct sum of an infinite family of G-modules.

As it is easier to construct projective G-modules (e.g. free) than injective, it is
often better to use another procedure for calculating the Hi (G, A). Let us begin with
a lemma.

Lemma 1.20 Let

· · · −→ Pi −→ Pi−1 −→ · · · −→ P1 −→ P0 −→ Z −→ 0

be a projective resolution ofZ (e.g. by freeG-modules). Let A = IG(X) be an induced
G-module. Then the complex (HomG(Pi , A))i�0 is exact.

Proof As the Pi are projective Z[G]-modules, they are free as Z-modules (they are
direct factors of freeZ-modules). In particular, the kernels and cokernels of the maps
Pi+1 → Pi are free Z-modules for i � 0. On the other hand, Proposition 1.12 gives
HomG(Pi , A) = HomZ(Pi , X). The result follows from the fact that if

0 −→ M1 −→ M2 −→ M3 −→ 0

is an exact sequence of free Z-modules, then it admits a section, which implies that
the sequence

0 −→ HomZ(M1, X) −→ HomZ(M2, X) −→ HomZ(M3, X) −→ 0
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is still exact. �

We deduce the following2:

Theorem 1.21 Let

· · · −→ Pi −→ Pi−1 −→ · · · −→ P1 −→ P0 −→ Z −→ 0

be a projective resolution of Z. Let A be a G-module. Then the Hi (G, A) are coho-
mology groups of the complex

0 −→ HomG(P0, A) −→ HomG(P1, A) −→ HomG(P2, A) · · ·

For example the group H 1(G, A) is the quotient of Ker[HomG(P1, A) →
HomG(P2, A)] by Im[HomG(P0, A) → HomG(P1, A)].
Proof Let P• be a complex obtained by appending 0 to the right of the complex
(Pi )i�0. As the Pi are projectives G-modules, the functor that associates to every
G-module A the complex HomG(P•, A) is exact, which implies (Appendix, Theo-
rem A.41) that the family of (Hi (HomG(P•, A)))i�0 forms a δ-functor (Si ), which
is immediately seen to be isomorphic to A �→ H 0(G, A) for i = 0.

By universality of the derived functors (Appendix, Theorem A.46), we have a
morphism of δ-functors ( f i ) from (Hi (G, .)) to (Si )which induces an isomorphism
for i = 0. On the other hand, for any G-module A, we have an exact sequence

0 → A −→ I −→ B −→ 0

with I injective inModG as the categoryModG has enough injectives. To show that
f i is an isomorphism for all i � 0, it is now sufficient (reasoning by induction on
i using the long exact sequence, given that the cohomology of I in strictly positive
degree is trivial) to show that the complex HomG(P•, I )) is exact in > 0 degree. As
I is the direct factor of the induced module IG(X) (Propositions 1.9 and 1.10), the
result follows from Lemma 1.20. �

Remark 1.22 Here is a slightly different argument to prove 1.21. Observe that the
functor A → AG from ModG to Ab identifies with the functor A → HomG(Z, A)

(the action of G on Z being trivial). It follows that Hi (G, A) = ExtiG(Z, A), the
ExtiG(Z, .)beingbydefinition the derived functors ofHomG(Z, .).Ageneral property
of derived functors (Appendix, Theorem A.52) shows that the ExtiG(Z, A) are also
obtained as derived functors (applied to Z) of the contravariant functor HomG(., A).
We can thus compute them using projective resolution of Z as in Theorem 1.21.

We can now generalise Theorem 1.17, b).

2I thank Joël Riou who suggested this method to me which avoids invoking Theorem A.52 of the
Appendix, cf. Remark 1.22 below.
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Proposition 1.23 Let A be a relatively injective G-module. Then for all i > 0 we
have Hi (G, A) = 0.

In other words, relatively injective G-modules are acyclic.

Proof As A is a factor of an inducedG-module,we immediately reduce ourselves (by
Proposition 1.18), to the case where A is itself induced, i.e., of the form A = IG(X)

for some abelian group X . The proposition now follows from Theorem 1.21 together
with Lemma 1.20. �

Corollary 1.24 Let
0 −→ A −→ I −→ B −→ 0

be an exact sequence of G-modules with I relatively injective (e.g. induced).
Then for all i > 0, we have Hi (G, B) = Hi+1(G, A) and the map “coboundary”
H 0(G, B) → H 1(G, A) is surjective.

Proof This follows from the long exact cohomology sequence and the above propo-
sition. �

This corollary is useful because it often allows to prove some properties of the
Hi (G, A) by “dimension shifting ” reasoning by induction on i , as we have done
in the Proof of Theorem 1.21 using an embedding of A into an injective G-module.
Here is an example of this principle in action.

Proposition 1.25 Let G be a finite group. Let(A j ) j∈J an inductive system of
G-modules and A := lim−→ j

A j the G-module inductive limit of the A j . Then for all

i � 0, we have an isomorphism

lim−→
j

H i (G, A j ) 
 Hi (G, A).

In particular we see that “the cohomology of finite groups commutes with direct
sums”.3

Proof For i = 0, the result is trivial. We proceed by induction on i . We immediately
check that, asG is finite, the canonicalmap lim−→ j

IG(A j ) → IG(A) is an isomorphism

of G-modules. Embedding A j in IG(A j ) (cf. Proposition 1.10), we obtain an exact
sequence

0 −→ A j −→ IG(A j ) −→ Bj −→ 0.

Let B = lim−→ j
B j . As lim−→ j

is an exact functor in the category of abelian groups
(cf. Appendix, Proposition A.30, a), we also have an exact sequence

3As J.Riou pointed out to me, the assumption that G is finite is important in this statement. For
example, there is no analogue of this statement (already at the level of the H1) for G = Z(N) acting
trivially on an infinite family of abelian groups.
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0 −→ A −→ IG(A) −→ B −→ 0

which, since IG(A) is induced, induces an exact sequence

H 0(G, IG(A)) −→ H 0(G, B) −→ H 1(G, A) −→ 0

and isomorphisms Hi−1(G, B) 
 Hi (G, A) for i � 2, as well as analogous results
by replacing A and B by A j and Bj .

The case i = 0 then provides isomorphisms

lim−→
j

H 0(G, IG(A j )) 
 H 0(G, IG(A)); lim−→
j

H 0(G, Bj ) 
 H 0(G, B),

hence the result for i = 1 thanks to the exact commutative diagram

lim−→ j
H 0(G, IG(A j ))

�
lim−→ j

H 0(G, Bj )

�
lim−→ j

H 1(G, A j ) 0

H 0(G, IG(A)) H 0(G, B) H 1(G, A) 0.

The case i � 2 follows by induction thanks to an analogous commutative diagram
along with the isomorphisms

Hi−1(G, B) 
 Hi (G, A); lim−→
j

H i−1(G, Bj ) 
 lim−→
j

H i (G, A j ).
�

1.4 Computation of Cohomology Using the Cochains

In small degrees (i = 1, i = 2), and also for some explicit calculations with cup-
products that we will carry out in Sect. 2.5, it is useful to have an explicit description
of the groups Hi (G, A). To achieve this, we will construct an explicit resolution of
the G-module Z (equipped with the trivial action of G) by free Z[G]-modules.

For all i � 0, let Ei be the set of (i + 1)-tuples (g0, . . . , gi ) of elements of G. Let
Li be the free Z-module with basis Ei . The action G on Ei by translation

s · (g0, . . . , gi ) := (sg0, . . . , sgi ) s ∈ G, (g0, . . . , gi ) ∈ Li

defines a structure of G-module on Li . As G acts without fixed points on Ei

(i.e., g · x = x with g ∈ G and x ∈ Ei implies g = 1), the Z[G]-module Li is free
(a basis can be obtained by choosing an element in each orbit for the action of G on
Ei ). Let then di : Li → Li−1 be the morphism of G-modules defined by the formula
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(where the symbol ĝ j as usual indicates that the index j is omitted):

di (g0, . . . , gi ) =
i∑

j=0

(−1) j (g0, . . . , ĝ j , . . . , gi )

if i >0 and d0 : L0→Z the morphism of G-modules sending the whole of (g0) to 1.

Lemma 1.26 The sequence

· · · → L2
d2−−→ L1

d1−−→ L0
d0−−→ Z → 0

is exact (in particular it is a resolution ofZ by free (hence projective)Z[G]-modules).
Proof Let us show first that di ◦ di+1 = 0 for all i � 0. It is trivial for i = 0. Assume
i � 1. Then for any (g0, . . . , gi+1) ∈ Li+1, we have

(di ◦ di+1)((g0, . . . , gi+1)) =
i+1∑

k=0

(−1)kdi (g0, . . . , ĝk, . . . , gi+1)

=
i+1∑

k=0

(−1)k
[ k−1∑

j=0

(−1) j (g0, . . . , ĝ j , . . . , ĝk, . . . , gi+1)

+
i+1∑

j=k+1

(−1) j−1(g0, . . . , ĝk, . . . , ĝ j , . . . , gi+1)

]
.

For any pair (r, s) with 0 � r < s � i + 1, the term

(g0, . . . , ĝr , . . . , ĝs, . . . , gi+1)

appears twice in the sum: once with the sign (−1)r+s for j = r, k = s, and once with
the sign (−1)r+s−1 for k = r, j = s. It follows that the sum is zero.

Let us define morphisms of abelian groups (they are notG-morphisms in general)
ui : Li → Li+1 by u0(1) = (1), and ui (g0, . . . , gi ) = (1, g0, . . . , gi ) if i � 1. We
then have ui−1 ◦ di + di+1 ◦ ui = IdLi for all i � 0. Indeed

(ui−1 ◦ di + di+1 ◦ ui )(g0, . . . , gi ) =
i∑

j=0

(−1) j (1, g0, . . . , ĝ j , . . . , gi )

+(g0, . . . , gi ) +
i+1∑

j=1

(−1) j (1, g0, . . . , ĝ j−1, . . . , gi )
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which is equal to (g0, . . . , gi ) (the terms cancel each other pairwise). Let then x be
in Ker di , we obtain x = di+1(ui (x)) hence x ∈ Im di+1. As di ◦ di+1 = 0, we also
have Im di+1 ⊂ Ker di and therefore finally Im di+1 = Ker di . The desired exactness
follows. �

Let A be a G-module. An element of K i := HomG(Li , A) identifies itself with a
function f : Gi+1 → A satisfying

f (s · g0, . . . , s · gi ) = s · f (g0, . . . , gi )

(“homogeneous cochain”). The coboundary applications K i → K i+1 are obtained
via a formula analogous to the previous one. Such a function is uniquely determined
by the value it takes at the elements of Gi+1 of the form (1, g1, g1g2, . . . , g1 · · · gi ).
Finally, we can view the elements of K i as non-homogeneous cochains, namely

Theorem 1.27 The groups Hi (G, A) for i � 1 are obtained as cohomology groups
of the complex

K 0 −→ K 1 −→ K 2 −→ · · · ,

where K 0 = A (seen as the set of functions from G0 := {1} to A) and for i � 1, K i

is the abelian group consisting of functions f : Gi → A, the coboundary di : K i →
K i+1 being defined by the formula

d f (g1, . . . , gi+1) = g1 · f (g2, . . . , gi+1)

+
i∑

j=1

(−1) j f (g1, . . . , g jg j+1, . . . , gi+1) + (−1)i+1 f (g1, . . . , gi ).

The (non-homogeneous) cochains of Ker di are called i-cocycles, or simply
cocycles when it is clear what i is. The i-cocycles of the image di−1 are called
i-coboundaries, or simply coboundaries. In particular, the set of 1-cochains K 1 con-
sists of functions fromG to A. The set of 1-cocycles Z1(G, A) ⊂ K 1 is the subgroup
of functions f that further satisfy f (g1g2) = f (g1) + g1 f (g2) for all g1, g2 inG. The
set of 1-coboundaries B1(G, A) is the set of functions of the form g �→ g · a − awith
a ∈ A. Thus we have H 1(G, A) = Z1(G, A)/B1(G, A).

Corollary 1.28 Let G be a finite group. Let A be a finite G-module. Then all the
groups Hi (G, A) are finite.

Remark 1.29 This last corollary can be obtained by shifting, using the Corollary
1.24, noticing that A embeds into the induced module IG(A) which is also finite. We
will see below that the conclusion still holds for i � 1 if A is only assumed to be of
finite type.

Example 1.30 (a) An element of Z1(G, A) is called a crossed homomorphism. If
the action of G on A is trivial, a crossed homomorphism is simply a homomorphism
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and B1(G, A) = 0. It follows that H 1(G, A) is the set of group morphisms from G
to A.

(b)We deduce from (a) that for any finite groupG acting trivially on a torsion-free
abelian group A, we have H 1(G, A) = 0. Similarly, if G = Z/p acts trivially on the
abelian group A, we have H 1(G, A) 
 A[p], where A[p] is the p-torsion subgroup
of A.

(c) A 2-cocycle is a map f from G × G to A satisfying

g1 f (g2, g3) − f (g1g2, g3) + f (g1, g2g3) − f (g1, g2) = 0.

We call it a system of factors. One can show ([54], Theorem 6.6.3) that H 2(G, A)

classifies group extensions E of G by A such that the action (by conjugation in E)
of G on A corresponding to E is the action given by the G-module structure of A.
The case where this action is trivial corresponds to central extensions.

We now have a statement for projective limits analogous to Proposition 1.25
(subject to some supplementary finiteness conditions).

Proposition 1.31 Let G be a finite group. Let (An)n∈N be a projective system of finite
G-modules, indexed by the integers. Let A := lim←−n

An be the G-module projective
limit of the An. Then for all i � 0, we have an isomorphism

Hi (G, A) 
 lim←−n
Hi (G, An).

Proof The statement is trivial for i = 0. We argue by induction on i > 0.
We embed each An in the inducedG-module IG(An) andwe set Bn = IG(An)/An .

It follows that B = lim←−n
Bn . It is straightforward that (the group G being finite),

the canonical map lim←−n
IG(An) → IG(A) is an isomorphism. Moreover, we have

Hi (G, IG(An)) = 0 for i > 0 since IG(An) is induced. The proof is now identical
to that of Proposition 1.25, noting that the sequence

0 −→ A −→ IG(A) −→ B −→ 0

remains exact by the finiteness assumptions. Same holds true for the sequences:

lim←−n
Hi (G, IG(An)) −→ lim←−n

Hi (G, Bn) −→ lim←−n
Hi+1(G, An)

−→ lim←−n
Hi+1(G, IG(An))

for all i � 0. This follows from Proposition A.32 of the appendix. TheMittag-Leffler
(ML) condition is here automatically satisfied as all modules An , IG(An), IG(Bn) (as
well as cohomology groups of the finite group G with coefficients in these modules)
are finite. �
Remark 1.32 Proposition 1.31 is in general false without the finiteness assumption
on the An; see Exercise 1.8. Furthermore, there is no analogue of 1.31withG profinite
instead of finite; see Exercise 4.1.
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1.5 Change of Group: Restriction, Corestriction, the
Hochschild–Serre Spectral Sequence

In this paragraph, we are no longer considering one group G, but instead consider
what happens when we change the acting group. Let A be a G-module and let G ′
be a group endowed with a morphism f : G ′ → G. We can then endow A with a
structure of a G ′-module by setting

g′ · a := f (g′) · a, g′ ∈ G ′, a ∈ A.

Denote by f ∗A (or simply A when no confusion arises) this G ′-module.
As AG is a subgroup of ( f ∗A)G

′
, we obtain a morphism of functors from

H 0(G, .) to H 0(G ′, f ∗·). The universal property of derived functors (Appendix,
Theorem A.46, b) shows that for any integer i � 0, there is a unique family of mor-
phisms of functors

f ∗
i : Hi (G, .) −→ Hi (G ′, .)

compatible with the coboundaries (i.e., the maps δi ) of the long exact cohomology
sequences (in an evident way). We have thus obtained amorphism of cohomological
functors (or morphism of δ-functors).

Let now A′ be a G ′-module and u : A → A′ a morphism of abelian groups. If
furthermore u is f -compatible,4 i.e., satisfy

u( f (g′) · a) = g′ · u(a) g′ ∈ G ′, a ∈ A,

then u is a G ′-homomorphism from f ∗A to A′ and induces an homomorphism
u∗ : Hi (G ′, f ∗A) → Hi (G ′, A′). Composing this morphism with f ∗

i , we obtain a
homomorphism

Hi (G, A) −→ Hi (G ′, A′)

associated to the group homomorphism f : G ′ → G and to the f -compatible homo-
morphismu : A → A′. The newlydefinedhomomorphismhas anobvious expression
via the explicit definition of Hi using the cochains.

Furthermore, if we have a f -compatible morphism of short exact sequences
from the sequence 0 → A → B → C → 0 to 0 → A′ → B ′ → C ′ → 0, the cor-
responding morphisms of the Hi remain compatible with the maps δi of long exact
sequences associated to these short exact sequences (we thus have a morphism of
cohomological functors).

Definition 1.33
(a) Let A be a G-module and H a subgroup of G. Taking for f the canonical

injection of H into G, we obtain for i � 0 a homomorphism Res : Hi (G, A) →
Hi (H, A) that we call the restriction homomorphism.

4One can also say “u and f are compatible”, as in [47], Chap.VII, Sect. 5.
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(b) Let A be a G-module. For a normal subgroup H of G, the quotient G/H acts
on AH and the inclusion AH → A is compatible with the canonical surjection G →
G/H . We deduce for all i � 0 a homomorphism Inf : Hi (G/H, AH ) → Hi (G, A)

that we call the inflation homomorphism .

Remark 1.34 The restriction and inflation homomorphisms have a very simple
expression in terms of the cocycles: in the case of the restriction one simply restricts
the cocycle Gi → A to the subgroup Hi ; in the case of inflation, one composes the
canonical surjection Gi → (G/H)i with any cocycle (G/H)i → AH ⊂ A.

Remark 1.35 Let H be a subgroup of G. Then Z[G] is a free left Z[H ]-module (in
particular Z[G] is a projective object inModH ): indeed, a basis consists of a system
of representatives (g j ) j∈J of right classes of G modulo H as any element g of G can
be uniquely written as g = hg j with j ∈ J . We immediately deduce that an induced
G-module is also an induced H -module by Remark 1.6, b) that identifies the notions
of induced and co-induced G-modules for a finite group G.

Let now H be a subgroup of a finite group G and let A be an H -module. Consider
the G-module I HG (A). Associating to any u ∈ I HG (A) its value at 1, we obtain a
morphism of abelian groups I HG (A) → A compatible with the injection H → G. We
deduce from the above, homomorphisms (compatible with long exact sequences)

Hi (G, I HG (A)) −→ Hi (H, A).

Theorem 1.36 (Shapiro lemma) The homomorphisms

Hi (G, I HG (A)) −→ Hi (H, A)

defined above are isomorphisms.

Proof By Remark 1.14 (which follows form Proposition 1.12), the functor F (from
ModH toModG) defined by A �→ I HG (A) preserves the injectives. On the other hand
we have the equality (I HG (A))G = AH for any H -module A (indeed, if f : G → A
is in (I HG (A))G , we have f (sg) = f (s) for all g, s in G hence f is constant; but this
constant has to be in AH since f (hg) = h f (g) for all h in H ). To obtain the result
(using an injective resolutions of the H -module A, to which we apply the functor
I HG (.)), it is enough to check that the functor F is exact. But we have

I HG (A) = HomH (Z[G], A)

(Remark 1.6, c) and the result follows from Remark 1.35 (it is also easy to check
directly that F is exact). �

Remark 1.37 Recall (cf. Appendix, Sect. A.6) that if A and B are G-modules, the
groups ExtiG(A, B) are by definition derived functors (applied to B) of the right exact
functor HomG(A, .) from ModG to Ab. Furthermore, for a fixed B, the family of
(Exti (., B)) constitutes a cohomological functor, as if
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0 −→ B −→ B0 −→ B1 −→ · · ·

is an injective resolution of B and 0 → A → A′ → A′′ → 0 is a short exact sequence
of G-modules, then

0 −→ (HomG(A′′, B j )) j�0 −→ (HomG(A′, B j )) j�0

−→ (HomG(A, B j )) j�0 −→ 0

is a short exact sequence of complexes (by injectivity of the Bj ), which gives rise
(Appendix, Theorem A.41), by definition of the groups Exti , to a long exact coho-
mology sequence

0 −→ HomG(A′′, B) −→ HomG(A′, B) −→ HomG(A, B)

−→ Ext1G(A′′, B) −→ · · ·

Besides, we can also calculate the ExtiG(A, B) as left derived functors of HomG(., B)

(Appendix, Theorem A.52), but unlike the previous construction, this does not gen-
eralise to profinite groups G (cf. Chap. 4), for the lack of enough projectives in the
category of discrete G-modules.

We will also need the following lemma which will be generalised later (Proposi-
tion 4.25) to profinite groups:

Lemma 1.38 Let G be a finite group. Let H be a subgroup of G. Then every injective
of ModG is also injective inModH .

Proof We already know (see Appendix, Example A.35b) that every G-module A
embeds into an injective G-module of the form IG(I ) = HomZ(Z[G], I ), where I
is a divisible abelian group. If in addition A is an injective G-module, it is a direct
factor of IG(I ) and therefore it is enough to show that IG(I ) is injective as an H -
module. As Z[G] is a free Z[H ]-module of finite type, we see immediately that
IG(I ) is isomorphic to a direct product of a finite number of copies of IH (I ), hence
is injective as an H -module (Remark 1.14, which relies on Proposition A.34 of the
appendix). �

The following proposition is slightly similar to Shapiro’s lemma. However it uses
Proposition 1.15 (where the functor I HG (.) is viewed as the left adjoint of the forgetful
functor) instead of Proposition 1.12 (where we view it as right adjoint of the forgetful
functor).

Proposition 1.39 Let G be a finite group. Let H be a subgroup of G. Let A be an
H-module. Then, for any G-module B we have canonical isomorphisms

ExtiH (A, B) 
 ExtiG(I HG (A), B),

defined for all i � 0. These isomorphisms are compatible with the coboundaries of
the long exact exact cohomology sequences associated to the short exact sequences
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0 −→ B −→ B ′ −→ B ′′ −→ 0,

as well as with the boundaries of the long homology sequences associated with the
short exact sequences

0 −→ A −→ A′ −→ A′′ −→ 0.

Proof For a fixed A, Proposition 1.15 gives an isomorphism of functors (fromModG

to Ab)
HomH (A, .) 
 HomG(I HG (A), .).

Since any injectiveModG remains injective inModH (by Lemma 1.38), we obtain
isomorphisms

ExtiH (A, B) 
 ExtiG(I HG (A), B)

by taking an injective resolution of B in the category ModG . The compatibility
with the coboundaries of the long cohomology exact sequences associated with the
short exact sequences “in B” follows for the properties of derived functors. The
compatibility with the boundaries of the long homology exact sequences “in A” is
obtained as in the Remark 1.37, observing that an exact sequence of H -modules

0 −→ A −→ A′ −→ A′′ −→ 0

induces an exact sequence of G-modules

0 −→ I HG (A) −→ I HG (A′) −→ I HG (A′′) −→ 0,

and for any injective resolution B• of the G-module B (which is also an injective
resolution of B viewed as an H -module), two isomorphic exact sequences of com-
plexes

0 −→ HomH (A′′, B•) −→ HomH (A′, B•) −→ HomH (A, B•) −→ 0,

0 → HomG(I HG (A′′), B•) → HomG(I HG (A′), B•) → HomG(I HG (A), B•) → 0.

But the groups ExtiH (A, B) and ExtiG(I HG (A), B) (as well as analogous groups
with A′ and A′′ instead of A) are the ones which appear when one takes the long
exact sequences associated with these two exact sequences of complexes. �

We now present another construction that will be used later. Let G be a group
and A a G-module. Let t ∈ G. Set G ′ = G, A′ = A, and denote by f : g �→ t−1gt
the inner automorphism associated with t−1. The homomorphism of abelian groups
u : a �→ t · a from A to A is then f -compatible, and hence induces for all i � 0 a
homomorphism σt : Hi (G, A) �→ Hi (G, A).

Proposition 1.40 The map σt is the identity.
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Proof We argue by induction on i . The case i = 0 is trivial. In the general case, we
embed A in an induced module I and set B = I/A. We then have a commutative
diagram whose rows are exact:

Hi (G, B)
δ

σt

H i+1(G, A)

σt

0

Hi (G, B)
δ

Hi+1(G, A) 0

.

The result follows by induction on i . �
Remark 1.41 Let A be aG-module. If H is a normal subgroup ofG, we canmakeG
act on Hi (H, A) via the conjugation action ofG on H . Proposition 1.40 then implies
that H acts trivially on Hi (H, A). In other words, G/H acts on Hi (H, A). On the
other hand, an injective resolution

0 −→ A −→ I0 −→ I1 −→ I2 −→ · · ·

of A by induced G-modules also yields a resolution of the H -module A by induced
H -modules (by Remark 1.35).

We deduce that the groups Hi (H, A) are obtained using the cohomology of the
complex

0 −→ I H0 −→ I H1 −→ I H2 −→ · · · ,

they are hence naturally G/H -modules via the action of G/H on the I Hj for j � 0.
The corresponding action ofG/H on the Hi (H, A) coincideswith that defined above
(via the action by conjugation of G on H ). Indeed, for i = 0, the two actions are
given by (t, a) �→ t · a for t ∈ G/H and x ∈ AH ; we deduce the result for any i by
shifting.

Theorem 1.42 (restriction–inflation) Let H be a normal subgroup of G and let A
be a G-module. Then the sequence

0 −→ H 1(G/H, AH )
Inf−−−→ H 1(G, A)

Res−−−→ H 1(H, A)

is exact.

Proof It is straightforward (via, for example, the description using cochains) that the
sequence is a complex. Let us first show the injectivity of Inf. Let f : G/H → AH

be a 1-cocycle cohomologous to 0 in H 1(G, A). We can also view f as a map
from G to A constant on each class mod H . Then there exists an a ∈ A such that
f (s) = s · a − a for all s in G, and we obtain sa − a = sta − a for all t in H , hence
t · a = a by setting s = 1. Lastly a ∈ AH and f is indeed zero in H 1(G/H, AH ).

Let us now show that an element of Ker Res is in Im Inf. Let f : G → A be a
1-cocycle. If Res( f ) = 0, then there exists an a ∈ A such that f (t) = t · a − a for
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all t in H . By if necessary replacing f by a cohomologous cocycle t �→ f (t) −
(t · a − a), we may assume f (t) = 0 for all t in H . As f (st) = f (s) + s · f (t),
we obtain that f factors as a map f : G/H → A. For s in H , the classes st and
t in G/H are the same (recall that H is normal in G). The formula then gives
f (t) = f (st) = s f (t), which shows that f has coefficients in AH . It is a cocycle
that induces an element of H 1(G/H, AH ) whose image by Inf is f . �

Remark 1.43 This result can also be deduced from the Hochschild–Serre spectral
sequence defined below, but it is instructive to verify it directly especially since that
method generalises to “non-abelian H 1”, [47], Appendix to Chap.VII.

As we have seen in Remark 1.41, the group G/H acts on the cohomology groups
Hi (H, A). We can then view the restriction–inflation sequence as the exact sequence
of low degree terms of the spectral sequence given by the following theorem:

Theorem 1.44 (Hochschild–Serre) Let G be a group. Let H be a normal subgroup
of G and A a G-module. Then we have a spectral sequence

E pq
2 = H p(G/H, Hq(H, A)) =⇒ H p+q(G, A).

Proof It is a special case of the composed functors spectral sequence ofGrothendieck
(cf. Appendix, Theorem A.67). The functor A �→ AG from ModG to Ab is the
composed of the functor F1 : A �→ AH from ModG to ModG/H and the functor
F2 : B �→ BG/H fromModG/H to Ab. The derived functors of F1 are the Hi (H, .)

by Lemma 1.38, which says 5 that an injective resolution of A inModG also provides
an injective resolution of ModH . The derived functors of F2 are by definition the
Hi (G/H, .). It is then enough to prove that F1 preserves the injectives, which is
easy by Proposition A.34 of the appendix, as it is the adjoint of the (exact) forgetful
functor fromModG/H toModG . Explicitly we have for any G/H -module B (which
can also be seen as a G-module with a trivial action of H ) and for all G-module A:

HomG(B, A) = HomG/H (B, AH ). �

In particular, the theorem implies (cf. Appendix, Remark A.61) that for each
n > 0,we have a filtration of Hn(G, A) by a decreasing sequence F0 = Hn(G, A) ⊃
· · · ⊃ Fn+1 = 0, where F p/F p+1 (for p = 0, . . . , n) is isomorphic to a subquotient
E p,n−p

∞ of H p(G/H, Hn−p(H, A)). The first terms of the exact sequence of low
degree terms of this spectral sequence (Appendix, Proposition A.66) are written as

0 → H 1(G/H, AH )
Inf−−−→ H 1(G, A)

Res−−−→ H 1(H, A)G/H

→ H 2(G/H, AH )
Inf−−−→ H 2(G, A)

5We can also use Theorem 1.21 along with the fact that a resolution of Z by the projective Z[G]-
modules provides it with a resolution by the projective Z[H ]-modules.
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(the map that was not given a name is called transgression). We also obtain the
following result, which generalises the restriction–inflation exact sequence:

Corollary 1.45 Let G be a group. Let H be a normal subgroup of G and let A
be a G-module. Let n � 2 be an integer, we make an additional assumption that
Hi (H, A) = 0 for 1 � i � n − 1. Then the sequence

0 −→ Hn(G/H, AH )
Inf−−−→ Hn(G, A)

Res−−−→ Hn(H, A)G/H

is exact.

Proof The assumption tells us that the terms E pq
2 of the initial page of the spectral

sequence are zero for 0 < q < n.
It follows that the only terms E pq

∞ , with p + q = n, that may be nonzero are the
En,0∞ and E0,n∞ . The assumption immediately implies that En,0∞ = En,0

2 and further-
more, E0,n∞ is always a subgroup of E0,n

2 .
We conclude by writing the filtration

0 ⊂ Fn ⊂ Hn(G, A),

where Fn = En,0∞ and Hn(G, A)/Fn = E0,n∞ . �

We can also prove this corollary directly by induction on i starting by embed-
ding A into the induced G-module IG(A), which (Remark 1.35) is also an induced
H -module, cf. [47], Chap.VII, Prop. 5.

1.6 Corestriction; Applications

Let H be a subgroup of a finite groupG. Let A be aG-module. We will define homo-
morphisms Hi (H, A) → Hi (G, A) “in the opposite direction” of the restriction.We
start with the case i = 0. The corestriction is then defined by the norm:

NG/H : a �−→
∑

s∈G/H

s · a

from AH to AG , where G/H is the (finite, by assumption) set of left classes modulo
H . It is immediate that s · a depends only on the class of s in G/H (since a ∈ AH )
and that NG/H (a) ∈ AG .

We can then extend the corestriction in degree 0 to a unique morphism from the
cohomological functor {Hi (H, f ∗.), δ} to the cohomological functor {Hi (G, .), δ},
where f is the inclusion H → G. This is possible since the former functor is efface-
able in degree� 1 (and hence universal; cf. Appendix, Remark A.47). Indeed, if I is
induced for G, it is induced for H (Remark 1.35) and hence we have Hi (H, I ) = 0
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for all i > 0. Recall now that every G-module can be embedded into an induced
G-module I .

In this way we obtain corestriction morphisms

Cores : Hi (H, A) −→ Hi (G, A)

compatible with the usual morphisms of short exact sequences.

Example 1.46 Let K be a field. Let L be a finite Galois extension of K with Galois
group G = Gal(L/K ). Let E be a finite extension of K with E ⊂ L . Set H =
Gal(L/E). Then the corestriction H 0(H, L∗) → H 0(G, L∗) is the norm NE/K :
E∗ → K ∗ in the usual sense. By this we mean that for any x ∈ E∗ the element
NE/K (x) is the product of the conjugates of x . It is also the determinant of the
multiplication map by x on the K -vector space E .

Remark 1.47 Let K be a field. Let E be an étale K -algebra, that is, a K -algebra
isomorphic to a product of fields

∏r
i=1 Ki , where the Ki are separable extensions of

K . For any x ∈ E , we define NE/K (x) as the determinant of the multiplication by x
map in the K -vector space E . This norm is the product of norms NKi/K : Ki → K
associated with each extension Ki .

Theorem 1.48 Let m = [G : H ] be the index of H in G. Then the composite
Cores ◦Res is the multiplication by m in Hi (G, A).

Proof The statement is clear for i = 0. The general case is obtained by shifting
(embedding A into an induced G-module I ) using Corollary 1.24. �

Corollary 1.49 Let G be a finite group of cardinality m. Let A be a G-module. Then
for i > 0, the groups Hi (G, A) are m-torsion.

In particular, if A is n-torsion with n prime to m, we obtain Hi (G, A) = 0 for
i > 0.

Proof Apply Theorem 1.48 in the case H = {1}. �

Corollary 1.50 Let G be a finite group. Then for any G-module of finite type A,
Hi (G, A) is finite for all i > 0.

Proof The cochain description shows that the groups Hi (G, A) are of finite type.
As by Corollary 1.49, these groups are torsion for i > 0, they are finite. �

Corollary 1.51 Let G be a finite group. Let A be a uniquely divisible abelian group
endowed with an action of G (e.g. A = Q with the trivial action by G). Then
Hi (G, A) = 0 for all i > 0.

Proof Indeed, Corollary 1.49 says that for i > 0, the group Hi (G, A) is torsion. On
the other hand, the multiplication by n in A is, by assumption, an isomorphism for
all n > 0 and hence multiplication by n in Hi (G, A) is also an isomorphism. �
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Example 1.52 Consider A = Q/Z with the trivial action of G. By the above corol-
lary and the long exact cohomology sequence associated to the exact sequence

0 −→ Z −→ Q −→ Q/Z −→ 0,

we have Hi (G,Q/Z) 
 Hi+1(G,Z) for all i > 0. In particular, H 2(G,Z) 

H 1(G,Q/Z) is the character group of G. We also have H 1(G,Z) = 0 given that Z
has no non-trivial finite subgroup.

Remark 1.53 The disadvantage of the definition of corestriction given above is that
it is not very explicit. However, it turns out to be convenient in the proof of properties
of the homomorphisms Cores. In Exercise 1.1 below, a more concrete definition is
given.

1.7 Exercises

In all the exercises below, G denotes a finite group.

Exercise 1.1 Let H be a subgroup of G. Let A be a G-module.
(a) Show that one defines a surjective morphism π : I HG (A) → A of G-modules

by the formula:
π( f ) =

∑

g∈G/H

g · f (g−1), f ∈ I HG (A).

(b) Let i � 0. Let π∗ : Hi (H, A) = Hi (G, I HG (A)) → Hi (G, A) be the homo-
morphism induced by π on the cohomology. Show that π∗ is the corestriction.

Exercise 1.2 (suggested by J.Riou) Let A be an injective abelian group (i.e., such
that HomZ(., A) is an exact functor). Show that IG(A) is injective inModG . Deduce
from this fact that if A is any abelian group, the G-module IG(A) is acyclic.

Exercise 1.3 Let I be an injective G-module. Show that I is a divisible abelian
group.

Exercise 1.4 Let I be an injective G-module. Show that the G-module IG(I ) is
injective. Show that a direct limit of injective G-modules is an injective G-module.
This is a special case of a general result on the categoryModR with R a left noetherian
ring, see Example A.35f) of the appendix).

Exercise 1.5 Let H be a subgroup of G. Let A be a G-module. Show that for any
H -module B and all i � 0 we have canonical isomorphisms

ExtiG(A, I HG (B)) 
 ExtiH (A, B).

What does this result imply for A = Z?
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Exercise 1.6 Give a proof of Proposition 1.39 using a projective resolution of A
instead of an injective resolution of B.

Exercise 1.7 We say that a G-module A is a permutation G-module if it is a direct
sum of a finite number A1, . . . , Ar of G-modules such that for each Ai , there exists
a subgroup Hi of G such that Ai is isomorphic to I Hi

G (Z) (where Z is endowed with
the trivial action).

(a) Compare I HG (Z) to the G-module Z[G/H ] consisting of formal sums∑
s∈G/H nss, s ∈ G/H , the action of G on Z[G/H ] being given by the left action of

G on the set of left cosets G/H .
(b) Show that if A is a permutation G-module, then H 1(G, A) = 0.
(c) Is it true that H 2(G, A) = 0 for all permutation modules A?
(d) Show that a G-module A is permutation if and only if the Z-module A admits

a finite basis (e1, . . . , en) such that there is a permutation σ of the set {1, . . . , n}with
g · ei = eσ(i) for all i of {1, . . . , n}. Under what condition on the integer r is this
permutation transitive?

Exercise 1.8 Let G = Z/p (where p is a prime) and let (for n ∈ N) An be the
G-module Zwith the trivial action of G. Let � be a prime different from p. Consider
the projective system (An), transition maps being the multiplication by �. Compare
lim←−n

H 2(G, An) and H 2(G, lim←−n
An).

Exercise 1.9 For any G-module A, we define A∗ as the G-module HomZ(A,Q/Z),
where the action ofG is given by (g · f )(x) = f (g−1 · x) for all g ∈ G and all x ∈ A.
In particular, if B is just an abelian group, the abelian group B∗ is defined.

(a) Show that for any abelian group B, the canonical homomorphism B → (B∗)∗
(that sends x to f �→ f (x) for x ∈ B and f ∈ B∗) is injective.

(b) Give an example of an abelian group B such that (B∗)∗ is not isomorphic to
B. What does occur if B is finite?

(c) Show that if A is a relatively injective G-module, then A∗ is also relatively
injective.

Exercise 1.10 Let p be a prime. For any finite torsion p-primary abelian group A,
we denote by rg(A) the rank of A, that is, the minimal number of its generators.

(a) Show that rg(A) is the dimension of the p-torsion subgroup A[p] of A over
Fp = Z/pZ, and that it is also the dimension of A/pA over Fp.

(b) Let G be a finite p-group. Set n(G) = dimFp H
1(G,Z/pZ) and r(G) =

dimFp H
2(G,Z/pZ). Show that r(G) − n(G) = rg(H 3(G,Z)).



Chapter 2
Groups Modified à la Tate, Cohomology
of Cyclic Groups

Throughout this chapter, G denotes a finite group. We continue our study from the
previous chapter by introducing the Tate groups as well as some supplementary
ingredients (cohomology of finite groups, Herbrand quotient, cup products). We also
define a new map between cohomology groups called transfer, for which we prove
a subtle theorem of Furtwängler (Theorem 2.13).

2.1 Tate Modified Cohomology Groups.

It appears (notably for the arithmetic duality theorems when the number fields under
consideration have real places or when one wishes to develop the class formation
formalism) that it is often convenient, in the case of a finite group G, to introduce the
groups ̂Hi (G, A) for all i ∈ Z. These groups coincide with the Hi (G, A) for i � 1
but provide a little bit more information for i � 0. It is mostly the case i = 0 that
will be useful except when we consider class formations where we shall also use the
case i = −2.

Definition 2.1 The norm of the group algebra Z[G] is the element
∑

g∈G g. The
augmentation ideal IG of the group algebra Z[G] is the kernel of the augmentation
homomorphism Z[G] → Z defined by

∑

g∈G

agg �−→
∑

g∈G

ag.

This is the same as saying that IG is the set of linear combinations of the (g − 1),
g ∈ G. If A is a G-module, the norm defines an endomorphism N : A → A by the
formula N (x) = ∑

g∈G g · x . Note that IG A ⊂ Ker N and Im N ⊂ H 0(G, A).
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Definition 2.2 Let A be a G-module. The G-module of co-invariants is the
G-module AG = H0(G, A) := A/IG A.

Hence AG is the largest G-module quotient of A onwhich G acts trivially. Passing
to the quotient, we have a homomorphism (that we can also denote by N ∗

A when there
is an ambiguity)

N ∗ : H0(G, A) −→ H 0(G, A).

Definition 2.3 We set ̂H0(G, A) = Ker N ∗ and ̂H 0(G, A) = Coker N ∗.

In other words ̂H0(G, A) = N A/IG A and ̂H 0(G, A) = AG/N A, where N A is
the kernel of the norm in A.

Note that these groups are zero if G is the trivial group (which is not the case of
H0(G, A) and H 0(G, A)).

The functor A �→ H0(G, A) is covariant and right exact. We can also define the
homology groups Hi (G, A) as left derived functors (they make sense for an arbi-
trary G, but like in the case of cohomology we will only need them in the case
where G is finite). We obtain a homology functor (cf. Appendix, the comment after
Theorem A.46), i.e., that if 0 → A → B → C → 0 is an exact sequence of G-
modules, we have a functorial long exact sequence:

· · · −→ H1(G, A) −→ H1(G, B) −→ H1(G, C)

−→ H0(G, A) −→ H0(G, B) −→ H0(G, C) −→ 0.

Furthermore, Hi (G, A) = 0 for i > 0 if A is projective, or even relatively injective
(in that last case, we use that A is a direct factor of a co-inducedG-moduleZ[G] ⊗ X ,
because G is assumed finite). The proofs are exactly of the same type as for coho-
mology.

Here is an example of homology group which will be useful later on (when we
will be applying the Tate–Nakayama theorem to p-adic fields in Sect. 9.1):

Proposition 2.4 The homology group H1(G,Z) is the abelianisation Gab = G/G ′
of G, where G ′ is the derived subgroup of G.

Proof Let Λ = Z[G] be the group algebra of G. Consider the exact sequence of
G-modules

0 −→ IG −→ Λ
π−−→ Z −→ 0,

where π : ∑

g ngg �→ ∑

g ng is the augmentation homomorphism. We then have
H0(G, IG) = IG/I2

G . It follows that the imageof H0(G, IG) in H0(G,Λ) = Λ/IGΛ

is zero. On the other hand, H1(G,Λ) = 0 in view of the fact thatΛ is free overZ[G].
We obtain an isomorphism (via the exact homology sequence)

d : H1(G,Z) −→ H0(G, IG) = IG/I2
G .

Let us define f : G −→ IG/I2
G by f (g) = g − 1. The formula
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gh − 1 = (g − 1) + (h − 1) + (g − 1)(h − 1)

(valid for g, h in G) shows that this is a morphism. As IG/I2
G is abelian, f induces a

morphism (that we again denote f ) from G/G ′ to IG/I2
G , which is clearly surjective.

Lastly, the groupmorphismu : IG → G/G ′ definedbyu(g − 1) = g factors through
the quotient by I2

G . Indeed, if x = (g − 1)(h − 1) is in I2
G , then

u(x) = u((gh − 1) − (g − 1) − (h − 1)) = ghg−1h
−1

is the neutral element of G/G ′ (because ghg−1h−1 is a commutator). Thus we
obtain a morphism u : IG/I2

G → G/G ′ such that u ◦ f is the identity; hence f is
bijective. �

Wewill now “link together” the long exact sequences of homology and cohomol-
ogy associated to an exact sequence of G-modules using the modified cohomology
groups of Tate. This is the object of the following definition:

Definition 2.5 Let G be a finite group. Let A be a G-module. We define the groups
̂H n(G, A) for n ∈ Z by the formula:

̂H n(G, A) = H n(G, A) n � 1,

̂H 0(G, A) = AG/N A,

̂H−1(G, A) = ̂H0(G, A) = N A/IG A,

̂H−n(G, A) = Hn−1(G, A) n � 2.

The reason for this definition is the following theorem.

Theorem 2.6 Let 0 → A → B → C → 0 be an exact sequence of G-modules. We
then have the following “functorial” exact sequence:

· · · ̂H−2(G, C) −→ ̂H−1(G, A) −→ ̂H−1(G, B) −→ ̂H−1(G, C)

δ−−→ ̂H 0(G, A) −→ ̂H 0(G, B) −→ ̂H 0(G, C) −→ H 1(G, A) −→ · · ·

Moreover, if A is relatively injective (=relatively projective), we have ̂H n(G, A)

= 0 for all n ∈ Z.

Proof The homology and cohomology exact sequences yield the following commu-
tative diagrams with exact rows:

H1(G, C) H0(G, A)

N ∗
A

H0(G, B)

N ∗
B

H0(G, C)

N ∗
C

0

0 H 0(G, A) H 0(G, B) H 0(G, C) H 1(G, A)
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Such a diagram defines canonically a homomorphism:

δ : Ker N ∗
C −→ Coker N ∗

A

(if c ∈ Ker N ∗
C , we lift it to b ∈ H0(G, B), then we lift N ∗

B(b) to a ∈ H 0(G, A). We
then verify that the class a := δ(c) of a in Coker N ∗

A is independent of the choice of
b). We have thus defined δ : ̂H0(G, C) → ̂H 0(G, A). The snake lemma (Appendix,
Lemma A.29), applied to the homology and cohomology long exact sequences, then
gives the desired exact sequence in view of the fact that, for any G-module M ,
̂H0(G, M) is a subgroup of H0(G, M) and ̂H 0(G, M) is a quotient of H 0(G, M)

(which allows to make the “links”).
Let us now show that if A is relatively injective, then all the ̂H n(G, A) are zero.

For n � 1, it is Proposition 1.23. The proof for n � −2 is exactly similar (replacing
the induced by co-induced, the injectives by projectives, etc). Let us verify it for
n = 0 (the case n = −1 is similar). It is enough to consider the case where A =
Z[G] ⊗Z X is co-induced (= induced as G is finite). Then X is identified with a
subgroup of A, and A is the direct sum of gX for g ∈ G. Every element x of A can
be uniquely written as x = ∑

g∈G gxg with xg ∈ X , and such an element is in AG

if and only is all the xg are equal, i.e., if and only if a = N x with x ∈ X . Hence,
̂H 0(G, A) = 0. �

Thus, the ̂H n form a cohomological functor, satisfying ̂H n(G, A)=0 for any
induced (or co-induced) G-module A and any n ∈ Z. In particular, we have:

Corollary 2.7 Let
0 −→ A −→ I −→ B −→ 0

be an exact sequence of G-modules with I relatively injective (e.g. induced). Then
for all n ∈ Z, we have ̂H n(G, B) = ̂H n+1(G, A).

This allows us to prove the properties by shifting, through writing an arbitrary G-
module as a sub-G-module or a quotient G-module of an induced one. For example,
the analogue of the Proposition 1.25 remains true for the modified cohomology
groups.

Homology groups can be computed in a way analogous to the cohomology groups
using explicit complexes.

In particular, one easily obtains formulas for the Tate modified groups in the
following way: for any n � 0, denote by Xn = X−1−n = Z[Gn+1] the algebra of
the finite group Gn+1 (endowed with its evident structure of a G-module). We then
obtain an exact complex X• (“complete standard resolution of Z”):

· · · −→ X2 −→ X1 −→ X0 −→ X−1 −→ X−2 −→ · · · , (2.1)

the differentials ∂n : Xn → Xn−1 for n > 0 being defined by

∂n(g0, . . . , gn) =
n

∑

i=0

(−1)i (g0, . . . , ĝi , . . . , gn)
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and ∂−n : X−n −→ X−n−1 for n > 0 by

∂−n(g0, . . . , gn−1) =
∑

g∈G

n
∑

i=0

(−1)i (g0, . . . , gi−1, g, gi , . . . , gn−1).

Lastly, we define ∂0 : X0 → X−1 by ∂0(g0) = ∑

g∈G g. The verification of the exact-
ness of X• is similar to the Lemma 1.26, by constructing a family of homomor-
phisms of abelian groups ui : Xi → Xi+1 satisfying ui−1 ◦ ∂i + ∂i+1 ◦ ui = 0 for
all i ∈ Z: for i � 0, we take the same ui as in Lemma 1.26. For i < −1, we set
ui (g0, . . . , g−i−1) = 0 if g0 
= 1 and ui (1, g1, . . . , g−i−1) = (g1, . . . , g−i−1). Lastly,
we take u−1(g) = 0 if g 
= 1 and u−1(1) = 1.

Let A be a G-module. We obtain the Tate modified group ̂H n(G, A) for all n ∈ Z
as

̂H n(G, A) = H n((Hom(Xn, A))G), (2.2)

that is, as the nth cohomology group of the complex given by ((Hom(Xn, A))G)n∈Z
(the differentials being the transposed of those of the Xn without adding a sign1).

This last complex is obtained by applying the functor .G to the exact complex
(Hom(Xn, A))n∈Z, which for n � 0 coincides with the complex of maps from Gn+1

to A.

2.2 Change of Group. Transfer

Let A be a G-module. Let H be a subgroup of G. Denote by NG : A → A and
NH : A → A the norm maps associated to the G-module and the H -module A,
defined, respectively, by NG(x) = ∑

g∈G g · x and NH (x) = ∑

h∈H h · x .
We have NG A ⊂ NH A (to see this, group the elements of G in classes mod-

ulo H ). By passing to the quotient, this induces a restriction homomorphism
Res : ̂H 0(G, A) → ̂H 0(H, A).

On the other handwe can also define restriction and corestriction homomorphisms
for homology.

The corestriction Hi (H, A) → Hi (G, A) (i � 0) is simply the morphism of
homological functors which for i = 0, corresponds to the canonical surjection
A/IH A → A/IG A. The restriction Hi (G, A) → Hi (H, A) is the morphism of
homological functors which, for i = 0, is given by the homomorphism N ′

G/H :
A/IG A → A/IH A defined for any x in A (with class x in A/IG A), by

N ′
G/H (x) =

∑

s∈G/H

s−1 · x

1As J.Riou pointed out to me, this convention is different from the one used, for example, in [12],
which would be indispensable if we have replaced A by a complex of G-modules.
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This is a valid definition since on the one hand if s and t are in the same left class
modulo H , then s−1 · x and t−1 · x coincide modulo IH A and on the other hand the
right hand term is zero if x ∈ IG A.

Note that we also have
N ′

G/H (x) =
∑

s∈H\G

s · x, (2.3)

where H \ G is this time the set of right classes modulo H .
One checks that the restriction homomorphism H0(G, A) → H0(H, A) induces

a homomorphism Res : ̂H0(G, A) → ̂H0(H, A).
Finally, we have defined for all n ∈ Z, homomorphisms Res : ̂H n(G, A) →

̂H n(H, A). Using the following lemma, we obtain a morphism of cohomological
functors.

Lemma 2.8 The family of homomorphisms Res : ̂H n(G, .) → ̂H n(H, .) is compat-
ible with exact sequences.

Proof Let 0 → A → B → C → 0 be an exact sequence of G-modules. We need
to check that the following diagram is commutative:

̂H n(G, C)

Res

δ
̂H n+1(G, A)

Res

̂H n(H, C)
δ

̂H n+1(H, A)

We have seen this already for n � 0 and for n � −2. There remains the case of
n = −1. Then ̂H n(G, C) = NG C/IGC and ̂H n+1(G, A) = AG/NG A (and the same
for H ). Let then c ∈ N C whose class we denote by c in ̂H−1(G, C). The class of
δ(c) is obtained by lifting c to some b ∈ B and taking the class NG(b) in AG/NG A.
The class of NG(b) in AG/NH A is therefore Res(δ(c)).

On the other hand, Res(c) is the class of
∑

i∈I si c, where (si )i∈I is a system of
representatives of right classes H \ G. Then δ(Res(c)) is the class (in AH/NH A) of
NH (

∑

i∈I si b), which is equal to that of NG(b). �
Similarly, we have corestriction morphisms (giving homomorphisms of coho-

mological functors) Cores : ̂H n(H, A) → ̂H n(G, A). For n = 0, the corestriction is
induced by x �→ ∑

g∈G/H g · x from AH to AG and for n = −1, it is induced by the
canonical surjection H0(H, A) → H0(G, A) by passing to subgroups ̂H0(H, A) and
̂H0(G, A).

We then obtain a generalisation of the results of Chap. 1:

Theorem 2.9 Let G be a finite group. Let H be a subgroup of G of index m. Let
n ∈ Z. Then:

(a) The composite Cores ◦Res is multiplication by m in ̂H n(G, A).
(b) The group ̂H n(G, A) is killed by the order of G.
(c) If A is of finite type, all the groups ̂H n(G, A) are finite.
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Note in particular that unlike what is happening for H 0(G, A) (non-modified),
the results presented here are valid for n = 0.

Proof This is analogous to Theorem 1.48 and its corollaries, once one has (directly)
checked that Cores ◦Res is multiplication my m in ̂H 0(G, A). �
Remark 2.10 As J.Riou has pointed out, it is possible to rather formally construct
the restriction and corestriction for the modified groups ̂H n (n ∈ Z). This is done
using the following general result from homological algebra (that is, verified by shift-
ing): let (Fn)n∈Z and (Gn)n∈Z be two cohomological functors from an abelian cate-
gory C (with enough projectives and injectives) to an abelian categoryD. Assume that
(Fn) vanishes on the injectives and (Gn) vanishes on the projectives. Then any natural
transformation F0 → G0 extends uniquely to a morphism of cohomological func-
tors (Fn)n∈Z → (Gn)n∈Z. We apply this result to Fn = ̂H n(G, .), Gn = ̂H n(H, .)

for the restriction (and vice versa for the corestriction), where H is a subgroup of a
finite group G.

To finish this paragraph, we will study the particularly important case of the
restriction morphism ̂H−2(G,Z) → ̂H−2(H,Z), namely that of the restriction mor-
phism H1(G,Z) → H1(H,Z) on homology. Recall (Proposition 2.4) that the group
H1(G,Z) is identified with the abelianisation of G, i.e., the quotient of G by its
derived subgroup G ′ and the same for H .

Definition 2.11 Let G be a finite group. Let H be a subgroup of G. The homo-
morphism V : G/G ′ → H/H ′ induced by the restriction H1(G,Z) → H1(H,Z) is
called the transfer (Verlagerung in German).

Let IG be the augmentation ideal of Z[G] (recall that it is the two-sided ideal of
the ring Z[G] defined as the kernel of the augmentation morphism Z[G] → Z).

As we have already seen in the proof of the Proposition 2.4, the boundary d of
the homology exact sequence induces an isomorphism

H1(G,Z) � H0(G, IG) = IG/I2
G,

and the same when one replaces G by H . The same argument applied to the induced
H -module Z[G] and its sub-H -module IG yields an injection dH : H1(H,Z) ↪→
H0(H, IG) = IG/IHIG . The exact sequence

0 −→ IG −→ Z[G] −→ Z −→ 0

and the compatibility of the restriction with the boundary maps in homology yield a
commutative diagram (whose top horizontal arrow is induced by g �→ (g − 1)):

H1(G,Z) = G/G ′

V

d
∼ IG/I2

G

N ′
G/H

H1(H,Z) = H/H ′ dH IG/IHIG .

(2.4)
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Let us recall (formula (2.3) applied to A = IG) that the homomorphism N ′
G/H :

IG/I2
G → IG/IHIG is defined by

N ′
G/H (x mod I2

G) =
∑

s∈H\G

s · x mod IHIG, ∀x ∈ IG . (2.5)

We also have the following obvious commutative diagram:

0 IH Z[H ] Z 0

0 IG Z[G] Z 0.

As dH is injective, so is the natural homomorphism IH/I2
H → IG/IHIG . In other

words IH ∩ IHIG = I2
H . One deduces an isomorphism

H/H ′ � IH/I2
H = (IH + IHIG)/IHIG

induced by h �→ (h − 1), which can also be directly verified (cf. Exercise 2.5).
The next proposition computes V explicitly. Item (a) is the classical definition of

transfer in group theory.

Proposition 2.12 With the above notations, let R (with 1 ∈ R) be a system of rep-
resentatives of right classes of G modulo H. For all σ ∈ G and ρ ∈ R, we write
ρσ = σρρ

′ with ρ′ ∈ R and σρ ∈ H (this decomposition is unique by definition of
R). Then:

(a) The transfer V : G/G ′ → H/H ′ is given by the formula

V (σ mod G ′) =
(

∏

ρ∈R

σρ

)

mod H ′.

(b) We have a commutative diagram:

G/G ′

δG

V
H/H ′

δH

IG/I2
G

S
(IH + IHIG)/IHIG,

where the isomorphisms δG, δH are induced by σ �→ σ − 1 and the homomorphism S
is defined by:

S(x mod I2
G) =

(

∑

ρ∈R

ρ

)

x mod IHIG .
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We recover the fact that the expression for the transfer given in (a) does not depend
on the choice of R and the choice of the representative σ ∈ G in a given class of
G/G ′. Note also that in the statement (b), the isomorphism δG is the same as the
isomorphism d of the first row of the diagram (2.4), while the isomorphism δH is
induced by the injection dH of the second line of the same diagram.

Proof (a) Let σ ∈ G, whose image is (σ − 1) ∈ IG/I2
G by d. We still denote by σ

the class of σ in G/G ′. By definition of N ′
G/H , we have

N ′
G/H (d(σ)) =

∑

ρ∈R

ρ(σ − 1) ∈ IG/IHIG .

Using diagram (2.4), we deduce the following equalities in IG/IHIG

dH (V (σ)) =
∑

ρ∈R

σρρ
′ −

∑

ρ∈R

ρ =
∑

ρ∈R

σρρ
′ −

∑

ρ∈R

ρ′

as (for a fixed σ) the map ρ �→ ρ′ is a bijection from R to R. Moreover, in IG/IHIG ,
we have

0 =
∑

ρ∈R

(σρ − 1)(ρ′ − 1) =
(

∑

ρ∈R

σρρ
′ −

∑

ρ∈R

ρ′
)

−
(

∑

ρ∈R

(σρ − 1)

)

.

Finally, we obtain
dH

(

V (σ)
) =

∑

ρ∈R

(σρ − 1)

in IG/IHIG . But
∑

ρ∈R(σρ − 1) is the element of IH/I2
H corresponding to

∏

ρ∈R σρ

via the isomorphism H/H ′ � IH/I2
H seen above.

(b) The top horizontal arrow d of the diagram (2.4) is an isomorphism.We deduce
that all the elements of the image of the morphism N ′

G/H : IG/I2
G → IG/IHIG are

represented by elements of IH ⊂ IG . The desired commutative diagram follows
from the diagram (2.4), along with the explicit expression (2.5) of N ′

G/H . �

The next theorem (whose first proof was given by Furtwängler) about transfer
will be used later in the proof of the principal ideal theorem (Sect. 15.4).

The proof we give here (following Neukirch [40], Theorem7.6 with a bit more
details) is due to Witt.

Theorem 2.13 Let G be finite group whose derived subgroup is denoted by G ′. Let
G ′′ be the derived subgroup of G ′. Then the transfer V : G/G ′ → G ′/G ′′ is the
trivial homomorphism.

Proof After, if necessary, replacingG byG/G ′′ (whose derived subgroup isG ′/G ′′),
we can assume thatG ′′ = {1}, i.e., thatG ′ is abelian. For any x ∈ G, let δx = δ(x) :=
(x − 1) ∈ IG . We will need two lemmas:
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Lemma 2.14
(a) Let x1, . . . , xr be elements of G. Then there exist elements j2, . . . , jr of IG

such that

δ(x1 · · · xr ) = (1 + jr )δxr + (1 + jr−1)δxr−1 + · · · + (1 + j2)δx2 + δx1.

(b) If τ = [x, y] = x−1y−1xy (x, y ∈ G) is a commutator in G, then there exist
i, j ∈ IG such that δ(τ ) = iδ(x) + jδ(y).

To prove Lemma 2.14, we first observe that if x, y ∈ G, then δ(xy) = (1 +
δx)δy + δx with δx ∈ IG . This proves (a) by induction on r . Item (b) follows from
(a) and the fact that δ(x−1) = −(1 + δ(x−1))δx with δ(x−1) ∈ IG .

We will now show the second lemma:

Lemma 2.15 There is an element μ ∈ Z[G] satisfying the two following properties:
(a) For all σ ∈ G, we have μ(δσ) = 0 mod IG ′Z[G]IG = IG ′IG.
(b) μ = [G : G ′] mod IG, where [G : G ′] ∈ Z is the index of G ′ in G.

Proof of Lemma 2.15 Let G ={σ1, . . . ,σn}. Let π : Zn →G/G ′ be the morphism
of Z-modules sending the i th vector εi of the canonical basis of Zn to σi . The kernel
Ker π is of finite index in Zn , hence isomorphic to Zn . We thus obtain an exact
sequence of Z-modules

0 −→ Zn f−−→ Zn π−−→ G/G ′ −→ 0.

Let f (εk) = ∑n
i=1 mkiεi , and denote by M the matrix (mki ) (it is the transpose of

the matrix of f in the canonical basis). We can assume that the determinant of M is
positive and hence equals [G : G ′]. For each k ∈ {1, . . . , n}, we have π( f (εk)) = 0
in G/G ′. Therefore, there exist elements τk of G ′ such that

n
∏

i=1

σmki
i = τk . (2.6)

Noticing that each τk is a product of commutators [σi ,σ j ], the equality (2.6) and
Lemma 2.14 show the existence of elements μki ∈ Z[G], satisfying μki = mki

mod IG , and such that

n
∑

i=1

μki (δσi ) = 0, k = 1, . . . , n. (2.7)

We work in the commutative ring A = Z[G/G ′] = Z[G]/IG ′Z[G]. Let U be the
class of the matrix (μki ) in Mn(A) and let μ ∈ Z[G] whose class μ in A is detU .
In particular, we already have the property (b) of the lemma, namely μ = [G : G ′]
mod IG . The comatrix L ∈ Mn(A) of U then satisfies the following relation: LU =
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U L = μIn in Mn(A). By lifting L to a matrix (λ jk) with coefficients in Z[G], we
obtain that the product matrix [λ jk] · [μki ] coincides with μIn mod IG ′Z[G]. By
multiplying on the right by the column vector (δσ1, . . . , δσn) (whose entries are in
IG), the equality (2.7) gives

μ(δσ j ) =
n

∑

k=1

λ jk

n
∑

i=1

μki (δσi ) = 0 mod IG ′Z[G]IG,

hence
μ(δσ) = 0 mod IG ′Z[G]IG (2.8)

for any σ ∈ G. The property (a) of Lemma 2.15 follows. �

End of the Proof of Theorem 2.13 We fix a system R of representatives for the
classes (left or right, this does not matter since G ′ is a normal subgroup of G) of
G/G ′, with 1 ∈ R. Letμ ∈ Z[G] be as in Lemma 2.15. Let us show thatμ = ∑

ρ∈R ρ
mod IG ′Z[G]. The element μ of A = Z[G/G ′] can be written

μ =
∑

ρ∈R

nρρ

with nρ ∈ Z, where ρ is the class of ρ in A. Property (a) of Lemma 2.15 yields
μσ = μ for any σ ∈ G/G ′, which already implies that all the nρ equal a fixed integer
m. Hence μ = m

∑

ρ∈R ρ mod IG ′Z[G]. Now, property (b) of Lemma 2.15 implies
m = 1, since

∑

ρ∈R ρ = [G : G ′] mod IG in view of the fact that R is of cardinality
[G : G ′].

Let σ ∈ G (we still denote by σ its class in G/G ′). By Proposition 2.12 (b), the
image of an element δG(σ) by the homomorphism S ∈ IG/I2

G is then given by

S(δG(σ)) =
(

∑

ρ∈R

ρ

)

· δσ ∈ Z[G]/IG ′IG .

On the other hand, as δσ ∈ IG and μ = ∑

ρ∈R ρ mod IG ′Z[G], we have:
(

∑

ρ∈R

ρ

)

· δσ = μ · (δσ) = 0 mod IG ′IG,

which shows that the transfer V : G/G ′ → G ′ is the zero map. �
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2.3 Cohomology of a Cyclic Group

Let G be a cyclic group of cardinality n. One of the advantages of the Tate modified
cohomology is that in this case, the sequence of groups ̂Hq(G, A) (for q ∈ Z) is
2-periodic, which allows us to easily calculate them by reducing the computation to
̂H 0(G, A) and ̂H−1(G, A), which admit explicit descriptions.We have the following
theorem:

Theorem 2.16 Let G be a finite cyclic group of order n. Let A be a G-module. Then
for all q ∈ Z, the groups ̂Hq(G, A) and ̂Hq+2(G, A) are isomorphic.

Proof The idea of the proof is to identify the ̂Hq(G, A) with the cohomology of a
certain complex which, by construction, will be 2-periodic.

Fix a generator s of G and let D = s − 1 in Z[G]. On the other hand

N =
∑

t∈G

t =
n−1
∑

i=0

si .

Let us define a complex K (A) by K i (A) = A for all i , the coboundaries di :
K i (A) → K i+1(A) being defined as: di is themultiplication by D if i is even and di is
the multiplication by N if i is odd (note that this is a complex since N D = DN = 0).

For any exact sequence 0 → A → B → C → 0 of G-modules, we have a corre-
sponding sequence of complexes

0 −→ K (A) −→ K (B) −→ K (C) −→ 0

from which we obtain an associated long exact sequence with coboundary operators
δi . We thus obtain a cohomology functor (Hq(K (.)), δ) which is clearly 2-periodic
with respect toq. In order to conclude, itwould be enough to show that it is isomorphic
to the functor ( ̂Hq(G, .), δ).

As G is generated by s, we have AG = Ker D and IG A = Im D. It follows that for
q = 0 and q = −1, we have ̂Hq(G, A) = Hq(K (A)) and the coboundary operator
between degrees 0 and 1 are the same. In particular, if A is relatively injective, we
have Hq(K (A)) = 0 for q = −1, 0, hence, as the complex K (A) is 2-periodic, for
every q ∈ Z. We conclude that for every G-module A and every q ∈ Z, the groups
̂Hq(G, A) and Hq(K (A)) are isomorphic. This is done, for example, by arguing
by shifting using Corollary 2.7 (cf. also Remark 2.10), after having written A as a
submodule (resp. as a quotient) of an induced G-module I (resp I ′). �
Remark 2.17 The isomorphism given by the Theorem 2.16 depends on the choice
of a generator of G. As we will see later (Remark 2.29), such a choice also makes
explicit the isomorphism of Theorem 2.16 using the cup-product.

Example 2.18 In the case of a cyclic group G = 〈σ〉 of order n and of a sub-
group H = 〈σd〉 of index d, we have simple formulas for restriction and core-
striction. Let A be a G-module. As we know that Res : ̂H 0(G, A) → ̂H 0(H, A)
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is induced by passing to the quotient from the canonical injection AG → AH , and
Cores : ̂H−1(H, A) → ̂H−1(G, A) is induced by restricting to subgroups from the
canonical surjection A/IH A → A/IG A, Theorem 2.16 (cf. also Remark 2.29) gives
an expression for Res in even degree and for Cores in odd degree. We obtain oppo-
site parities by noting (using formulas from Sect. 2.2) that Res : ̂H−1(G, A) →
̂H−1(H, A) is induced by the map x �→ ∑d−1

k=0 σk · x from A/IG A to A/IH A, and
Cores : ̂H 0(H, A) → ̂H 0(G, A) is induced by x �→ ∑d−1

k=0 σk · x from AH to AG .

2.4 Herbrand Quotient

Let G be a finite cyclic group. Let A be a G-module. When ̂H 0(G, A) and ̂H 1(G, A)

are finite groups, we denote by h0(A) and h1(A) their respective cardinalities.

Definition 2.19 Assume that ̂H 0(G, A) and ̂H 1(G, A) are finite. We define the
Herbrand quotient h(A) of a G-module A to be the rational number

h(A) := h0(A)

h1(A)
.

The properties of the Herbrand quotient are summarised in the following propo-
sition:

Theorem 2.20 Let G be a cyclic group.
(a) Let

0 −→ A −→ B −→ C −→ 0

be an exact sequence of G-modules. If two Herbrand quotients among h(A), h(B),
h(C) are defined, then so is the third one and we have h(B) = h(A)h(C).

(b) If A is a finite G-module, then h(A) = 1.
(c) Let f : A → B be a homomorphism of G-modules with finite kernel and

cokernel. If one of the Herbrand quotients h(A), h(B) is defined, then so is the other
and h(A) = h(B).

Proof (a) The modified long exact cohomology sequence is written as (taking into
account the periodicity Theorem 2.16):

· · · −→ ̂H 1(G, C) −→ ̂H 0(G, A) −→ ̂H 0(G, B) −→ ̂H 0(G, C)

−→ ̂H 1(G, A) −→ ̂H 1(G, B) −→ ̂H 1(G, C) −→ · · ·

This long exact sequence is hence 6-periodic (“the exact hexagon ”). We deduce an
exact sequence:

0 −→ I1 −→ ̂H 0(G, A) −→ ̂H 0(G, B) −→ ̂H 0(G, C)

−→ ̂H 1(G, A) −→ ̂H 1(G, B) −→ ̂H 1(G, C) −→ I1 −→ 0,
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where

I1 = Im[ ̂H 1(G, C) −→ ̂H 0(G, A)] = Ker[ ̂H 0(G, A) −→ ̂H 0(G, B)].

It is then immediate that if two of the quotients h(A), h(B), h(C) are defined, then so
is the third. If this is the case, the alternating product of the cardinalities in the eight
term exact sequence below is 1, which gives, (denoting by s the cardinality of I1):

h0(A)h0(C)h1(B)s = h0(B)h1(A)h1(C)s,

hence
h(B) = h(A)h(C).

(b) Let s be a generator of the cyclic group G. Let D be the multiplication by
s − 1 in A, hence we have an exact sequence

0 −→ H 0(G, A) −→ A
D−−−→ A −→ H0(G, A) −→ 0

as an element x of A is in H 0(G, A) if and only if s · x − x = 0, and the image of
D is precisely IG(A). Similarly we have an exact sequence

0 −→ ̂H−1(G, A) −→ H0(G, A)
N−−−→ H 0(G, A) −→ ̂H 0(G, A) −→ 0.

If the cardinality m of A is finite, we obtain that H 0(G, A) and H0(G, A) have the
same cardinality by the first sequence. Then we obtain that ̂H−1(G, A) � H 1(G, A)

and ̂H 0(G, A) have the same cardinality thanks to the second sequence. It follows
that h(A) = 1.

(c) Let I be the image of f . We have exact sequences

0 −→ Ker f −→ A −→ I −→ 0.

0 −→ I −→ B −→ Coker f −→ 0.

From (b), we deduce that h(Ker f ) = h(Coker f ) = 1. We then obtain that, accord-
ing to (a), if h(A) (resp. h(B)) is defined, then h(I ) is also defined and therefore h(B)

(resp. h(A)) is defined, with h(A) = h(I ) = h(B). �

2.5 Cup-Products

Let G be a finite group. Let A and B be two G-modules, then we can view A ⊗ B :=
A ⊗Z B as a G-module via the formula g · (a ⊗ b) = (g · a) ⊗ (g · b) for all g ∈ G



2.5 Cup-Products 43

and all (a, b) ∈ A × B. From thiswe deduce a bilinearmap on homogeneous cochain
groups (defined in the Sect. 1.4):

K p(G, A) × K q(G, B)
∪−−→ K p+q(G, A ⊗ B)

defined (for all integers p, q) by the formula:

(a ∪ b)(g0, . . . , gp+q) = a(g0, . . . , gp) ⊗ b(gp, . . . , gp+q).

We then have (with the convention that throughout this Sect. 2.5, a “cocycle” and a
“cochain” denote a homogeneous cocycle and a homogeneous cochain respectively):

Theorem 2.21 If a and b are cocycles, then a ∪ b is also a cocycle.
If one of the two cochains a or b is a coboundary and the other is a cocycle, then

a ∪ b is a coboundary.
The map ∪ induces for all p, q � 0 a bilinear map

H p(G, A) × Hq(G, B) −→ H p+q(G, A ⊗ B)

again denoted by ∪ and called the cup-product.

Proof It is enough to verify the formula:

d(a ∪ b) = (da) ∪ b + (−1)p(a ∪ db), (2.9)

where d is the coboundary between the groups of cochains. On the other hand we
have

d(a ∪ b)(g0, . . . , gp+q+1)

=
p

∑

i=0

(−1)i a(g0, . . . , ĝi , . . . , gp+1) ⊗ b(gp+1, . . . , gp+q+1)

+
p+q+1
∑

i=p+1

(−1)i a(g0, . . . , gp) ⊗ b(gp, . . . , ĝi , . . . , gp+q+1)

and

(da ∪ b)(g0, . . . , gp+q+1)

=
p+1
∑

i=0

(−1)i a(g0, . . . , ĝi , . . . , gp+1) ⊗ b(gp+1, . . . , gp+q+1)

and also
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(a ∪ db)(g0, . . . ,gp+q+1)

= a(g0, . . . , gp) ⊗
q+1
∑

i=0

(−1)i b(gp, . . . , ĝp+i , . . . , gp+q+1)

= a(g0, . . . , gp) ⊗
p+q+1
∑

i=p

(−1)i−pb(gp, . . . , ĝi , . . . , gp+q+1).

We thus obtain the formula modulo the following term

(−1)p+1a(g0, . . . , ĝp+1, . . . , gp+1) ⊗ b(gp+1, . . . , gp+q+1)

+(−1)pa(g0, . . . , gp) ⊗ b(gp, . . . , ĝp, . . . , gp+q+1)

which cancels out, hence the result. �

In [16], Chap. 3, Sect. 4, one finds a definition of the cup product which does not
use explicit computations with cocycles.

Remark 2.22 In the special case p = 0, the cup-product of an element a ∈
H 0(G, A) by an element b ∈ Hq(G, B) is simply given by f∗(b), where f∗ :
Hq(G, B) → Hq(G, A ⊗ B) is the homomorphism induced by the morphism of
G-modules x �→ a ⊗ x from B to A ⊗ B. This follows immediately from the defi-
nition of the cup-product and from the description of f∗ in terms of the cocycles.

In particular, for p = q = 0, the cup-product is simply the map (a, b) �→ a ⊗ b
from AG × BG to (A ⊗ B)G . It is clear that it is functorial in A and B. We can then
more generally associate a cup-product to a pairing (i.e., a bilinear map compatible
with the action of G)ϕ : A × B → C between G-modules, using the fact that such a
map factors through A ⊗ B. Wewill often denote by∪ the cup-product thus obtained
if it is clear what ϕ is.

In addition,we have the two following compatibility properties of the cup-product.

Proposition 2.23
(a) Let B be a G-module. Let

0 −→ A′ −→ A −→ A′′ −→ 0 and 0 −→ C ′ −→ C −→ C ′′ −→ 0

be exact sequences of G-modules. We assume that we have a pairing A × B →
C which induces pairings A′ × B → C ′ and A′′ × B → C ′′. Then for all α′′ ∈
H p(G, A′′) and all β ∈ Hq(G, B), we have

(δα′′) ∪ β = δ(α′′ ∪ β) ∈ H p+q+1(G, C ′),

where δ is the coboundary between the cohomology groups.
(b) Let 0 → B ′ → B → B ′′ → 0 and 0 → C ′ → C → C ′′ → 0 be exact

sequences of G-modules. Let A be a G-module. Assume we are given a pairing
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A × B → C which induces pairings A × B ′ → C ′ and A × B ′′ → C ′′. Then for all
α ∈ H p(G, A) and all β′′ ∈ Hq(G, B ′′), we have

α ∪ (δβ′′) = (−1)pδ(α ∪ β′′) ∈ H p+q+1(G, C ′).

Proof Let us for instance prove (b). Lift α to a cocycle a ∈ Z p(G, A) and β′′ to a
cocycle b′′ ∈ Zq(G, B ′′). We can lift b′′ to a homogeneous cochain b ∈ K q(G, B)

(indeed, if M is a G-module, we have K q(G, M) = Xq(G, M)G , where Xq(G, M)

is the induced G-module consisting of the functions from Gq+1 to M . It follows that
the functor K q(G, .) is exact).

Let us identify B ′ with its image in B. Then δ(β′′) is represented by db ∈
Zq+1(G, B ′) and δ(α ∪ β′′) is represented by d(a ∪ b) ∈ Z p+q+1(G, C ′). As da =
0, the formula (2.9) gives

d(a ∪ b) = (−1)p(a ∪ db).

The result follows from this by passing to the cohomology classes. �

Remark 2.24 Let A be a G-module. Then A embeds into the inducedmodule IG(A)

as a direct factor of it as a Z-module (Proposition 1.10). It follows that the sequence

0 −→ A −→ IG(A) −→ A/IG(A) −→ 0

remains exact when tensored with any G-module B. The Proposition 2.23, along
with the fact that the cup-product is “bifunctorial” and its definition for p = q = 0,
characterises the cup-product in a unique way (by shifting). It is also possible to go
in the other direction by Remark 1.11.

2.6 Cup-Products for the Modified Cohomology

We will now (using Remark 2.24), extend the definition of the cup-product to Tate
modified cohomology. This definition will be in particular used in the case p =
−2, q = 2 to apply the Tate–Nakayama theorem to the Galois cohomology of local
fields (Sect. 9.1).

Theorem 2.25 Let G be a finite group. Then there exists a unique family of bilinear
maps

̂H p(G, A) × ̂Hq(G, B)
∪−−→ ̂H p+q(G, C)

associated to all p, q ∈ Z and any pairing A × B → C of G-modules, satisfying:
(1) For p = q = 0, these maps are induced by the natural map

AG × BG −→ CG .
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(2) These maps are functorial in G-modules.
(3) These maps satisfy properties analogous to (a) and (b) of Proposition 2.23

with respect to the exact sequences for all p, q ∈ Z.

Naturally, for p, q � 0, we recover the usual cup-product defined in Theo-
rem 2.21, which in this case gives us an explicit description in terms of cocycles.

Proof We immediately reduce to the case C = A ⊗ B. Consider the complete stan-
dard resolution (X•, ∂) (i.e., the complex (2.1)) of Z. For any G-module M , recall
that we denote by HomG(X•, A) the complex whose nth term is HomG(Xn, A), with
the same sign convention as for formula (2.2). We then have (using Definition A.51
of the appendix for the total tensor product of the two complexes) a morphism of
complexes

HomG(X•, A) ⊗ HomG(X•, B) −→ HomG(X• ⊗ X•, C). (2.10)

Lemma 2.26 There exists a family of homomorphisms

ϕp,q : X p+q −→ X p ⊗ Xq , p, q ∈ Z

satisfying:

(a) ϕp,q∂ = (∂ ⊗ 1)ϕp+1,q + (−1)p(1 ⊗ ∂)ϕp,q+1.

(b) (π ⊗ π)ϕ0,0 = π,

where π : X0 = Z[G] → Z is the augmentation homomorphism.

Assume for now that Lemma 2.26 is proved. The ϕp,q induce 2 a homomorphism
of complexes (where X• ⊗ X• in the left side term designates, as above, the total
complex)

HomG(X• ⊗ X•, C) −→ HomG(X•, C).

Composing with (2.10), we obtain a morphism

HomG(X•, A) ⊗ HomG(X•, B) −→ HomG(X•, C), f ⊗ g �−→ f · g

between complexes of G-modules.
Then, the property (a) gives

∂( f · g) = (∂ f ) · g + (−1)p f · (∂g),

2There is a subtlety here (pointed out by J.Riou): the ϕp,q do not generally induce morphisms of
complexes X• → X• ⊗ X• because X• is not à priori bounded from either side, and hence the image
of Xn in

∏

p+q=n X p ⊗ Xq is not contained in
⊕

p+q=n X p ⊗ Xq . Nevertheless, the passage to
HomG(., C) allows to define the desired homomorphism in an evident way.
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which implies that if f and g are cocycles, the same holds for f · g (and the coho-
mology class of f · g depends only on the classes of f and g). From this we deduce,
using formula, (2.2), a family of bilinear maps

̂H p(G, A) × ̂Hq(G, B) −→ ̂H p+q(A, C)

which clearly satisfy property (2) of Theorem 2.25. Property (1) follows from prop-
erty (b) of Lemma 2.26. Lastly, property (3) is proved in exactly the same way as
Proposition 2.23. Thus we have proved the existence assertion in Theorem 2.25, and
uniqueness follows from property (1) and Remark 2.24.

It remains to prove Lemma 2.26. For this, we define

ϕp,q(g0, . . . , gp+q) = (g0, . . . , gp) ⊗ (gp, . . . , gp+q)

if p, q � 0. For p, q � 1, we set

ϕ−p,−q(g1, . . . , gp+q) = (g1, . . . , gp) ⊗ (gp+1, . . . , gp+q).

Lastly, the definition of the ϕp,q if one of the indexes p, q is > 0 and the other
is < 0 depends on the sign of p + q. More precisely, we set, for all p � 0 and all
q � 1:

ϕp,−p−q(g1, . . . , gq) =
∑

(h1,...,h p)∈G p

(g1, h1, . . . , h p) ⊗ (h p, . . . , h1, g1, . . . , gq).

ϕ−p−q,p(g1, . . . , gq) =
∑

(h1,...,h p)∈G p

(g1, . . . , gq , h1, . . . , h p) ⊗ (h p, . . . , h1, gq).

ϕp+q,−q(g0, . . . , gp) =
∑

(h1,...,hq )∈Gq

(g0, . . . , gp, h1, . . . , hq) ⊗ (hq , . . . , h1).

ϕ−q,p+q(g0, . . . , gp) =
∑

(h1,...,hq )∈Gq

(h1, . . . , hq) ⊗ (hq , . . . , h1, g0, . . . , gp).

The lemma follows from a direct computation (which is not difficult but very
tedious). �

The following proposition provides a “set of formulas” describing the behaviour
of the cup-product with respect to the usual cohomological operations:

Proposition 2.27
(a) If we identify (A ⊗ B) ⊗ C with A ⊗ (B ⊗ C), then

(α ∪ β) ∪ γ = α ∪ (β ∪ γ)

for all α ∈ ̂H p(G, A), β ∈ ̂Hq(G, B), γ ∈ ̂Hr (G, C) (“associativity” of the cup-
product).
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(b) If we identify A ⊗ B with B ⊗ A, we have (α ∪ β) = (−1)pq(β ∪ α) for all
α ∈ ̂H p(G, A) and β ∈ ̂Hq(G, B) (“anticommutativity” of the cup-product).

(c) If H is a subgroup of G, A and B are G-modules and Res is the restriction,
then Res(α ∪ β) = Res(α) ∪ Res(β) for all α ∈ ̂H p(G, A) and β ∈ ̂Hq(G, B).

(d) If H is a normal subgroup of G, A and B are G/H-modules and Inf is the
inflation, then

Inf(α ∪ β) = Inf(α) ∪ Inf(β)

for all α ∈ ̂H p(G/H, AH ) and β ∈ ̂Hq(G/H, B H ).
(e) If H is a subgroup of G, A and B are G-modules and Cores the corestriction,

then Cores(α ∪ Res(β)) = Cores(α) ∪ β for all α ∈ ̂H p(H, A) and β ∈ ̂Hq(G, A).

Proof All these properties are proved by shifting, usingTheorem2.25 (which defines
the cup-product) and Remark 2.24. Let us prove (b), for example; we embed A0 := A
in the induced module IG(A) and set A1 = IG(A)/A, then, by induction, define
Ap = IG(Ap−1)/Ap−1 for all p > 0. Denoting by JG the quotient module of Z[G]
byZ, we easily see that (the latter viewed as a submodule ofZ[G] via 1 �→ ∑

g∈G g),
we have

A1 � A ⊗ JG . (2.11)

Corollary 2.7 implies that the iterated coboundary δ p : H n(G, Ap) → H n+p(G, A)

is an isomorphism for all n ∈ Z. We adopt similar notations for B. Applying property
(3) of Theorem 2.25 (p times in the case (a) and q times in the case (b)), we obtain,
for p, q � 0, the following commutative diagram:

̂H 0(G, Ap) × ̂H 0(G, Bq)
∪

δ p Id

̂H 0(G, (A ⊗ Bq)p)

δ p

� ̂H 0(G, Ap ⊗ Bq)

̂H p(G, A) × ̂H 0(G, Bq)
∪

Id δq

̂H p(G, (A ⊗ B)q)

(−1)pqδq

� ̂H p(G, A ⊗ Bq)

̂H p(G, A) × ̂Hq(G, B)
∪

̂H p+q(G, A ⊗ B).

Indeed, we have isomorphisms (A ⊗ Bq)p � Ap ⊗ Bq and (A ⊗ B)q � A ⊗ Bq by
(2.11).

As the desired formula is clear for p = q = 0, the result for p, q � 0 then follows
from the fact that vertical arrows are isomorphisms. The case p < 0 is similar:writing
the exact sequence

0 −→ A−1 −→ IG(A) −→ A −→ 0,

then setting A−n−1 = Ker[IG(A−n) → A−n] for all n � 1.
The proof of (a), (c) and (d) is completely analogous, the formulas being clear for

p = q = 0.
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To prove (e), the same shifting argument reduces it to verification of the commu-
tativity of the following diagram

̂H 0(H, Ap) × ̂H 0(H, Bq)
∪

Cores

̂H 0(H, Ap ⊗ Bq)

Cores

̂H 0(G, Ap) × ̂H 0(G, Bq)
∪

Res

̂H 0(G, Ap ⊗ Bq),

for which it is enough to verify the commutativity of

AH
p × B H

q
⊗

NG/H

(Ap ⊗ Bq)
H

NG/H

AG
p × BG

q
⊗

Id

(Ap ⊗ Bq)
G .

It follows from a computation which is valid for all a ∈ AH
p , b ∈ AG

q :

NG/H (a ⊗ b) =
∑

g∈G/H

ga ⊗ gb =
∑

g∈G/H

ga ⊗ b = NG/H (a) ⊗ b.
�

Lastly, this is the final compatibility which will be used in the proofs of duality
theorems:

Proposition 2.28 Let

0 −→ A′ −→ A −→ A′′ −→ 0; 0 −→ B ′ −→ B −→ B ′′ −→ 0

be exact sequences of G-modules. Let C be a G-module and ϕ : A × B −→ C be
a bilinear map (compatible with the action of G) such that ϕ(A′×B ′)=0, so that ϕ
induces pairings

ϕ′ : A′ × B ′′ −→ C and ϕ′′ : A′′ × B ′ −→ C.

Then, for p, q � 0, the induced cup-products

H p(G, A′′) × Hq(G, B ′) −→ H p+q(G, C)

and
H p+1(G, A′) × Hq−1(G, B ′′) −→ H p+q(G, C)

are compatibles (up to a sign) with the coboundaries δ. More precisely, we have
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(δα) ∪ β + (−1)p(α ∪ δβ) = 0

for all α ∈ H p(G, A′′) and β ∈ Hq−1(G, B ′′).

Proof We lift α to a cocycle a′′ ∈ Z p(G, A′′) and similarly β to b′′ ∈ Zq−1(G, B ′′),
then a′′ and b′′, respectively, to cochains a and b of K p(G, A) and K q−1(G, B). Then
da and db come from a′ ∈ K p+1(G, A′) and b′ ∈ K q(G, B ′), respectively, which
represent δα and δβ respectively. Using formula (2.9) one then verifies that

a′ ∪ b′′ + (−1)p(a′′ ∪ b′) = d(a ∪ b)

is a coboundary; hence it is zero in H p+q(G, C). �

Remark 2.29 Let G = 〈s〉 be a finite cyclic group of order m. Consider the exact
sequence

0 −→ Z
i−−→ Z[G] s − 1−−−−−→ Z[G] ε−−→ Z −→ 0,

where ε is the augmentation and i is the natural injection. This sequence of free
Z-modules remains exact when tensored with A. Cutting the thus obtained sequence
up into two short exact sequences,we obtain (byCorollary 2.7) isomorphisms θq(A) :
̂Hq(G, A) → ̂Hq+2(G, A). In particular, for q = 0 and A = Z, this gives us an
isomorphism θ : Z/mZ = ̂H 0(G,Z) → ̂H 2(G,Z) (which depends on the choice of
a generator s of G which we made at the beginning). Let a = θ(1). We then obtain
an explicit isomorphism (cf. Theorem 2.16) between ̂Hq(G, A) and ̂Hq+2(G, A) by
forming a cup-product with a. Indeed, the compatibility of the cup-product with
the coboundaries (property (3) of Theorem 2.25) gives, for any G-module A, a
commutative diagram (up to a sign):

̂Hq(G, A)

∪ 1

̂Hq(G, A)

∪ a

̂Hq(G, A)
θq(A)

̂Hq+2(G, A).

The cup-product by 1 ∈ Z/mZ = ̂H 0(G,Z) is the identity in ̂Hq(G, A) (it is imme-
diate for q = 0 and then can be deduced by shifting). As θq(A) is also an isomor-
phism, we obtain the desired isomorphism, using the formula (valid up to a sign)
(θq(A))(x) = x ∪ a.

Remark 2.30 Remark 2.22 extends easily to the modified cohomology classes a ∈
̂H 0(G, A) and b ∈ ̂H n(G, B) for n ∈ Z: one sees this, for example, by shifting from
the case n = 0.

We finish this chapter with two explicit computations of the cup-product in low
degrees. Proposition 2.32 will be in particular used in the proof of an important
compatibility formula that we will establish later on (Proposition 9.3). If A is a
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G-module and a ∈ A has norm zero (resp. is in AG), we denote by a0 its class in
̂H−1(G, A) (resp. a0 its class in ̂H 0(G, A)).

Lemma 2.31 Let G be a finite group. Let A and B be G-modules. Consider an
element a ∈ A with NG(a) = 0 and a cocycle f ∈ Z1(G, B), whose cohomology
class we denote by f ∈ H 1(G, B). We set

c = −
∑

t∈G

(t · a) ⊗ f (t) ∈ A ⊗ B.

Then
a0 ∪ f = c0 ∈ ̂H 0(G, A ⊗ B).

Proof We embed B into the induced module B ′ = IG(B) and we set B ′′ = B ′/B.
Recall that as B is a direct factor of B ′ as an abelian group, the sequence

0 −→ A ⊗ B −→ A ⊗ B ′ −→ A ⊗ B ′′ −→ 0

remains exact.
As H 1(G, B ′) = 0, the image of the cocycle f in Z1(G, B ′) is a coboundary.

Thus we obtain an element b′ ∈ B ′ such that f (t) = t.b′ − b′ for all t ∈ G. If t ∈ G,
the image of t.b′ − b′ in B ′′ is zero as t.b′ − b′ ∈ B. In other words, the image b′′
of b′ in B ′′ belongs to H 0(G, B ′′). By definition of the coboundary d, we then have

d((b′′)0) = f ∈ H 1(G, B),

hence
a0 ∪ f = −d(a0 ∪ (b′′)0)

by property (3) of Theorem 2.25 (more precisely, by the modified cohomology
analogue of Proposition 2.23, b)

Remark 2.30 implies a0 ∪ (b′′)0 = a ⊗ (b′′)0. As the coboundary

d : ̂H−1(G, A ⊗ B ′′) → ̂H 0(G, A ⊗ B)

is induced by the norm, setting d = NG(a ⊗ b′) = ∑

t∈G(t · a) ⊗ (t · b′) we obtain:

a0 ∪ f = −d0.

Now, we observe that as NG(a) = 0, we have

d =
∑

t∈G

(t · a) ⊗ ( f (t) + b′) = −c,

whence the result. �
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Recall (Proposition 2.4) that the exact sequence

0 → IG → Z[G] → Z → 0 (2.12)

induces an isomorphism d : ̂H−2(G,Z) → ̂H−1(G, IG) = IG/I 2G . Hence we have
an isomorphism s �→ s from Gab to ̂H−2(G,Z), obtained by sending s ∈ G to
d−1(s − 1), i.e., to the element s such that d(s) = (s − 1)0.

Proposition 2.32 Let B be a G-module. Let f : G → B be a cocycle in Z1(G, B),
whose class is f ∈ H 1(G, B). Let s ∈ G. Then, with the above notations, we have

s ∪ f = f (s)0 ∈ ̂H−1(G, B).

In particular, if G is abelian and the action of G on B is trivial, the cup-product
s ∪ f is obtained by simply evaluating the morphism f = f : G → B at s. The
element of B thus obtained is then in the subgroup ̂H−1(G, B) of B consisting of
elements of norm zero.

Proof The exact sequence (2.12) splits as an exact sequence of abelian groups. Thus,
it induces another exact sequence

0 −→ IG ⊗ B −→ Z[G] ⊗ B −→ B −→ 0

from which we obtain (Z[G] ⊗ B being an induced module) an isomorphism

d : ̂H−1(G, B) −→ ̂H 0(G, IG ⊗ B).

Thus it suffices to show that the images of s ∪ f and f (s)0 under this isomor-
phism, coincide. The description of d (cf. Proof of Theorem 2.6) yields (setting
x = ∑

t∈G t ⊗ (t · f (s))):
d( f (s)0) = x0.

On the other hand, property (3) of Theorem 2.25 and Lemma 2.31 yield the
equality

d(s ∪ f ) = (s − 1)0 ∪ f = y0,

where y := −∑

t∈G(t · (s − 1)) ⊗ f (t). Thus

y =
∑

t∈G

(t − ts) ⊗ f (t) =
∑

t∈G

t ⊗ f (t) −
∑

t∈G

ts ⊗ f (t)

=
∑

t∈G

t ⊗ f (t) −
∑

t∈G

ts ⊗ f (ts) +
∑

t∈G

ts ⊗ (t · f (s))

because f is a 1-cocycle. As t �→ ts is a bijection from G to G, the two first terms
simplify and we finally find
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y =
∑

t∈G

ts ⊗ (t · f (s)).

Hence
x − y =

∑

t∈G

t (1 − s) ⊗ (t · f (s)) = NG((1 − s) ⊗ f (s)),

which implies that x0 = y0, as desired. �

2.7 Exercises

In all these exercises, G is a finite group.

Exercise 2.1 Let A be aG-module.We denote by A∗ theG-moduleHomZ(A,Q/Z)

(cf. Exercise 1.9). Show that for any G-module A and any integer i � 0, the group
Hi (G, A)∗ is isomorphic to Hi (G, A∗) (start with the case i = 0).

Exercise 2.2 ExtendShapiro’s lemma to themodified cohomology ̂H n for all n ∈ Z.

Exercise 2.3 Let H be a subgroup of G. Let A be a G-module and B an H -
submodule of A. For any σ ∈ G, we set σ H = σHσ−1.

(a) Show that the homomorphisms

σ H −→ H, h �−→ σ−1hσ; B −→ σB, b �−→ σb

are compatible and induce isomorphisms

σ∗ : H n(H, B) −→ H n(σ H,σB)

for all n � 0.
(b) Show that if C is a G-module, we have for all α ∈ H p(H, A), γ ∈ Hq(H, C),

σ ∈ G, the formula
σ∗(α ∪ γ) = σ∗α ∪ σ∗γ.

Exercise 2.4 (sequel to Exercise 1.10) Let p be a prime number and G a finite
p-group.

(a) Show that ̂H−1(G,Z) = 0.
(b) Show that ̂H−2(G,Z/pZ) = Gab/pGab.
(c) With the notations of the Exercise 1.10, show that:

rg( ̂H−3(G,Z)) = rg( ̂H−3(G,Z/pZ)) − rg( ̂H−2(G,Z/pZ)).

Exercise 2.5 Let G be a finite group. Let H be a subgroup of G. Let R be a system
of representatives of right classes of G modulo H , with 1 ∈ R. Set H ′ = H − {1}
and R′ = R − {1}. Let (nρ,τ )ρ∈R′,τ∈H ′ be a family of integers.
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(a) Show that if we have:

∑

ρ∈R′,τ∈H ′
nρ,τ (τ − 1)ρ ∈ Z[H ],

then all the nρ,τ are zero.
(b) Deduce that if the family (mρ,τ )ρ∈R,τ∈H of integers satisfies

∑

ρ∈R,τ∈H

mρ,τ (τ − 1)(ρ − 1) ∈ IH ,

then this sum is in fact zero.
(c) Recover that IH IG ∩ IH = I 2H (observe that if τ , τ ′ ∈ H and ρ ∈ R, then

(τ − 1)(τ ′ρ − 1) = (τ − 1)(ρ − 1) mod I 2H ).

Exercise 2.6 (after [47],Appendix to the third part, Lemma 4) Let B be a G-module.
We embed B into the induced module B ′ = IG(B) and we set B ′′ = B ′/B. Let
u : G × G → B be a 2-cocycle with cohomology class u ∈ H 2(G, B). For each

b ∈ BG , we denote by b
0
its image in ̂H 0(G, B). For each s ∈ G, we denote by s its

image in ̂H−2(G,Z) via the isomorphism Gab → ̂H−2(G,Z) (cf. Proposition 2.32).
(a) Show that there exists a 1-cochain f ′ : G → B ′ satisfying

u(x, y) = x · f ′(y) − f ′(xy) + f ′(x)

for all x, y ∈ G.
(b) Show that the composite f ′′ : G → B ′′ is a 1-cocycle whose class f

′′
satisfies

d( f ) = u, where d : H 1(G, B ′′) → H 2(G, B) is the coboundary map. Verify that
NG( f ′(s)) ∈ B for all s ∈ G.

(c) Using Proposition 2.32, deduce that for all s ∈ G, we have

s ∪ u = NG( f ′(s))0 ∈ ̂H 0(G, B).

(d) Let s ∈ G. We set a = ∑

t∈G u(t, s). Show that

s ∪ u = a0.

(You may use a) taking (x, y) = (t, s), and sum the equality you obtain over t ∈ G.)



Chapter 3
p-Groups, the Tate–Nakayama Theorem

Let p be a prime number. Recall that a finite p-group is a group whose cardinality is a
power of p. Such a group is nilpotent, in particular the centre and the abelianisation of
a non-trivial p-group are non-trivial. A p-Sylow subgroup (abbreviated as p-Sylow)
H of a finite groupG is a subgroup which is a p-group whose index [G : H ] is prime
to p. In this chapter we will see that the p-groups possess special cohomological
properties which often allow us to study the cohomology of a finite group by reducing
to that of its p-Sylows.

3.1 Cohomologically Trivial Modules

Lemma 3.1 Let p be a prime number. Let G be a finite p-group and A a nonzero
G-module. We assume that A is torsion and p-primary. Then AG �= 0.

Proof We reduce ourselves to the casewhere A is finite by considering theG-module
generated by a nonzero element of A. This module is finite as it is a torsion module
of finite type over Z.

Let A1, . . . , Ar be the orbits other than the elements of AG for the action of G
on A. The cardinality of each Ai is [G : Gi ], where Gi is the stabiliser of an element
of Ai . This cardinality is therefore divisible by p (recall that #Ai > 1). The class
equation

#A = #AG +
∑

i

#Ai

then shows that A and AG have the same cardinality modulo p and their cardinality
is a power of p. It follows that AG can not be of cardinality 1. �
Lemma 3.2 Let G be a finite group and let A be a G-module. Let p be a prime
number and let H be a subgroup of G. Then if p does not divide [G : H ], the map
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Res : Hq(G, A){p} → Hq(H, A) is injective for all q > 0. The same result holds
for all q ∈ Z if we replace the groups Hq by the modified groups Ĥq .

Proof This follows from the formula (Cores ◦Res)(x) = [G : H ] · x for all x in
Hq(G, A) (Theorem 1.48). The argument with Ĥq is identical by Theorem 2.9. �

Lemma 3.3 Let G be a finite group. Let A and B be G-modules.
(a) Assume that B is induced. Then the G-module Hom(A, B) := HomZ(A, B)

is induced.
(b) Assume that A is a projective G-module. Then A ⊗ B is a relatively injective

G-module.

Recall (Example 1.3, d) that the action of G on Hom(A, B) is given by
(g · f )(x) := g · f (g−1 · x) for all g ∈ G, f ∈ Hom(A, B), x ∈ A.

Proof (a) (See also [47], Chap. IX, Prop. 1 for a more general statement.) To say
that B is induced means (Remark 1.6, b) that it is a direct sum of the g · X for
g ∈ G, where X is a fixed subgroup of B. Then Hom(A, B) is a direct sum
of the Hom(A, g · X) = g · Hom(A, X) (indeed, Hom(A, g · X) is simply the
subgroup of Hom(A, B) consisting of the f whose image is contained in g · X ,
which is equivalent to Im(g−1 · f ) ⊂ X ), hence is induced as it is the direct sum
of the g · Hom(A, X) (Hom(A, X) being a subgroup of Hom(A, B)).

(b) follows from the fact that if A is projective, it is a direct factor of a free
Z[G]-module

⊕
I Z[G], and from the fact that ⊗ commutes with direct sums

(Appendix, Proposition A.30, b). �

We will also need the following notation (cf. Proposition 1.10, Remarks 1.11 and
2.24): let G be a finite group and A be a G-module. We have (Proposition 1.10)
a natural embedding A ↪→ IG(A). We denote by A1 the quotient IG(A)/A. More
generally, we define by induction Aq = (Aq−1)1 for all q > 0. Similarly, we canwrite
A as a quotient of IG(A) via the surjective homomorphism f �→ ∑

g∈G g · f (g−1).
Let us then call A−1 the kernel of IG(A) → A and we set Aq = (Aq+1)−1 if q < 0.
Then we have by shifting

Ĥq(G, A) = Ĥq−r (G, Ar ) (3.1)

for all q, r ∈ Z by Corollary 2.7.

Definition 3.4 LetG be a finite group.We say that aG-module A is cohomologically
trivial if for all n > 0 and every subgroup H of G, we have Hn(H, A) = 0.

In particular, such a G-module is also a cohomologically trivial H -module for
any subgroup H of G. Note that an induced G-module is cohomologically trivial:
this follows from the fact that A is also induced as an H -module (Remark 1.35).

Lemma 3.5 Let G p be a p-Sylow of G. A G-module A is cohomologically trivial if
and only if A is a cohomologically trivial G p-module for every prime number p.
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Note that if G ′
p is another p-Sylow of G, then A is cohomologically trivial as

Gp-module if and only if it is cohomologically trivial as G ′
p-module.

Indeed, Gp and G ′
p are conjugated (say by t ∈ G), which gives for any subgroup

H ′ of G ′
p a bijective homomorphism from A to A (defined by x �→ t−1 · x) com-

patible with the isomorphism g �→ tgt−1 from H ′ to H := t H ′t−1. We thus obtain
an isomorphism from Hn(H, A) to Hn(H ′, A) (see also Exercise 2.3). We could of
course limit ourselves to the primes that divide the cardinality of G since for the
others, the group Gp is trivial.

Proof Let H be a subgroup ofG. Let Hp be a p-Sylow of H . Then Hp is contained in
a p-Sylow ofG, which we can assume to beGp by the above remark. The result then
follows from the fact that for n ≥ 1, the restriction Hn(H, A){p} → Hn(Hp, A) is
injective (Lemma 3.2) as the index [H : Hp] is prime to p. �

Theorem 3.6 Let p be a prime number. Let G be a finite p-group and A a p-torsion
G-module. Assume there exists q ∈ Z such that Ĥq(G, A) = 0. Then A is an induced
G-module (in particular it is cohomologically trivial).

(The proof will even show that A is a free Fp[G] module.)

Proof We start by finding an induced G-module V such that VG is isomorphic to
AG . To do this, set Λ = Fp[G], and choose a basis I of the Fp-vector space AG . Set
V = ⊕

I Λ, then V is an inducedG-module (as a direct sum of inducedG-modules).
As ΛG = Fp, we obtain an isomorphism jG : AG � VG . We now try to extend this
isomorphism to a G-morphism from A to V .

As the functor Hom(., V ) is exact in the category of Fp-vector spaces, we have
an exact sequence of G-modules

0 −→ Hom(A/AG, V ) −→ Hom(A, V ) −→ Hom(AG, V ) −→ 0

and on the other hand the fact that V is induced implies, by Lemma 3.3, that the
G-module M := Hom(A/AG, V ) is induced. Thus we have H 1(G, M) = 0 hence
a surjection:

u : HomG(A, V ) −→ HomG(AG, V ) = HomG(AG, VG).

It follows that jG extends to a G-homomorphism j : A → V .
Observe that the G-module Ker j satisfies (Ker j)G = 0 since the restriction of j

to AG is an isomorphism from AG toVG . AsG is a p-group, this impliesKer j = 0 by
Lemma 3.1. Hence j is injective. Let C be its cokernel. The long exact cohomology
sequence

0 −→ AG −→ VG −→ CG −→ H 1(G, A)

yields the following implications

H 1(G, A) = 0 =⇒ CG = 0 =⇒ C = 0
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since j induces an isomorphism AG � VG (the last implication comes again from
Lemma 3.1). We have shown that if H 1(G, A) = 0, then A � V is an induced
G-module.

Let q ∈ Z such that Ĥq(G, A) = 0. By shifting, we will reduce ourselves to the
case q = 1. We have, by formula (3.1):

Ĥq(G, A) = H 1(G, Aq−1).

This shows that H 1(G, Aq−1) = 0. By what precedes, this implies that Aq−1 (which
is again p-torsion) is induced. But then we have

H 1(G, A) = Ĥ 2−q(G, Aq−1) = 0

and A is induced by the case q = 1. �

Theorem 3.7 Let G be a finite group. Let A be a G-module.

(a) Assume that for every prime number p, there exists an integer q ∈ Z (which may
depend on p) such that

Ĥq(Gp, A) = Ĥq+1(Gp, A) = 0,

where G p is a p-Sylow of G.
Then A is cohomologically trivial. Suppose moreover that A is a free Z-module,
then A is a projective Z[G]-module (hence relatively injective).

(b) Assume that A is cohomologically trivial; then Ĥq(H, A) = 0 for any subgroup
H of G and any q ∈ Z. Moreover, there is an exact sequence

0 −→ R −→ F −→ A −→ 0

of G-modules with F free over Z[G] and R projective over Z[G].
Proof We start by writing A as a quotient of a free Z[G]-module F , hence we have
an exact sequence of G-modules

0 −→ R −→ F −→ A −→ 0.

Fix a prime number p and let us first place ourselves in the situation of (a), i.e.,
Ĥq(Gp, A) = Ĥq+1(Gp, A) = 0. Then as F is in particular relatively injective, we
obtain

Ĥq+1(Gp, R) = Ĥq+2(Gp, R) = 0 (3.2)

which, using the exact sequence

0 −→ R
· p−−−−→ R −→ R/pR −→ 0 (3.3)
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(note that R is torsion-free since it is a submodule of F) implies the equal-
ity Ĥq+1(Gp, R/pR) = 0. Theorem 3.6 then implies that R/pR is an induced
Gp-module.

We start with the casewhere A is assumed to be free overZ.Wewill then show that
A is a direct factor of F (hence a projective Z[G]-module). Let M be the G-module
M := Hom(A, R).

Lemma 3.8 We have H 1(G, M) = 0.

Proof The exact sequence (3.3) and the fact that A is free over Z yield an isomor-
phism of G-modules

M/pM � Hom(A, R/pR).

This shows that M/pM is an induced Gp-module by Lemma 3.3 since R/pR is
an induced Gp-module. It follows that H 1(Gp, M)[p] = 0 by Theorem 2.6 and the
exact sequence of modified cohomology

0 = Ĥ 0(Gp, M/pM) −→ H 1(Gp, M)
· p−−−−→ H 1(Gp, M)

associated to the exact sequence

0 −→ M
· p−−−−→ M −→ M/pM −→ 0.

Hence we have H 1(G, M){p} = 0 (recall that the restriction H 1(G, M){p} →
H 1(Gp, M) is injective by Lemma 3.2). This holds for all p, thus we obtain
H 1(G, M) = 0. �

Let us now proceed with the proof of the fact that A is a direct factor of F , keeping
the assumption that A is free over Z.

This assumption implies that we have an exact sequence of G-modules

0 −→ M = Hom(A, R) −→ Hom(A, F) −→ Hom(A, A) −→ 0

and H 1(G, M) = 0 implies that HomG(A, F) surjects onto HomG(A, A), which
allows us to obtain (by considering IdA) a section of the surjective homomorphism
ofG-modules F → A. Thus F is isomorphic (as G-module) to the direct sum A ⊕ R,
as desired. Thus we have proved a) in the special case where A is free over Z.

Let us now prove (a) in general. What precedes applies to R by (3.2) as R is
free over Z as a submodule of F . Hence we obtain that R is projective (in particular
relatively injective), hence cohomologically trivial. Since this also holds for F (which
is induced), the G-module A = F/R is also cohomologically trivial (using the long
exact sequence) and (a) follows.

Let us show (b). Let A be a cohomologically trivial G-module. A fortiori, A
satisfies the assumptions of (a) (e.g. for q = 1). Let us choose a surjection F → A
whose kernel is R with F free over Z[G]. We have just seen that R is then projective
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(as a G-module, hence also as an H -module for any subgroup H of G) hence for
any q ∈ Z, we obtain

Ĥq(H, A) = Ĥq+1(H, R) = 0

for any subgroup H of G, which proves (b). �

Remark 3.9 By Theorem 3.7 (b), we could have defined cohomological triviality
of a G-module A (for G finite) by the property of vanishing (for any subgroup H of
G) of all Tate cohomology groups Ĥq(H, A).

3.2 The Tate–Nakayama Theorem

In this paragraph, G is a finite group and for every prime number p, we fix a p-Sylow
Gp of G.

Lemma 3.10 Let A be a cohomologically trivial G-module. Let B be a torsion-free
G-module. Then the G-module A ⊗ B is cohomologically trivial.

Proof By Theorem 3.7, we have an exact sequence

0 −→ R −→ F −→ A −→ 0

with F free over Z[G] and R a direct factor of a free Z[G]-module. Then the
G-modules F ⊗ B and R ⊗ B are both relatively injective (Lemma 3.3, b). They
are therefore cohomologically trivial. As B is torsion-free, the sequence

0 −→ R ⊗ B −→ F ⊗ B −→ A ⊗ B −→ 0

remains exact. Using the long exact sequence, we immediately deduce that the
G-module A ⊗ B is also cohomologically trivial. �

Remark 3.11 The sameproof shows that it is sufficient to assume thatTorZ(A, B) =
0,whereTorZ(., B) is thefirst derived functor of the left functor . ⊗Z B in the category
of modules over the ring Z (cf. Appendix, Proposition A.56).

Proposition 3.12 Let A and A′ be two G-modules. Let f : A′ → A be a
G-homomorphism. Assume that for every prime p, there exists an integer n p such
that the homomorphism

f i∗ : Ĥ i (Gp, A
′) −→ Ĥ i (Gp, A)

is surjective for i = np, bijective for i = np + 1, and injective for i = np + 2. Let
B be a torsion-free G-module. Then for any subgroup H of G, the homomorphism

Ĥ i (H, A′ ⊗ B) −→ Ĥ i (H, A ⊗ B)
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induced by f ⊗ 1 is bijective for all i ∈ Z. In particular, the homomorphism
Ĥ i (H, A′) → Ĥ i (H, A) induced by f is bijective for all i ∈ Z.

Proof We start with the case where f is injective. Let A′′ be its cokernel. The long
exact sequence associated to the exact sequence

0 −→ A′ −→ A −→ A′′ −→ 0

and the assumption made on the f i∗ yields

Ĥ np (Gp, A
′′) = Ĥ np+1(Gp, A

′′) = 0

for every prime p.
By Theorem 3.7, the G-module A′′ is cohomologically trivial. By Lemma 3.10,

the G-module A′′ ⊗ B is also cohomologically trivial. As B be is torsion-free, the
sequence

0 −→ A′ ⊗ B −→ A ⊗ B −→ A′′ ⊗ B −→ 0

is exact. This implies that Ĥq(H, A′ ⊗ B) → Ĥq(H, A ⊗ B) is bijective for all
q ∈ Z and all subgroups H of G, as desired.

The general case reduces to the special case where f is injective by the following
procedure: embed A′ into the inducedmodule A

′ := IG(A′) and set A∗ = A ⊕ A
′
.We

then obtain (via f and the embedding j : A′ → A
′
) an injection θ = ( f, j) : A′ →

A∗. As A′
and A

′ ⊗ B are cohomologically trivial, we have Ĥq(H, A) = Ĥq(H, A∗)
and Ĥq(H, A ⊗ B) = Ĥq(H, A∗ ⊗ B). This allows us to reduce ourselves to the
previous case by replacing f by θ. �

Note that the Proposition 3.12 remains valid provided TorZ(A, B) =
TorZ(A′, B) = 0 with a slightly different proof (the above argument goes not go
through directly since we can not a priori deduce that TorZ(A′′, B) = 0 from the
assumptions). See Exercise 3.6.

Proposition 3.13 Let A, B,C be threeG-modules. Letϕ : A × B → C beabilinear
map compatible with the action of G. Let q ∈ Z and a ∈ Ĥq(G, A). For a subgroup
H of G and a G-module D, we denote by aH the restriction of a to H and by

f (n, H, D) : Ĥ n(H, B ⊗ D) −→ Ĥ n+q(H,C ⊗ D)

the homomorphism defined by the cup-product with aH (with respect to the bilinear
map induced by ϕ).

Assume that for all prime numbers p, there is an integer n p such that f (n,Gp, Z)

is surjective for n = np, bijective for n = np + 1, and injective for n = np + 2. Then
f (n, H, D) is bijective for all n ∈ Z, all subgroups H of G, and all torsion-free
G-modules D (here again TorZ(B, D) = TorZ(C, D) = 0 would suffice).
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Proof Consider first the case q = 0. Then a ∈ Ĥ 0(G, A) = AG/NG A comes from
an element (again denoted a) of AG . Let f : B → C be the G-homomorphism
defined by f (b) = ϕ(a, b). Then f n∗ : Ĥ n(Gp, B) → Ĥ n(Gp,C) is simply
f (n,Gp, Z) and the Proposition 3.12 implies that f (n, H, D) is bijective as
f (n, H, D) is then the homomorphism induced by f ⊗ Id : B ⊗ D → C ⊗ D.
The case of an arbitrary q is dealt with by shifting. Let us for example show

how to pass from q − 1 to q by embedding A into the induced module A = IG(A)

(to go in the other direction, we write A as the quotient of the induced module A)
and C into C = IG(C). Set A1 = A/A and C1 = C/C . This gives a bilinear map
ϕ1 : A1 × B → C1 induced by the bilinear map

ϕ : A × B −→ C, ( f, b) �−→ (g �−→ ϕ( f (g), g · b)), ∀ f ∈ A, b ∈ B, g ∈ G.

We can then write a = δ(a1)with a1 ∈ Ĥq−1(G, A1) and a1 defines, by cup-product,
homomorphisms

f1(n, H, D) : Ĥ n(H, B ⊗ D) −→ Ĥ n+q−1(H,C1 ⊗ D).

As C × D is again cohomologically trivial (Lemma 3.10), the coboundary δ :
Ĥ n+q−1(H,C1 ⊗ D) → Ĥ n+q(H,C ⊗ D) is an isomorphism. But, in view of the
compatibility of cup-products with the coboundaries (Proposition 2.23), we know
that f (n, H, D) is obtained (up to a sign) by composing f1 with δ. If the desired
result holds for a1, it holds therefore for a, hence the result follows by induction
on q. �
Theorem 3.14 (Tate–Nakayama) Let A be a G-module. We consider an element
a of H 2(G, A). Assume that for all primes p, the following assumptions hold:

(a) We have H 1(Gp, A) = 0.
(b) The group H 2(Gp, A) is of cardinality m p := #Gp and is generated by the

restriction ap of a to H 2(Gp, A).

Then for each torsion-free G-module D and each subgroup H of G, the cup-product
by aH = ResH (a) ∈ H 2(H, A) induces isomorphisms

Ĥn(H, D) −→ Ĥ n+2(H, A ⊗ D)

for all n ∈ Z. In particular, the cup-product by aH induces isomorphisms

Ĥn(H, Z) −→ Ĥ n+2(H, A).

Proof We apply the previous proposition with B = Z, C = A, q = 2, taking for
ϕ : A ⊗ Z → A the obvious map. We choose np = −1. The cup-product

Ĥ n(Gp, Z) −→ Ĥ n+2(Gp, A)

induced by ap is surjective for n = −1 (using assumption a). For n = 0, it is the map
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Z/mpZ −→ H 2(Gp, A)

that sends the canonical generator of Z/mpZ to ap. The assumption b) implies that
this map is bijective. For n = 1, the group H 1(Gp, Z) is zero hence the cup-product
is injective. �

The special case Ĥ n(H, Z) � Ĥ n+2(H, A) is due to Tate. Later we will apply
it with n = −2, G = Gal(L/K ) and A = L∗ for a finite Galois extension L of a
p-adic field K (Sect. 9.1). We will deduce an isomorphism from H−2(G, Z) = Gab

to Ĥ 0(G, L∗) = K ∗/NL∗, once we have verified the assumptions of the theorem in
this setting. We will also see (Sect. 15.1) that an analogous statement is valid in the
global case, replacing L∗ by the idèle class group of L .

3.3 Exercises

Exercise 3.1 Let p be a prime number. Let G be a finite p-group. Let A be a p-
torsion G-module.

(a) Show that if H0(G, A) = 0, then A = 0 (consider the G-module A′ := HomZ

(A, Z/p) and apply Exercise 2.1).
(b) Does this result still hold if we only assume that A is p-primary, i.e., that each

element of A is of order a power of p? You may consider G = Z/2 and make
its non-trivial element act by multiplication by −1 on Q2/Z2.

Exercise 3.2 Show that the conclusion of the Lemma 3.1 can become false if one
removes either the assumption that G is a p-group, or the assumption that A is a
p-primary torsion group.

Exercise 3.3 Give an example of a finite group G and of a G-module A such that
there exists a q ∈ Z satisfying Ĥq(G, A) = Ĥq+1(G, A) = 0, but A is not cohomo-
logically trivial (you may take G = Z/6Z and make it act on Z/3Z by a well-chosen
action).

Exercise 3.4 Let G be a finite group. Let

0 −→ X1 −→ X2 −→ · · · −→ Xn −→ 0

be an exact sequence of G-modules. Let j ∈ {1, . . . , n}. Show that if Xi is cohomo-
logically trivial for all i �= j , then so is X j .

Exercise 3.5 Let G be a finite group. Let A be a cohomologically trivial G-module.
Show that if N is a torsion-free G-module, then Hom(N , A) is again a cohomolog-
ically trivial G-module.
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Exercise 3.6 (suggested by J. Riou) Extend Proposition 3.12 to the case where we
only assume TorZ(A, B) = TorZ(A′, B) = 0, and not that B is necessarily torsion-
free. You may first assume that f is surjective and show (using Proposition A.56 of
the appendix) that if we set K = Ker f , the G-modules K and K ⊗ B are cohomo-
logically trivial. Then, reduce to this special case by replacing A by A ⊕ F , where
F is a free Z[G] module.



Chapter 4
Cohomology of Profinite Groups

When studying Galois cohomology of a field k, one often needs to work with the
absolute Galois groupΓk := Gal(k̄/k) (where k̄ is the separable closure of k) and not
that of a finite extension. We will see that one can define cohomology of a profinite
group by a limit procedure from that of its finite quotients (which in the case of Γk

correspond to finite Galois extensions of k).

4.1 Basic Facts About Profinite Groups

Definition 4.1 A topological group G is called profinite if it is a projective limit of
finite groups (each endowed with the discrete topology).

Recall that if (Gi ) is a projective system of topological spaces, the topology on
the projective limit is that induced by the product topology on

∏
Gi . This product

topology, by definition, admits as a basis of open sets, the sets of the form
∏

Ui ,
where each Ui is open in Gi and almost all the Ui (i.e., all but a finite number) are
equal to Gi .

In addition, in any topological group, any open subgroup is closed (as complement
of the union of the other cosets). The same argument shows that a subgroup of finite
index is closed if and only if it is open. On the other hand, a subgroup of a topological
group is open if and only if it is a neighbourhood of the identity element. This implies
that a subgroup containing an open subgroup is itself open.

LetG be a profinite groupwhose identity element we denote by 1. Then 1 admits a
basis {Gi } of neighbourhoods which are open, normal, finite index subgroups and G
identifies with the projective limit of the G/Gi .

A topological group G is profinite if and only if it is compact and totally discon-
nected ([42], Prop. 1.1.3). Changing the projective system defining G does not affect
its structure as topological group.

© Springer Nature Switzerland AG 2020
D. Harari, Galois Cohomology and Class Field Theory, Universitext,
https://doi.org/10.1007/978-3-030-43901-9_4

65

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-43901-9_4&domain=pdf
https://doi.org/10.1007/978-3-030-43901-9_4


66 4 Cohomology of Profinite Groups

Profinite groups form a category where morphisms are the continuous group
morphisms. On the other hand, if H is a closed subgroup of a profinite group G,
it is profinite itself and the continuous map between compact topological spaces
π : G → G/H admits a section (i.e., a continuous map s : G/H → G such that
π ◦ s = IdG/H ), cf. [49], Part. I, Sect. 1, Prop. 1. It follows:

Proposition 4.2 Let H be a closed subgroup of a profinite group G. Then the topo-
logical space G is homeomorphic to the product space H × G/H. In particular,
every continuous map on H extends to a continuous map on G.

Proof Let s : G/H −→ G be a section, then the map

H × G/H −→ G, (h, g1) �−→ s(g1)h

is a homeomorphismwhose inverse is g �→(s(π(g))−1g,π(g)), where π : G→G/H
is the canonical surjection. �

Below are some examples of profinite groups.

Example 4.3 (a) All finite groups are profinite (!).
(b) The absolute Galois group Γk = Gal(k̄/k) of a field k is profinite: it is by

definition the group of k-automorphisms of the field k̄, and identifies with the pro-
jective limit of the Gal(L/k) when L ranges through the finite Galois extensions of
k contained in k̄.

(c) If M is a torsion discrete abelian group, its Pontryagin dual M∗ :=
Hom(M,Q/Z) is a profinite group when endowed with the simple convergence
topology (that is, the “open-compact” topology). Indeed, M is the inductive limit of
its finite subgroups N , hence M∗ is the projective limit of finite groups N ∗. One can
show that M �→ M∗ induces an anti-equivalence of categories between discrete tor-
sion abelian groups and profinite abelian groups. This is a special case of Pontryagin
duality for locally compact abelian groups; cf. [42], Th. 1.1.11.

Note that the dual of an abelian profinite group G is by definition the discrete
torsion group Homc(G,Q/Z) consisting of continuous homomorphisms from G to
Q/Z. This duality does not work very well for a discrete group which is not torsion.
For example for M = Zwe have M∗ = Q/Z and M∗∗ = Ẑ, the profinite completion
of Z (it is the projective limit of the Z/nZ).

(d) Every closed subgroup of a profinite group is profinite. Similarly, every quo-
tient by a closed normal subgroup is profinite (see Lemma4.7 for a slightly more
precise statement).

(e) The additive group of the ring of integers OK of a complete local field K
(= field complete for a discrete valuation with finite residue field) is profinite. For
example Zp is profinite. Same for the multiplicative group O∗

K .
(f) Let K be a p-adic field, that is, a finite extension of Qp (p-adic fields are

local fields of characteristic zero, see recollection of facts in Chap. 7). Let A be an
abelian variety (:= a connected projective algebraic group; the case of dimension 1
corresponds to elliptic curves) over K . The group A(K ) of K -points of A is profinite.
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In the last three examples, the easiest way to see that the groups in question are
profinite is the characterisation “compact+ totally disconnected”.

Remark 4.4 Note that in a profinite group G, open subgroups are of finite index but
the converse is generally false even when G is abelian. One example is the additive
groupOK = Fq [[t]] of the ring of integers of the field of Laurent series K = Fq((t))
over a finite field. To see this, it is enough to take the kernel of a Fq -linear form
which is not continuous on OK . Another example is when G is the multiplicative
group O∗

K (see Exercise11.3) or the Galois group of the maximal abelian extension
of Q (that will be studied in Chap.15).

It turns out that for a profinite group, it is possible to define the index of a subgroup
even when the subgroup in question is not of finite index. This is done using the
following notion.

Definition 4.5 A supernatural number is a formal product
∏

p p
np , where p ranges

through the set of prime numbers and np ∈ N ∪ {+∞}. We define in an evident
manner the gcd, the lcm and the product for an arbitrary family of supernatural
numbers.

Definition 4.6 Let G be a profinite group. Let H be a closed subgroup of G. The
index of H in G (denotes by [G : H ]) is the supernatural number defined as the
lcm of indexes [G/U : H/(H ∩U )] (the latter are usual integers) when U ranges
through the set of open normal subgroups of G. The order of a profinite group is the
supernatural number [G : {1}].

It is not entirely obvious that1 the usual notion of “finite index” is the same as
“finite index” in the sense of the previous definition. The following lemma shows
that this is indeed the case.

Lemma 4.7 Let H be a closed subgroup of a profinite group G. Let (Ui ) be a family
of open normal subgroups of G. Set Gi = G/Ui . Let Hi = H/(H ∩Ui ) be the image
of H in Gi . Then:

(a) The group H identifies with lim←− Hi , and the set G/H with lim←−(Gi/Hi ). More-
over, the transition arrows (associated with the inclusions U j ⊂ Ui) are surjective
in both cases.

(b) The subgroup H is of finite index (in the usual sense) if and only if there
is an index j such that for all Ui ⊂ Uj , we have Gi/Hi = G j/Hj . In particular,
this definition is equivalent to [G : H ] (defined as in Definition4.6) being a natural
number. In this case [G : H ] is the usual index of H. Hence H is open if and only if
the supernatural number [G : H ] is a natural number.
Proof (a) The canonical map H → lim←− Hi has a trivial kernel since

⋂
Ui = {1}

(the Ui form a basis of open neighbourhoods of {1}). It is also surjective as every
element of lim←− Hi comes from a g ∈ G (by definition of a profinite group). But, if

1Thanks to Miaofen Chen for pointing out this difficulty, and to J.Riou for suggesting the simple
method relying on Lemma4.7 to deal with it. My initial argument was more complicated.
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g /∈ H , there exists an index i such that gUi ∩ H = ∅ (because H is closed), which
contradicts the fact that the image of g inG/Ui is in Hi . Finally we have H � lim←− Hi .
The other isomorphism is obtained in exactly the same way and the surjectivity of
the transition maps is in both cases evident.

(b) We observe that if Uj ⊂ Ui , then the cardinality of the finite set G j/Uj is
at least equal to that of Gi/Ui . The first assertion follows from the identification of
G/H with lim←−(Gi/Hi ), combined with the surjectivity of transition maps. The other
assertions are trivial. �

Definition 4.8 We say that G is a pro-p-group if its order is a power of p (it comes
down to saying thatG is the projective limit of finite p-groups). A p-Sylow subgroup
(or p-Sylow for short) of a profinite group G is a closed subgroup H of G which is
a pro-p-group and such that the index [G : H ] is prime to p.

The proposition below follows from the properties of indexes and of Sylow sub-
groups. Its proof uses the following easy lemma ([6], Sect. 9.6, Prop. 8).

Lemma 4.9 Every projective limit of a sequence (Xn)n∈N of non-empty finite sets
is itself non-empty. Same holds for the projective limit of a sequence of compact
non-empty topological spaces.

Proposition 4.10 (a) Let K ⊂ H ⊂ G be profinite groups. Thenwe have an equality
of supernatural numbers:

[G : K ] = [G : H ] · [H : K ].

(b) Let G be a profinite group. For any prime number p, the group G admits
p-Sylows, and they are pairwise conjugate.

(c) Let G be a profinite group. Then any pro-p-subgroup of G is contained in a
p-Sylow.

(d) Let G be a profinite abelian group. Then it is a direct product of its p-Sylows.

Proof (a) LetU be an open normal subgroup of G. For any closed (hence profinite)
subgroup G ′ of G, let G ′

U = G ′/(G ′ ∩U ) be its image by the canonical surjection
G → G/U . It is a finite group. By multiplicativity of the indexes for a finite group,
we have

[GU : KU ] = [GU : HU ] · [HU : KU ].

As any normal open subgroup of H contains a subgroup of the form H ∩U with
U a normal subgroup of G, we obtain the formula by taking the lcm over these Us.

(b) Let D be a family of open normal subgroups of G.
For all U ∈ D, the set S(U ) of p-Sylows of a finite group G/U is finite and

nonempty by the first classical Sylow theorem. By Lemma4.9, the projective limit
of the S(U ) forU inD is then non-empty, which yields a projective system (HU )U∈D
where HU is a p-Sylow of G/U . We see immediately that lim←−U∈D HU is a p-Sylow
of G.
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Let H and K be two p-Sylow subgroups of G. The set C(U ) of the c ∈ G/U
such that cHUc−1 = KU is finite and non-empty by the second classical Sylow the-
orem (since HU and KU are p-Sylows of the finite group HU ). Hence we have
lim←−U∈D C(U ) �= ∅, which yields an x ∈ G such that xHx−1 = K .

(c) Let H be a pro-p-subgroup of G. Then, for all U in D, the set S′(U ) of
p-Sylows of the finite group GU containing HU is finite and non-empty (again
by classical Sylow theorems). We obtain a projective system (S′(U ))U∈D and by
Lemma4.9, there exists an element (H ′

U )U∈D in the projective limit of this family.
Thus H ′

U is a p-Sylow of GU containing HU . We then consider lim←−U∈D H ′
U . It is a

pro-p-Sylow of G containing H .
(d) can be deduced easily from an analogous statement for finite abelian groups,

which follows for example from the theorem on the structure of these groups. �

Remark 4.11 Another consequence of Lemma4.9 (which will be used in the proof
of theorem15.11, b) is the following. Let G be an abelian Hausdorff topological
group. Let A be a compact subgroup of G and let (Bn) be a decreasing sequence of
compact subgroups of G. Then

A +
⋂

n

Bn =
⋂

n

(A + Bn).

Indeed, the ⊂ is obvious. Conversely, if x ∈ ⋂
n(A + Bn), then the set Xn of pairs

(a, b) of A × Bn such that x = a + b forms a decreasing sequence of non-empty
compact sets, hence their intersection is non-empty. Thatmeans that x ∈ A + ⋂

n Bn .

Example 4.12 (a) The group Zp is a pro-p-group. It is the p-Sylow of

Ẑ := lim←−n∈N∗ Z/n =
∏

p∈P
Zp,

where P denotes the set of prime numbers.
(b) Let G be a discrete group. The profinite completion Ĝ of G is the projective

limit of the finite quotients of G. The p-completion Ĝ p of G is the projective limit
of quotients of G which are finite p-groups. It is the largest quotient of Ĝ which is
a pro-p-group.

(c) Let K be a p-adic field. Let Knr be its maximal unramified extension and
Kmr be the maximal tamely ramified extension of Knr (cf. Sects. 7.3 and 7.4).
Let U = Gal(K̄/Knr) be the inertia group. The theory of ramification groups
(cf. Example7.15) tells us that Up := Gal(K̄/Kmr) is the unique p-Sylow of U ,
and the quotient U/Up is isomorphic to

∏
� �=p Z�.
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4.2 Discrete G-Modules

In what follows, G is a profinite group. Let A be a discrete abelian group endowed
with an action of G. We will say that G acts continuously on A if for all x in A, the
map g �→ g · x from G to A is continuous.

Remark 4.13 As the G-module A is discrete, the property that G acts continuously
is here equivalent to require that the stabiliser of every element of A is an open
subgroup of A. Indeed, if G acts continuously, then for all x of A the stabiliser of
x is the inverse image of {x} (which is an open subset of the discrete module A)
via g �→ g · x . It is therefore an open subset of G. Conversely, assume that all the
stabilisers are open. Let then g0 ∈ G and x ∈ A. As the stabiliser of x is an open
subgroup U , the coset g0U is open in G, it contains g0, and the map g �→ g · x is
constant on g0U . It is therefore continuous at g0.

Note also that we can consider the groups A endowed with another topology than
the discrete one and thus obtain “continuous cohomology”, but in this book we will
only consider the case where A is discrete.

Definition 4.14 A discrete G-module (or simply a G-module where there is no
ambiguity) is an abelian group A endowed with an action of G such that G acts
continuously on A.

We thus require, in addition to the usual definition of aG-module, that the stabiliser
of any point is open. Naturally, for G finite, this coincides with the usual notion of
G-module. We denote by CG the category of discrete G-modules (it is a full abelian
subcategory of ModG). It A is a discrete G-module, we have A = ⋃

U AU , where
U runs through the set of all open subgroups of G.

Remark 4.15 Let A be a discrete G-module. Then A is of finite type over Z[G] if
and only if it is of finite type overZ. This is because the stabiliser of every element of
A is a subgroup of finite index in G. Therefore, we can refer to a discrete G-module
of finite type without any ambiguity.

Example 4.16 The case of particular interest to us is that of G = Γk = Gal(k̄/k),
the absolute Galois group of a field k or a quotient of this group.

The main theorem of “infinite Galois theory ” implies that the map Γ �→ LΓ

establishes a one-to-one correspondence between the closed subgroups Γ of Γk and
the field extensions L of k contained in k̄. Open subgroups (= closed of finite index)
are the ones corresponding to finite extensions of k (note that there may exist finite
index subgroups which are not closed. These subgroups do not correspond to any
extension of k).

(a) Take the trivial action γ · x = x for all γ ∈ Γk , x ∈ M .Wewill use it oftenwith
M = Z and M = Z/nZ. By convention, when talking of the “Γk-module Z/nZ”,
we will understand that the action of Γk is trivial.

(b) Let n be an integer coprime with the characteristic of k. We obtain discrete
Γk-modules by taking the action of the Galois group on themultiplicative group k̄∗ or
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on the nth roots of unity in k̄ (wewill denote this latterΓk-module byμn).We can also,
for any integer m > 0, consider the discrete Γk-module μ⊗m

n := μn ⊗Z · · · ⊗Z μn

(m factors), with the convention that μ⊗0
n = Z/nZ.

This yields Γk-modules which are isomorphic to Z/nZ as abelian groups, but
not generally as Γk-modules. Lastly, for all m � 0, we have a discrete Γk-module
(Q/Z)(m) := lim−→n

μ⊗m
n .

(c) More generally, if S is a commutative algebraic group over k, we can make
Γk act on the set S(k̄) of its k̄-points. If Car k = 0, the case of a finite group over k
(taken in the sense of schemes) corresponds to S(k̄) being finite. It is for example
the case of Z/nZ and μn . The trivial action corresponds to the fact that all k̄-points
of S are defined over k.

The case of the module k̄∗ corresponds to the multiplicative group Gm. We can
also take S to be an abelian variety.

(d) Assume Car k = 0. If M is a finite Γk-module (corresponding to an algebraic
k-group again denoted, with a slight abuse of notation, by M), we can define its
dual M ′ using the finite algebraic group Hom(M,Gm) (“Cartier dual”). That means
that the Γk-module M ′ consists of morphisms ϕ from M to k̄∗ (or to μn if M is n-
torsion). The action of Γk on M ′ is given by (γ · ϕ)(x) := γ(ϕ(γ−1 · x)) for γ ∈ Γk ,
ϕ ∈ M ′, x ∈ M (this formula may seem complicated, but is is necessary to send
M ⊗ M ′ to k̄∗ in a way which is compatible with the action of Γk . It is also consistent
with the formula in the Example1.3, d).

For example, Z/nZ and μn are Γk-modules Cartier dual of each other. More gen-
erally, we can define the Cartier dual of a torsionΓk-moduleM as Hom(M,Q/Z(1)).

4.3 Cohomology of a Discrete G-Module

There are severalways to define cohomology groups Hn(G, A)where G is a profinite
group and A is a discrete G-module. The category CG possesses enough injectives
(cf. Appendix, ExampleA.35, c).We can hence use the derived functors of the functor
A �→ AG from CG toAb. Nevertheless, there is a small difficulty with computing it:
unlike ModG , the category CG does not possess enough projectives if G is infinite
(note for example that for G profinite and infinite, the module Z[G] is not a discrete
G-module, the stabilisers being trivial), cf. Exercise4.2. Since our aim is to reduce
ourselves to the cohomology of finite groups, it is easier to adapt the definition using
cochains.

Definition 4.17 Let A ∈ CG . For q � 0, we denote by Kq(G, A) the set of continu-
ousmaps (i.e., locally constant) from Gq to A. Let d : Kq(G, A) → Kq+1(G, A) be
the coboundary defined in the usual way (cf. Theorem1.27). We then define coho-
mology groups Hq(G, A) as cohomology groups of the complex (Kq(G, A)).
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We then have:

Proposition 4.18 Let (Gi ) be a projective system of profinite groups. Let (Ai ) be an
inductive system of discrete Gi -modules, the transition maps being compatible with
those of the (Gi )s. Let G = lim←−Gi and A = lim−→ Ai . Then for all q ∈ N:

Hq(G, A) = lim−→ Hq(Gi , Ai ).

Recall that by convention, all the inductive systems considered in this book are
associated to ordered non-empty filtered sets.

Proof It is enough to show that the canonical homomorphisms

uq : lim−→ Kq(Gi , Ai ) −→ Kq(G, A)

are isomorphisms. This is what we will now do.
The fact that we do not assume the transition map to be surjective complicates

the proof slightly.
(a) Injectivity of uq . Let fi : Gq

i → Ai be locally constant. By compactness of
Gq

i , the set F of values that it takes is finite. Assume that fi induces the zero function
on Kq(G, A). By finiteness of F , after possibly increasing i , we can then assume that
the induced function: Gq → Ai is zero. For each j � i , let E j be the subset of G

q
j

consisting of x whose image in Ai (by the composite g j of the projection on G
q
i and

of fi ) is nonzero. As F is finite, each E j is a finite intersection of closed subsets of the
Gq

j , hence is compact. The E j then form a projective system of compact sets whose
limit is empty. One of the sets E j is therefore empty (Lemma4.9). That means that
the map g j : Gq

j → Ai is zero, hence a fortiori so is f j : Gq
j → A j . This shows in

particular that the image of fi in lim−→ Kq(Gi , Ai ) is zero. This proves the injectivity.
(b) Surjectivity of uq . We will need two lemmas.

Lemma 4.19 Let f : Gq → A be a locally constant function. Then there exists an
index j such that for any y in Gq, the image f (y) depends only on the image p j (y)
of x in Gq

j .

Proof As f is locally constant and Gq is compact, there exists a partition of Gq

into a finite number V1, . . . , Vs of open sets, such that f is constant on each of these
sets. By definition of the topology of Gq = lim←−Gq

i (which is induced by the direct
product

∏
Gq

i ), we can assume that each V1, . . . , Vs is defined by a finite number
of conditions of the type pi (x) ∈ Ui , where Ui is open in Gq

i . Let I be the finite
set of indexes thus obtained. Let j be an index larger than all the i ∈ I . Then, if
two elements y, y′ of Gq satisfy p j (y) = p j (y′), they satisfy pi (y) = pi (y′) for all
i ∈ I . Hence they belong to the same open set among the V1, . . . , Vs . Therefore,
f (y) = f (y′). This proves Lemma4.19.

Lemma 4.20 Let f : Gq → A be a locally constant function. Then there exists an
index j and a locally constant function f j : Gq

j → A such that f = f j ◦ p j .
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Proof Let j be an index defined as in Lemma4.19. By continuity of p j , the image
p j (Gq) is a compact of Gq

j . Let f j : p j (Gq) → A defined by f j (p j (y)) = f (y) for
all y ∈ Gq . This makes sense since f (y) depends on p j (y) only. For all a ∈ A, the
inverse image of a by f j is p j ( f −1(a)), which is compact (by continuity of f and
p j and compactness of Gq ), hence closed in p j (Gq). As the map f j only takes (like
f ) a finite number of values, it is continuous on p j (Gq). The subgroup p j (Gq) of
Gq

j is compact, thus we can extend (by Proposition4.2) f j to a continuous function
(still denoted f j ) from Gq

j to A, which clearly satisfies f = f j ◦ p j . This proves
Lemma4.20.

We can now finish the proof of the surjectivity of uq . Let f : Gq → A be a locally
constant function. Then f only takes a finite number of values. We can, by definition
of A = lim−→ Ai , therefore find an index i so that all these values are in the image
of the map Ai → A. Let j be as in Lemma4.20, that we may assume � i (replace
it with max(i, j) if necessary). Then, by construction, the function f j : Gq

j → A
comes from a function g : Gq

j → A j , which then satisfies uq(g) = f . �

We immediately deduce the following corollaries (the first of which can be taken
as a definition of the groups Hq(G, A)).

Corollary 4.21 Let A be a discrete G-module. Then

Hq(G, A) = lim−→
U

Hq(G/U, AU ),

where U runs through the set of open normal subgroups of G.

Proof We indeed have G = lim←−U
(G/U ) and A = lim−→U

AU . �

Corollary 4.22 Let A be a discrete G-module. Then

Hq(G, A) = lim−→ Hq(G, B),

where B runs through the set of finite type sub-G-modules of A.

Proof This follows from the fact that A is the union (hence inductive limit) of such
Bs. �

Corollary 4.23 For q � 1, the groups Hq(G, A) are torsion.

Proof This follows from Corollaries4.21 and 1.49. �

Remark 4.24 If I is an injective in CG , it is immediate that the IU are injective
in CG/U for any open normal subgroup U of G. Thus, we see that the Hq(G, A)

are obtained as derived functors of A �→ AG from CG to Ab. Indeed, the Hq(G, .)

form a cohomological functor which coincides with A �→ AG in degree zero, and
is effaceable since if we embed a discrete G-module A in an injective I of CG , by
Corollary4.21, we have for all q > 0:
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Hq(G, I ) = lim−→
U

Hq(G/U, IU ) = 0

as IU is injective in CG/U . We conclude using the RemarkA.47 from the appendix.

PropositionA.36 from the appendix gives a converse to the first statement in the
above remark. That is, that a discreteG-module I is injective in CG if and only if there
exists a system of neighbourhoods of 1 in G consisting of open normal subgroups
U with IU injective in CG/U . We deduce from it the following statement (which
generalises Lemma1.38). This statement is probably well-known but we were not
able to find a reference in the existing literature.

Proposition 4.25 Let G be a profinite group. Let H be a closed subgroup of G. Let
A be an injective in CG. Then A is also injective in CH .

Proof (after J.Riou; see Exercise4.4 for a similar result)We have already dealt with
the case where G is finite (Lemma1.38). Let us deal with the general case. Let V
be an open subgroup of H . By PropositionA.36, it is enough to show that for any
open subgroup V of H , the H/V -module AV is injective. Let U be an open normal
subgroup of G; then AU is an injective G/U -module (Remark4.24) and by the case
of a finite group, AU is also injective as an H ′ := H/(H ∩U )-module.

Let V ′ := V/(V ∩U ), it is an open normal subgroup of H ′ and Remark4.24 tells
us that (AU )V

′
is an injective H ′/V ′-module. In other words AUV is an injective

H/V -module where UV is the subgroup of G generated by U and V (it is the set
of products uv with u ∈ U and v ∈ V since U is normal in G). We conclude by
noting that AV is the inductive limit of H/V -modules AUV whereU ranges through
normal open subgroups of G, and therefore AV remains an injective H/V -module
(Appendix, ExampleA.35, (f) or Exercise1.4), since the group H/V is finite. �

Using Corollary4.21, properties of the cohomology of a profinite group G can be
immediately deduced from that of a finite group. One just needs to be careful about
properties involving a subgroup H : to remain in the category of profinite groups,
H needs to be closed in G. For modules defined by functions from G or Gn to a
G-module A, one also needs to take continuous functions. In particular:

(1) For any closed subgroup H of G and any discrete G-module A, we have a G-
module I HG (A) (the definition is the same provided we assume the functions
from G to A to be continuous). In particular, any induced G-module IG(A) is
acyclic for the functor H 0(G, .) (this allows us to use the usual shifting argu-
ments). Note however that there is no good notion of co-induced module in CG

since Z[G] is not a discrete G-module if G is infinite.
(2) For any closed subgroup H of G, the restriction and inflation homomorphisms

are defined as in Sect. 1.5, and Shapiro’s lemma is still valid (one directly veri-
fies that the functor A �→ I HG (A) is still exact on CG). Proposition1.40 and the
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Hochschild–Serre spectral sequence (as well as its consequences) also continue
to hold2 when H is a normal closed subgroup of G.

(3) When H is a closed finite index subgroup (i.e., an open subgroup) of G, the
corestriction Hq(H, A) → Hq(G, A) is well defined. Theorem1.48 and Corol-
lary1.51 remain true in this context.

(4) For discrete G-modules A and B, the groups ExtiG(A, B) are still defined as
derived functors (applied to B) of HomG(A, .). We can no longer view them as
left derived functors (indeed, the category CG does not have enough projectives
when G is infinite). Nevertheless, Remark1.37 is still valid. If H is an open
subgroup of G, Propositions1.15 and 1.39 remain valid (with the same proofs).

(5) If p and q are two integers, the cup-product

H p(G, A) × Hq(G, B) −→ H p+q(G, A ⊗ B)

is defined as in Sect. 2.5 (one just needs to take continuous cochains in the
definition), and possesses the same properties.

In Chap.6 we will see examples of computations of cohomology groups when
G = Γk is the absolute Galois group of a field.We can also extend the notion of coho-
mologically trivial G-module (cf. Exercise4.11 for basic properties of this notion).

Definition 4.26 Let G be a profinite group. We say that a discrete G-module A is
cohomologically trivial if for any n > 0 and any closed subgroup H of G, we have
Hn(H, A) = 0.

Remark 4.27 Until now, we have been using Proposition4.18 in the case where
transition maps between the groups G j are surjective, but there is another case of
interest. It is the case where the family G j is a filtered family of open subgroups
of a profinite group K , transition maps being the inclusions. Set G = ⋂

G j . It is a
closed subgroup of K . We then have lim←−G j = ⋂

G j = G. This allows us to identify
Hq(G, A) with lim−→ Hq(G j , A) for any K -module A. We will sometimes encounter
this situation when computing the Brauer group of infinite algebraic extensions of a
field.

We also sometimes need the group Ĥ 0(G, A). To define it, consider two normal
open subgroups of U and V of G with V ⊂ U .

We define a deflation map:

Def : Ĥ 0(G/V, AV ) −→ Ĥ 0(G/U, AU )

as the one induced on quotients by the identity, as we have

Ĥ 0(G/V, AV ) = AG/NG/V A
V , Ĥ 0(G/U, AU ) = AG/NG/U AU

2There is a small subtlety here: to imitate the proof for G finite, wemust either use Proposition4.25,
or the slightly weaker fact that an induced G-module IG(A) is acyclic for H0(H, .), which is the
object of Exercise4.4.
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and NG/V AV ⊂ NG/U AU (group the elements of G/V in classes modulo U/V ).

Definition 4.28 Let G be a profinite group. Let A be a discrete G-module. We
define a modified cohomology group Ĥ 0(G, A) to be the projective limit of the
Ĥ 0(G/U, AU ) forU a normal subgroup of G, the transitionmaps being the deflation
maps.

Then the restriction and corestriction are still well defined (under the usual
assumptions) for Ĥ 0, with the formula Cores ◦Res = · [G : H ] when H is an
open subgroup of G (we can also define the groups Ĥq(G, A) for q < 0, cf. [42],
Déf. 1.9.3., but we will not use it. In particular, the definition of cup-products is more
delicate in this setting).

Remark 4.29 There is a subtlety here: if U and V are open normal subgroups of
a profinite group G with V ⊂ U , we also have an inflation map Ĥ 0(G/U, AU ) →
Ĥ 0(G/V, AV ) (which allows us to take the inductive limit), obtained via the norm
map. The situation is in some sense the inverse of the one which allows us to define
the deflation map. In the case where the groupsG/U andG/V are cyclic, the groups
Hn(G/U, AU ) and Hn(G/V, AV ) for n even are isomorphic to Ĥ 0(G/U, AU ) and
Ĥ 0(G/V, AV ) respectively (Theorem2.16). The isomorphisms are compatible with
the inflation maps. Thus, if G is procyclic (i.e., isomorphic to a projective limit of
cyclic groups), we can compute the Hn(G, A) for n even as the inductive limits of
the Ĥ 0(G/U, AU ) where the transition maps are induced by the norms.

4.4 Exercises

Exercise 4.1 Show that the analogue of the Proposition1.31 does not hold if G is
only assumed to be profinite, even if the G-module lim←− An is assumed to be discrete
(you may take G = Zp and An = Z/pnZ, endowed with the trivial action of G).

Exercise 4.2 Let G be an infinite profinite group. Let f : P → Z be a surjective
morphism of discrete G-modules. Let x ∈ P be such that f (x) = 1. Let U be the
stabiliser of x .

(a) Show that there is an open normal subgroup V ofG which does not containU .
(b) Consider the augmentationmorphismπ : Z[G/V ] → Z and assume that there

is a morphism of G-modules f̃ : P → Z[G/V ] such that f = π ◦ f̃ . Let

f̃ (x) =
∑

g∈G/V

agg,

with ag ∈ Z. Show that
∑

g∈G/V ag = 1.
(c) Let g0 be a non-trivial element ofU/(V ∩U ). Show that if h ∈ G/V belongs

to the subgroup H ⊂ G/V generated by g0, then ah·g = ag for all g ∈ G/V .
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(d) Letm be the order of g0 inG/V . Making the subgroup H act by translation on
G/V , show that there exists an integer d such thatmd = 1, and derive a contradiction.
Deduce that the category CG does not have enough projectives.

Exercise 4.3 Solve Exercise1.7 assuming this time that G is a profinite group and
H is an open subgroup of G.

Exercise 4.4 Let G be a profinite group. Let H be a closed subgroup of G. Let A
be an abelian group.

(a) Show that H is the projective limit of the H/V for V an open subgroup of H
normal in G.

(b) For such a V , show that IG(A)V = IG/V (A) (that one can view as a H/V -
module) is the inductive limit of a family of induced H/V -modules.

(c) Deduce from (b) that for all n > 0, we have Hn(H, IG(A)) = 0.

Exercise 4.5 Using PropositionA.36 of the appendix, generalise Exercise1.4 to the
case of a profinite group G.

Exercise 4.6 Let G be a profinite group. Let A be a finite G-module.
(a) Show that for any element f ∈ IG(A), there exists a normal open subgroup U
of G such that for any x ∈ G, the value f (x) of f at x depends only on the class of
x in G/U .

(b) Deduce that IG(A) is the inductive limit (or the union) of the IUG (A), the limit
being taken over open normal subgroups U of G.

Exercise 4.7 Let G be a profinite group. Let A be a finite G-module. Let n > 0.
(a) Assume that Hn(G, A) is finite. Show that there exists a finite G-module B and

an injective morphism i of G-modules from A to B, such that the map Hn(G, A) →
Hn(G, B) induced by i is zero.

(b) Give an example where the conclusion of (a) is no longer valid if we do not
assume that Hn(G, A) is finite.

Exercise 4.8 Let G be a profinite abelian group. We assume that for any integer
n > 0, the group G/nG is finite.

(a) Show that nG is an open subgroup of G.
(b) Let U be an open subgroup of G. Show that nU is an open subgroup of G

(you may compare G/U and nG/nU ).
(c) Deduce that if A is a discrete finite G-module, then H 1(G, A) is finite.

Exercise 4.9 Let G be a profinite group.
(a) Let M be a G-module isomorphic to Z as an abelian group. Show that

there exists an open normal subgroup H of G, acting trivially on M , and such that
[G : H ] � 2.

(b) Fix an open normal subgroup H of G with [G : H ] = 2. How many isomor-
phism classes of G-modules M , isomorphic to Z as abelian groups, such that H acts
trivially on M there are?
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(c) Let H be an open normal subgroup of G with [G : H ] = 2. Consider the
G-module M , isomorphic to Z as an abelian group, and such that the action of G on
M is defined by g · x = x if g ∈ H and g · x = −x if g /∈ H . Show that there is an
exact sequence of G-modules:

0 −→ Z −→ Z[G/H ] −→ M −→ 0,

then compute H 1(G, M).

Exercise 4.10 Let G be a profinite group. Let A be a discrete G-module. Suppose
that A is a free abelian group of finite type.

(a) Show that if the action of G on A is trivial, then H 1(G, A) = 0.
(b) Show that there exists an open normal subgroup U of G such that Inf :

H 1(G/U, AU ) → H 1(G, A) is an isomorphism.
(c) Deduce that H 1(G, A) is finite. Does this property extend to the Hi (G, A) for

i > 1?

Exercise 4.11 Let G be a profinite group.
(a) Show that a G-module A is cohomologically trivial if and only if for all open

normal subgroups U of G, the G/U -module AU is cohomologically trivial.
(b) Show that an induced G-module is cohomologically trivial.
(c) Extend Exercise3.5 to the case where G is profinite and N is torsion-free of

finite type.

Exercise 4.12 (suggested by A.Pirutka) Let k be a field of characteristic zero with
Galois group Γk = Gal(k̄/k). For any n-torsion Γk-module of finite type C , we
denote by C(−1) the Γk-module Hom(μn,C).

(a) Describe explicitly the Γk-module μn(−1).
(b) Show that if m > 0 is an integer, then the Γk-module μ⊗m

n (−1) is isomorphic
to μ⊗(m−1)

n .
(c) Let μ⊗(−1)

n = (Z/nZ)(−1) and for all m > 0 define μ⊗(−m)
n = μ⊗(−1)

n ⊗Z

· · · ⊗Z μ⊗(−1)
n (m factors). Show that for all p, q ∈ Z, the Γk-module μ

⊗(p+q)
n is

isomorphic to μ
⊗p
n ⊗Z μ

⊗q
n .

(d) What is the Cartier dual of the Γk-module μ⊗m
n ?

(e) Let G be the Galois group of the extension k(μn)/k. Show that if m is a
multiple of the exponent of G (for example ifm is divisible by the value of the Euler
totient function ϕ(n) at n), then the Γk-module μ⊗m

n is isomorphic to Z/nZ.
(f) Extend previous results to the case of a field k of characteristic p > 0 when p

does not divide n.



Chapter 5
Cohomological Dimension

The notion of cohomological p-dimension of a profinite group is very important.
Exercise 5.1 shows that it is mostly relevant in the case of an infinite group since the
cohomological p-dimension of a finite group is either zero (if p does not divide its
cardinality) or infinity (if p divides its cardinality).

5.1 Definitions, First Examples

Definition 5.1 A discrete G-module is simple if it is nonzero and admits no sub-G-
module other than {0} and itself.

Definition 5.2 Let G be a profinite group. For any prime number p, the cohomo-
logical p-dimension of G (denoted by cdp(G)) is the lower bound (in N ∪ {+∞})
for the set of integers n ∈ N satisfying:

For any discrete torsion G-module A and any q > n, the p-primary component
of Hq(G, A) is zero (which is equivalent to the fact that the p-torsion subgroup
Hq(G, A)[p] is zero).

The cohomological dimension of G is cd(G) = supp cdp(G).

Example 5.3 The group G = Z/2 = Gal(C/R) is of cohomological p-dimension
0 if p �= 2 (by Corollary 1.49), but infinite if p = 2 by Theorem 2.16 and the fact
that ̂H 0(G,Z/2) = ̂H 1(G,Z/2) = Z/2 which is immediate. If p does not divide
the order of G, we have cdp(G) = 0 by Corollaries 4.21 and 1.49.

Theorem 5.4 Let G be a profinite group. Let p be a prime number and n ∈ N. The
following conditions are equivalent:

(1) cdp(G) ≤ n.
(2) For all q > n and any discrete G-module A which is a p-primary abelian group,

we have Hq(G, A) = 0.
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(3) We have Hn+1(G, A) = 0 for any discrete G-module A which is simple and
p-torsion.

Note in passing that a simple and p-primary G module A is necessarily p-torsion
since A[p] is a non-trivial sub-G-module of A.

Proof Write A as a direct sum of the A{p}. Then for q ≥ 1 the group Hq(G, A{p})
is the p-primary component of Hq(G, A) (by Proposition 4.18). The equivalence
between (1) and (2) follows. It is straightforward that (2) implies (3). Assume (3).
Let us first show that Hn+1(G, A) = 0 by induction on the cardinality of A when
A is finite and p-primary. It is trivial when A = 0, hence let us assume that A �=
0. If A is simple, then A[p] (which is nonzero as A is p-primary) is equal to A
and the assumption (3) gives Hn+1(G, A) = 0. Else, we have an exact sequence of
G-modules

0 −→ A1 −→ A −→ A2 −→ 0

with A1 and A2 of cardinality strictly smaller than that of A. It follows again that
Hn+1(G, A) = 0 via the long exact sequence and the induction assumption.

Now we again have Hn+1(G, A) = 0 (by Corollary 4.22), for any discrete
G-module A which is p-primary. This is because a sub-G-module of A of finite
type is then finite (it is of finite type and torsion over Z).

We then prove (2) by induction on q embedding A in the induced module IG(A)

(which indeed is p-primary since any continuous function from G to A is locally
constant, hence, by compactness ofG takes only finitely many values), then applying
the induction assumption to the torsion p-primary module IG(A)/A. �

We deduce form Theorem5.4 the following important criterion which allows us
to bound above the cohomological p-dimension of a pro-p-group:

Theorem 5.5 Let G be a pro-p-group and n ∈ N. Then cdp(G) ≤ n if and only if
Hn+1(G,Z/p) = 0.

Proof If cdp(G) ≤ n, then Hn+1(G,Z/p) = 0 by definition of the cohomolog-
ical p-dimension. Thus, assume that Hn+1(G,Z/p) = 0. By Theorem 5.4, we
are reduced to showing that if A is a discrete, simple, p-torsion G-module, then
Hn+1(G, A) = 0. To do this, we will in fact show that such an A is necessarily
isomorphic to Z/p.

We already know that A is finite: indeed, theG-module M generated by a nonzero
element a of A is finite since it is of finite type over Z and torsion. But M = A by
simplicity of A. Thus we can consider A as a G/Umodule, where U is an open
normal subgroup of G. Applying the result to G/U and to the simple G/U -module
A, we reduce ourselves to the casewhere G is a finite p-group.As A �= 0, Lemma 3.1
implies that AG �= 0 and by simplicity of A, we obtain AG = A. In other words, the
action of G on A is trivial.

Now we necessarily have A = Z/p, since the abelian group generated by a
nonzero element of A is a sub-G-module of A, hence is equal to A (by simplic-
ity of A) and isomorphic to Z/p (since A is p-torsion). �
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Example 5.6 Take G = Zp = lim←−n
(Z/pn). We have H 2(G,Z/p) = 0 by Proposi-

tion 4.18: Indeed, by Theorem2.16, we have H 2(Z/pn,Z/p) = ̂H 0(Z/pn,Z/p) =
Z/p, where the transition maps between the groups H 2(Z/pn,Z/p) correspond to
multiplication by p (cf. Remark4.29). Hence we have lim−→n

H 2(Z/pn,Z/p) = 0.
Theorem 5.5 then implies that cdp(Zp) ≤ 1, and the equality comes from the fact
that

H 1(Zp,Z/p) = Homc(Zp,Z/p) = Homc(Zp/pZp,Z/p) = Z/p �= 0.

When working with G-modules which are not necessarily torsion, we obtain the
notion of strict cohomological dimension.

Definition 5.7 Let G be a profinite group, p a prime number, and n ∈ N. The strict
cohomological p-dimension of G is the lower bound for the set of n ∈ N such that
for any discrete G-module A and any q > n, we have Hq(G, A){p} = 0. We denote
it by scdp(G). The strict cohomological dimension of G is scd(G) = supp scdp(G).

5.2 Properties of the Cohomological Dimension

Wewill now compare cdp and scdp, and their behaviour under passing to a subgroup
or taking a quotient. We naturally have scdp(G) ≥ cdp(G), but we can say a lot
more.

Proposition 5.8 Let G be a profinite group. Then scdp(G) ≤ cdp(G) + 1 for any
prime number p. In particular, scd(G) ≤ cd(G) + 1.

Proof Let M be a G-module. Let N = M[p] be the p-torsion submodule of M
and Q = M/pM . Let n be the p-cohomological dimension of G. Let I = pM .
Multiplication by p induces two exact sequences

0 −→ N −→ M −→ I −→ 0.

0 −→ I −→ M −→ Q −→ 0.

Let q > n + 1. As N and Q are p-primary torsion, we have Hq(G, N ) =
Hq−1(G, Q) = 0. Then the maps Hq(G, M) → Hq(G, I ) and Hq(G, I ) →
Hq(G, M) induced by the two exact sequences above, are injective. Hence so is their
composite, which is multiplication by p on Hq(G, M). Lastly, Hq(G, M)[p] = 0
for all M , i.e., scdp(G) ≤ n + 1. �

Lemma 5.9 Let G be a profinite group and A be a discrete G-module. Let p be a
prime number and H a closed subgroup of G.

(a) If p does not divide the supernatural number [G : H ], the map Res : Hq(G, A)

{p} → Hq(H, A) is injective for all q > 0.
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(b) If, in addition, H is open and n = cdp(G) (resp. n = scdp(G)) is finite, then
Cores : Hn(H, A){p} → Hn(G, A){p} is surjective for any discrete torsion
G-module A (resp. for any discrete G-module A).

Proof (a) If [G : H ] is finite, it is Proposition3.2. We reduce the general case to it
using Corollary4.21 and the definition of the index of a closed subgroup.

(b) Let I = I HG (A). We have a homomorphism π : I → A defined by

f 
−→ π( f ) :=
∑

g∈G/H

g · f (g−1).

This homomorphism is surjective since if a ∈ A, we can define a preimage f of
a under π by setting f (h) = h · a for h ∈ H and f (g) = 0 if g /∈ H .

If A is torsion, I (and thus so is the kernel B of π) is torsion. On the other hand
the induced homomorphism

Hn(G, I ) = Hn(H, A) −→ Hn(G, A)

identifies with the corestriction (see Exercise1.1: as usual, this follows from the fact
that we obtain two natural transformations of cohomological functors that coincide
in degree 0).

Assume now that cdp(G) = n. Since for a torsion module B, we have
Hn+1(G, B){p} = 0, we conclude using the long cohomology sequence (note that
an exact sequence of torsion abelian groups remains exact when the functor {p} is
applied to it). The argument for scdp is identical. �

Proposition 5.10 Let G be a profinite group and let H be a closed subgroup of G.
Then for any prime number p, we have

cdp(H) ≤ cdp(G) ; scdp(H) ≤ scdp(G).

The equality holds if the index [G : H ] is prime to p, or if H is open and cdp(G) <

+∞.

Naturally, we have analogous results for cd(G) and scd(G). On the other hand,
there is no analogous inequality for a quotient. For example the groupZ2 has cohomo-
logical 2-dimension 1, but has a quotient isomorphic to Z/2, whose cohomological
2-dimension is infinite.

Note also that the last assertion of the proposition is generally false if cdp(G) is
not assumed to be finite (take for example G = Z/2, H = 0 and p = 2).

Proof Let us treat the case of cdp (the arguments for scdp are the same).
Let A ∈ CH , then I HG (A) (which is p-primary if A is p-primary) belongs toCG and

by Shapiro’s lemma Hq(G, I HG (A)) = Hq(H, A). This yields cdp(H) ≤ cdp(G). If
we assume that [G : H ] is prime to p, then we have the equality by Lemma 5.9 (a).
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Assume now that H is open and that cdp(G) = n is finite and > 0 (the inequal-
ity cdp(H) ≥ cdp(G) is straightforward if n = 0).We can then find a discrete torsion
G-module A such that Hn(G, A){p} �= 0. It suffices then to show that
Hn(H, A){p} �= 0, which follows from Lemma 5.9 (b). �
Corollary 5.11 Let G p be a p-Sylow of G. Then cdp(G) = cdp(Gp) = cd(Gp) and
scdp(G) = scdp(Gp) = scd(Gp).

Example 5.12 (a) By Corollary 5.11, we have cdp(̂Z) = cdp(Zp) = 1. On the
other hand,H 2(Zp,Z) �= 0 (indeed,H 2(Zp,Z) = Homc(Zp,Q/Z) = Qp/Zp),
from which we deduce that scdp(̂Z) = scdp(Zp) = 2.

(b) Later on, we will see that if k is a p-adic field and G = Gal(k̄/k), then cd(G) =
scd(G) = 2.

Proposition 5.13 Let H be a normal closed subgroup of G. Then for any prime
number p, we have

cdp(G) ≤ cdp(G/H) + cdp(H)

(the same holds for scdp, cd(G), etc.).

Proof We will use the Hochschild–Serre spectral sequence (Theorem 1.44).
Let A be a discrete G-module of p-primary torsion. Let n > cdp(G/H) +

cdp(H). Then if i + j = n, we have either i > cdp(G/H), or j > cdp(H). In both
cases, the group Ei j

2 = Hi (G/H, H j (H, A)) is trivial. Lastly, Hn(G, A) (which
admits a filtration whose successive quotients are subquotients of the Ei j

2 for
i + j = n) is trivial. �

We have the following general criterion (due to Serre).

Proposition 5.14 Let G be a profinite group of cohomological dimension n. Then
the strict cohomological dimension of G is n if and only if for every open subgroup
U of G, we have Hn+1(U,Z) = 0.

Naturally, we obtain an analogous result in the case of the cohomological
p-dimension by restricting ourselves to the p-primary torsion of Hn+1(U,Z).

Proof The condition is clearly necessary.
Conversely, assume the condition is satisfied. Then (by Shapiro’s lemma)

Hn+1(G, A) = 0 for any G-module A of the form A = IUG (Zr ) = Z[G/U ]r with
r ≥ 0 and U an open normal subgroup of G. Let then M be a discrete finite type
G-module.

Then there exists an open normal subgroupU ofG acting trivially onM . It follows
that we have an exact sequence

0 −→ B −→ Z[G/U ]r −→ M −→ 0

which implies Hn+1(G, M) = 0 since Hn+2(G, B) = 0 by Proposition 5.8.
As any discrete G-module A is a union of discrete finite type G-modules, we

obtain Hn+1(G, A) = 0. The result follows (again by Proposition 5.8). �
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Computation of the cohomological dimension of the absolute Galois group
Gal(k̄/k) of a field k is generally a difficult problem.

We have already seen that for k = R, the cohomological p-dimension is 0 if p �= 2
and infinity if p = 2. The Galois group of a finite field is isomorphic to ̂Z, whose
cohomological dimension is 1.

We will see that for a finite extension of Qp, this dimension equals 2. The same
is true for a totally imaginary finite extension of Q.

5.3 Exercises

Exercise 5.1 Let G be a profinite group and p a prime number.

(a) Show that cdp(G) = 0 if and only if the order ofG is prime to p (as a supernatural
number).

(b) Show that the cohomological p-dimension of the finite group Z/pZ is infinite.
(c) Show that if cdp(G)is neither zero nor infinite, then the exponent of p in the

order of G is infinite.
(d) Show that we can’t have scdp(G) = 1.

Exercise 5.2 LetG be a profinite group and p a prime number such that cdp(G) ≤ n
with n ∈ N.

(a) Show that if A is a discrete p-divisible G-module, then for any
q > n the p-primary component Hq(G, A){p} is trivial.

(b) Deduce that if A is a discrete divisible G-module and cd(G) ≤ n, then
Hq(G, A) = 0 for any q > n.

Exercise 5.3 Let G be the profinite group ̂Z = lim←−n∈N∗ Z/n.

(a) Let A be a discrete G-module. Let F be the automorphism of A induced by the
canonical topological generator s of G (corresponding to 1 ∈ ̂Z) and A′ be the
subgroup of A consisting of a such that there exists n ∈ N∗ with

(1 + F + · · · + Fn−1)a = 0.

Show that (F − 1)A is a subgroup of A′ and that we have H 1(G, A) =
A′/(F − 1)A.

(b) Show that if A is torsion, then A′ = A.
(c) Compute the dual Homc(G,Q/Z) of G.
(d) Show that if A is finite, then H 2(G, A) = 0 and recover the fact that cd(̂Z) = 1

(cf. Example 5.12, a).

Exercise 5.4 Let G be a profinite group of finite cohomological dimension. Show
that G is torsion-free (that is, any element of G other than the identity is of infinite
order).
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Exercise 5.5 Let n be a strictly positive integer and p a prime number. Let G be a
profinite group with cdp(G) = n. Show that scdp(G) = n + 1 if and only if there
exists an open subgroup H of G such that Hn(H,Qp/Zp) �= 0.

Exercise 5.6 Let Γ be a profinite group and p a prime number. Assume that the
cohomological p-dimension cdp(Γ ) is an integer n > 0. Let U be a normal open
subgroup of Γ . Consider a p-primary torsion Γ -module A.

(a) Consider a resolution

0 −→ A −→ X0 −→ · · · → Xn −→ · · ·

by induced p-primaryΓ -modules and let An = ker[Xn → Xn+1]. Show that An

is a cohomologically trivial Γ -module.
(b) Consider the corestrictionmapsCores : Hi (U, A) → Hi (Γ, A) for i ≥ 0. Show

that they are obtained by taking the cohomology of the morphism of complexes
NΓ/U : (X •)U → (X •)Γ given by the norm of Γ/U . Then show that Cores
induces a homomorphism (still denoted by Cores) Hi (U, A)Γ/U → Hi (Γ, A)

on the group of co-invariants Hi (U, A)Γ/U for the action of Γ/U on Hi (U, A).
(c) Show that we have a commutative diagram, where N denotes the norm NΓ/U :

((Xn−1)U )Γ/U

N

(AU
n )Γ/U

N

Hn(U, A)Γ/U

Cores

0

(Xn−1)Γ AΓ
n Hn(Γ, A) 0.

(d) Show that the left vertical arrow in this diagram is surjective.
(e) Show that the middle vertical arrow is injective. Deduce that the corestriction

Hn(U, A)Γ/U → Hn(Γ, A) is an isomorphism.



Chapter 6
First Notions of Galois Cohomology

In this chapter, k denotes a field and k̄ its separable closure. We denote by Γk the
profinite group Γk := Gal(k̄/k). Our aim in this chapter is to introduce Galois coho-
mology, which is a special case of the cohomology of a profinite group, and to prove
some of its general properties. In particular, we will encounter the Brauer group of
a field, which will be used a lot in parts II and III.

6.1 Generalities

Let M be a discrete Γk-module. The cohomology groups Hq(Γk, M) for q � 0 (as
well as ̂H 0(Γk, M)) have been defined in the previous chapters. Let now k1 be an
extension of k whose algebraic closure is denoted by k̄1 and let j : k̄ → k̄1 be
the field morphism extending the inclusion i : k → k1, then j defines a continuous
homomorphism f : Γk1 −→ Γk . Thus we obtain homomorphisms

Hq(Γk, M) −→ Hq(Γk1, M)

(cf. beginning of Sect. 1.5). If we change j , we change f by an inner automorphism
of Γk . Therefore, Proposition 1.40 implies that these homomorphisms are in fact
independent of the choice of j . In particular, two separable closures of k define
canonically isomorphic Hq(Γk, M). We can thus simply write Hq(k, M) instead
of Hq(Γk, M). For any field extension k1 of k, we have canonical homomorphisms
Hq(k, M) → Hq(k1, M).

Remark 6.1 If A is a commutative group scheme over k, wemay consider theGalois
cohomology groups Hq(k, A) := Hq(k, A(k̄)). If k1 is an extension of k, the above
procedure yields canonical homomorphisms Hq(k, A(k̄)) → Hq(k1, A(k̄1)).
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This applies for instance to the additive group Ga defined by Ga(k1) = k1 and to
the multiplicative group Gm defined by Gm(k1) = k∗

1 .

The following proposition and its corollary show that the cohomology of the
additive group is trivial.

Proposition 6.2 Let L be a finite Galois extension of k. The

̂Hq(Gal(L/k), L) = 0

for all q ∈ Z.

Corollary 6.3 We have Hq(k, k̄) = 0 for all q > 0.

Proof The corollary follows from the proposition by Corollary 4.21. The propo-
sition follows from the fact that by the normal basis theorem (cf. [7], Sect. 10), the
Gal(L/k)-module L is co-induced (isomorphic to Z[Gal(L/k)] ⊗Z k) and hence
induced since Gal(L/k) is finite. �

Proposition 6.4 (Artin-Schreier) Let k be a field of characteristic p > 0. Let Φ be
the map from k̄ to k̄ defined by Φ(x) = x p − x. Then k/Φ(k) � H 1(k, Z/p) and
Hq(k, Z/p) = 0 for q � 2.

Proof As k̄ is of characteristic p, the map Φ is a morphism of Γk-modules. It is
surjective as k̄ is separably closed and for any a ∈ k̄, the polynomial X p − X − a
is separable (its derivative is −1). The kernel of Φ is the prime subfield of k̄, hence
isomorphic to the Γk-module Z/p (with the trivial action of Γk) and we have the
exact sequence of Γk-modules:

0 −→ Z/p −→ k̄
Φ−−−→ k̄ −→ 0.

We conclude using Corollary 6.3 and the long exact cohomology sequence. �

6.2 Hilbert’s Theorem 90 and Applications

We consider the natural action of the Galois group Γk on the abelian group k̄∗, giving
k̄∗ the structure of a discrete Γk-module.

Theorem 6.5 (Hilbert 90) Let L be a finite Galois extension of k. Let G be the
Galois group G = Gal(L/k). Then

H 1(G, L∗) = 0 and H 1(k, k̄∗) = 0.
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Proof The second statement is deduced from the first one using Corollary 4.21. Let
s �→ as be a cocycle in Z1(G, L∗). By Dedekind’s theorem on linear independence
ofmorphisms ([7], Sect. 7, no 5), we can find an element c of L∗ such that the element

b :=
∑

t∈G
at t (c)

is nonzero. We then have for all s in G:

s(b) =
∑

t∈G
s(at ) · (st)(c) =

∑

t∈G
a−1
s ast · (st)(c) = a−1

s b

hence as = s(b−1)/b−1, showing that s �→ as is a coboundary. �

Corollary 6.6 (“Kummer theory”) Let n be an integer, that we assume to be invert-
ible in k. Let µn be the multiplicative group of nth roots of unity in k̄. Then

k∗/k∗n � H 1(k,µn).

Proof It follows from the long exact cohomology sequence associated to

1 −→ µn −→ k̄∗ · n−−−→ k̄∗ −→ 1

and from Hilbert’s theorem 90. �

In the next paragraph, we will see that unlike the Γk-module k̄, the cohomology
of k̄∗ is not always trivial.

Remark 6.7 For any discrete Γk-module M , the set H 1(k, M) can also be inter-
preted as the set of isomorphism classes of principal homogeneous spaces (or tor-
sors) of M , cf. [49], Part. I, Sect. 5.2. In this language, the Z/pZ-torsor associated to
an element a ∈ k/Φ(k) as in Proposition 6.4 is given by the equation Φ(x) = a and
the µn torsor associated to an element b ∈ k∗/k∗n as in the Corollary 6.6 is given by
the equation xn = b.

6.3 Brauer Group of a Field

Definition 6.8 Let k be a field with absolute Galois group Γk = Gal(k̄/k). The
Brauer group of k is the cohomology group H 2(Γk, k̄∗). We denote it by Br k.

Thus Br k is the inductive limit of the groups Br(L/k) := H 2(Gal(L/k), L∗) (for
L/k a finite Galois extensions).



90 6 First Notions of Galois Cohomology

Note also that if K is an extension of k, we have a homomorphism Br k → Br K
induced by the natural morphism i : ΓK → Γk and the inclusion k̄∗ → K̄ ∗. Indeed,
even though i is only defined up to conjugation, the same arguments as in paragraph
Sect. 6.1 show that the homomorphism Br k → Br K is well defined.

Remark 6.9 The Brauer group of a field k can also be defined without using Galois
cohomology, using the equivalence classes of finite-dimensional central simple alge-
bras over k. See, for example, Sect. 2.4 of [16] or Chap. X (Sect. 5) of [47]. We
will not be using this characterisation in the book, even though it may sometimes be
useful (see, for example, the remark at the end of Exercise 6.1 and the preamble to
Chap.8).

Proposition 6.10 Let L be a finite Galois extension of k. Then

Br(L/k) = ker[Br k −→ Br L].

Thus Br k is the union of the Br(L/k) for L/k a finite Galois extension.

Proof This follows from Theorem 6.5 (Hilbert 90) and Corollary 1.45 (when the
group G is profinite and H is a closed subgroup of G): take q = 2, G = Γk , H =
ΓL = Gal(k̄/L) and A = k̄∗. �

Remark 6.11 Previous proposition immediately extends to the case where L is a
Galois extension (not necessarily finite) of k.

Proposition 6.12 Let n be an integer which is invertible in k. Then

H 2(k,µn) = (Br k)[n].

In particular, if we further haveµn ⊂ k, then H 2(k, Z/n) � (Br k)[n] (via the choice
of a primitive nth root of unity in k).

Proof This follows from the long exact cohomology sequence associated to the exact
sequence

1 −→ µn −→ k̄∗ · n−−−→ k̄∗ −→ 1

using the fact that H 1(k, k̄∗) = 0 (Hilbert 90). �

Example 6.13 (a) The Brauer group of a separably closed field is by definition
trivial. As we will see later, the same holds true for a finite field.

(b) The Brauer group of the field R is Z/2 since H 2(ΓR, C∗) is isomorphic to
̂H 0(ΓR, C∗) = R∗/R∗+ by Theorem 2.16 (as ΓR is cyclic).

(c) We will later see that the Brauer group of a p-adic field is Q/Z.



6.4 Cohomological Dimension of a Field 91

6.4 Cohomological Dimension of a Field

Let k be a fieldwith absolute Galois groupΓk = Gal(k̄/k). For each prime number p,
we have the notion of cohomological p-dimension of the profinite group Γk defined
in Chap.5. We will use it to define the notion of cohomological p-dimension of a
field of characteristic different from p, or perfect of characteristic p.

Definition 6.14 Let k be a field and p a prime number. Assume that the characteristic
of k is different from p, or that k is perfect of characteristic p. The cohomological
p-dimension (resp. the cohomological dimension if k is of characteristic zero or
perfect of > 0 characteristic) of k is by definition that of the absolute Galois group
Γk . We denote it by cdp(k) (resp. cd(k)).

Naturally,we have an analogous definition for the strict cohomological dimension.
In this book, we will not be concerned with the cohomological p-dimension of

an imperfect field of characteristic p. The reason being that the previous notion is
in a certain sense “not the good one” in this case (even if certain texts such as [16],
[42] or [51] retain the convention cdp(k) = cdp(Γk) in this case). In particular, we
have the following statement (while we do not necessarily want to say that any field
of characteristic p is of cohomological p-dimension � 1, cf. remark 6.18 below):

Proposition 6.15 Let k be a field of characteristic p > 0. Thenwe have cd p(Γk) � 1
(and therefore scdp(Γk) � 2).

Proof LetGp be a p-SylowofΓk . ByGalois theory,wehaveGp = Gal(k̄/K ), where
K is an extension of k contained in k̄. Corollary 5.11 says that cdp(Γk) = cdp(Gp).

By Theorem 5.5, it is enough to show that H 2(K , Z/p) = 0. But this follows
from Proposition 6.4, as K is of characteristic p. �

Remark 6.16 For imperfect fields of characteristic p, several substitutes to the
notion of cohomological p-dimension exist. We can replace Galois cohomology by
flat cohomology (cf. part III of [39]) and define cohomological p-dimension using
p-group schemes. We can also use the groups Hr

p defined by Kato ([27]) and define
the separable cohomological p-dimension as in [50] Sect. 10, or [2].

The fields k of cohomological dimension � 1 are particularly important. It is
remarkable that this property can be characterised using only the Brauer group of
finite extensions of k.

Theorem 6.17 Let k be a field. Let p be a prime number different from the charac-
teristic of k. Then the following statements are equivalent:

(i) We have cdp(k) � 1.
(ii) For any algebraic separable extension K of k, the p-torsion (Br K )[p] of

Br K is trivial.
(iii) For any finite separable extension K of k, the p-torsion (Br K )[p] of Br K

is trivial.



92 6 First Notions of Galois Cohomology

If k is of characteristic zero, we can of course replace everywhere cdp by cd and
(Br K )[p] by Br K .

Proof Assume that (i) holds.
Let K be an algebraic separable extension of k. Then the absolute Galois group

ΓK is isomorphic to a closed subgroup ofΓk , hence cdp(K ) � 1 by Proposition 5.10.
This implies (Br K )[p] = H 2(K ,µp) = 0. The implication (ii) =⇒ (iii) is trivial.

Assume that (iii) holds. Let Gp be a p-Sylow of Γk and Kp ⊂ k̄ its fixed field.
Then Kp contains the group µp of pth roots of unity in k̄. This is because the
degree [Kp(µp) : Kp] divides p and p − 1. Hence H 2(Kp, Z/p) = H 2(Kp,µp).
Let K ′ ⊂ Kp be an arbitrary finite separable extension of k containing µp, then
the property (iii) implies H 2(K ′,µp) = 0. As Kp is the union of the extensions K ′
as above, we obtain H 2(Kp,µp) = 0 by remark 4.27 applied to open subgroups
Gal(k̄/K ′) of Γk , whose intersection is Gal(k̄/Kp). Lastly H 2(Kp, Z/p) = 0, hence
cdp(k) = cdp(Kp) � 1 by Corollary 5.11 and Theorem 5.5. �
Remark 6.18 If k is a perfect field of characteristic p, we have seen that cdp(k) � 1
(Proposition 6.15), and we also have (Br K )[p] = 0 for any algebraic separable
extension K of k: indeed, K is still perfect, hence x �→ x p is an isomorphism of
K̄ ∗ to itself, which implies (Br K )[p] = 0. Hence Theorem 6.17 remains true for a
perfect field of characteristic p.

On the other hand, we can have (Br k)[p] �= 0 for an imperfect field k of charac-
teristic p. Later on we will see for example that the p-torsion of the Brauer group of
a local field of characteristic p is isomorphic to Z/p.

This is why some authors, like Serre ([49], Part. II, Sect. 3), define, for any imper-
fect field k of characteristic p, the property dim(k) � 1 by combining the conditions
cd(Γk) � 1 and (Br K )[p] = 0 for any algebraic extension (or any separable alge-
braic extension, which comes down to the same) K of k.

6.5 C1 Fields

The most frequent examples of fields of cohomological dimension 1 are the fields
C1, defined by the following very concrete property.

Definition 6.19 A field k is called C1 if any homogeneous polynomial f ∈
k[X1, . . . , Xn] of degree d < n has at least one non-trivial zero.

Example 6.20 (a) A finite field is C1 (Chevalley’s theorem, [16], Th. 6.2.6.).
(b) If k is an algebraically closed field, then k(t) (more generally, any extension

of k of transcendence degree 1) is C1 (Tsen’s theorem, [16], Th. 6.2.8.). The same
holds true for k((t)) (this result is due to Lang, [16], Th. 6.2.1.)

(c) Lang ([30]) has also proved that the maximal unramified extension of a p-adic
field isC1. This result holds more generally for the field of fractions K of a henselian
excellent discrete valuation ring (it is automatically excellent if Car K = 0) with
algebraically closed residual field.
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Lemma 6.21 Let k be a C1 field and let k1 be an algebraic extension of k. Then k1
is C1.

Proof Let F be a homogeneous polynomial of degree d in n variables with coeffi-
cients in k1, with d < n. We want to show that it admits a non-trivial zero. As the
coefficients of F are algebraic over k, there exists a finite extension of k which
contains them all and we can thus assume that k1 is a finite extension of k, whose
degree we denote by m.

Set f (x) = Nk1/k(F(x)). Then f is a homogeneous polynomial of degree dm
in nm variables with coefficients in k (take a basis (e1, . . . , em) of k1 over k and
decompose x ∈ kn1 in this basis). As k is C1, the polynomial f has a non-trivial zero.
Thus we have x ∈ kn1 such that f (x) = 0, which implies F(x) = 0. �

Theorem 6.22 Let k be a C1 field.

(a) If k is of characteristic zero, or perfect of characteristic p > 0, we have
cd(k) � 1. In particular Br k = 0.

(b) If k is imperfect of characteristic p > 0, we have cd(Γk) � 1 and Br K = 0 for
any algebraic extension K of k (in particular k is of cohomological dimension
� 1 in the “strong” sense of [49]).

Note that the converse is false: Ax has constructed a field of cohomological dimen-
sion 1 that is not C1, cf. [49], Exer. p. 90.

Proof Let K be an algebraic extension (that in the case (b) we do not assume sepa-
rable) of k. Let L be a finite Galois extension of degree d of K . Let a ∈ K ∗. Let N
be the norm map from L to K . As K is C1 by the previous lemma, the equation

N (x) = axd0

for x ∈ L , x0 ∈ K , has a non-trivial solution (x, x0) (it is a polynomial equation of
degree d in d + 1 variables over K ). We have x0 �= 0 (otherwise N (x) = 0 hence
x = 0). It follows that N (x/x0) = a. Lastly, the norm NL/K : L∗ → K ∗ is surjective.
Combining this with the Hilbert 90 theorem, we obtain ̂Hn(G, L∗) = 0 for n =
0, 1, where G := Gal(L/K ). It also holds for any intermediate extension L/K ′ of
the extension L/K by Lemma 6.21. Theorem 3.7 implies that the G-module L∗ is
cohomologically trivial. In particular, Br(L/K ) = H 2(G, L∗) is trivial. Passing to
the limit, we obtain Br K = 0. The result follows from Theorem 6.17 combined with
the fact that cdp(Γk) � 1 in characteristic p is automatic. �

Remark 6.23 Note that in (b), we do not need to assume that K is a separable
extension of k. That is due to the fact that property C1 extends to any algebraic
extension.

Corollary 6.24 A finite field is of cohomological dimension � 1. In particular, its
Brauer group is trivial.
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This corollary can also be obtained by noticing that the Galois group of a finite
field is isomorphic to ̂Z.

Remark 6.25 It is possible to prove Theorem 6.22 without using the difficult Theo-
rem 3.7. One can show directly (using the interpretation of the Brauer group in terms
of central simple algebras) that the Brauer group of a C1 field is trivial. This is the
method used in [16], Prop. 6.2.3.

6.6 Exercises

Exercise 6.1 Let k be a perfect field (e.g. of characteristic zero).

(1) Show that the following properties are equivalent:

(a) cd(k) � 1.
(b) For any finite extension K of k and any finite extension L of K , the norm

N : L∗ → K ∗ is surjective.

(2) Show that if these properties are satisfied, then (b) continues to hold for any
algebraic extension (not necessarily finite) K of k.

(3) Show that for these properties to hold, it is enough to assume (b) for finite
extensions L of K which are Galois and of prime degree.

Remark. If we assume (b) only for finite extensions L of K which are Galois and
of prime degree, we can still deduce (a) without using the difficult Theorem 3.7
(cf. [16], Th. 6.1.8). However, this approach does not imply (b) in its full generality
and does not prove the triviality of the p-primary torsion of the Brauer group of an
imperfect C1 field of characteristic p.

Exercise 6.2 Let k be a field (not necessarily perfect). Let p be a prime number. In
this exercise, the absolute Galois group of a field F will be denoted by GF .

For any algebraic quasi-Galois field extension L/K 1 (not necessarily separable),
we will still denote by Gal(L/K ) the group of automorphisms of L inducing the
identity on K . One can use properties of quasi-Galois extensions found in no.3 of
[7], Sect. 9.

(a) Fix an algebraic closure kalg of k and a separable closure F of kalg(t). Show that
Gk is isomorphic to Gal(kalg(t)/k(t)). What is the cohomological dimension of
Gal(F/kalg(t))?

(b) Compare Gk(t) and Gal(F/k(t)).
(c) Show that cdp(Gk(t)) � cdp(Gk) + 1.
(d) Let k ′ be an algebraic extension of k. Compare cdp(Gk) and cdp(Gk ′).
(e) Deduce that if K is an extension k of transcendence degree N , then

cdp(GK ) � N + cdp(Gk).

1One also says normal instead of quasi-Galois.
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(f) What conclusions can we obtain when k is separably closed?

Exercise 6.3 Let p be a prime number and k a field of characteristic �= p, with
separable closure k̄. Let n ∈ N∗. Prove the equivalence of the following properties:
(i) cdp(k) � n;

(ii) for every algebraic separable extension K ⊂ k̄ of k, we have

Hn+1(K , k̄∗){p} = 0

and Hn(K , k̄∗){p} is p-divisible;
(iii) same statement as in (ii) but restricted to extensions K/k which are in addition

finite and of degree prime to p. (You may first translate (ii) in terms of the Galois
module µp).

Exercise 6.4 Let k be a C1 field of characteristic p > 0. Show that [k : k p] is equal
to 1 or p.

Exercise 6.5 Let k be a perfect field with algebraic closure k̄ and absolute Galois
group Γk = Gal(k̄/k). A k-torus T is an algebraic group over k that becomes iso-
morphic to Gr

m (for a certain integer r � 0) over k̄, where Gm is the multiplicative
group. In particular, there is a finite Galois extension L of k such that T becomes
isomorphic to Gr

m over L . This implies that the ΓL -module T (k̄) consisting of the
k̄-points of T is isomorphic to (k̄∗)r with the natural action of ΓL := Gal(k̄/L).

In what follows, we will denote by Hi (k, T ) the Galois cohomology groups
Hi (k, T (k̄)).

(a) Let n > 0. Show that we have an exact sequence of Γk-modules:

0 −→ T (k̄)[n] −→ T (k̄)
· n−−−→ T (k̄) −→ 0.

(b) Show that if d := [L : k], then H 1(k, T ) is d-torsion.
(c) Assume that k is a perfect field of cohomological dimension �1. Show that

H 1(k, T ) = 0 (show first that this group is divisible).



Part II
Local Fields

This part concerns itself with the cohomological class field theory of local fields,
which are p-adic fields (finite extension of Qp) and the fields of Laurent series over
a finite field.

After a chapter that recalls facts about local fields, we study in detail the Brauer
group of a local field, which, by Tate–Nakayama theorem, allows us to prove in
Chap. 9 themain properties of the reciprocity map. From this we deduce the structure
of the Galois group of a p-adic field. Chapter 10 is devoted to the local Tate duality
theoremand someof its applications. Lastly, inChap. 11,wedescribe the construction
of Lubin–Tate which allows us to find some of the previous results in a more precise
form and extend the theorem on the structure of the abelian Galois group to the case
of a local field of strictly positive characteristic.

There exist different approaches to class field theory. Let us in particular mention
that of J. Neukirch [40] that works equally well in both local and global cases: it does
not use cohomology groups of degree 2 or the Tate–Nakayama theorem to construct
the reciprocity map. It is defined explicitly using the class field axiom (whose local
version, we will see in Proposition 8.2 and the global one in Theorem 13.23). Since
these cohomological notions will be essential to us in Part IV, we have chosen here
to freely use results proved in Part I (which are of independent interest) that also
provide us with a very useful computation of the Brauer group. This viewpoint will
be very fruitful in Part III.
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Chapter 7
Basic Facts About Local Fields

In this chapter we recall some standard results on local fields. For more details, one
can consult the first two parts of [47].

7.1 Discrete Valuation Rings

Definition 7.1 A discrete valuation ring is a commutative principal ideal domain 1

A, which has a single nonzero prime ideal m (m is then the unique maximal ideal of
A). The field A/m is called the residue field of A. Any generator π of m is called a
uniformiser of A.

From this definition it follows that the group A∗ of invertible elements of A
coincides with A − m. If we fix a uniformiser π, then up to multiplication by an
invertible element, the only irreducible element in A is π.

Thus, any nonzero element x in A can be uniquely written as x = u · πn with
n ∈ N and u ∈ A∗. The integer v(x) := n is called the valuation of x . Convening
that v(0) = +∞, we obtain the usual properties of valuations:

v(x + y) � min(v(x), v(y)), v(xy) = v(x) + v(y),

from which we deduce that v(x + y) = min(v(x), v(y)) if v(x) �= v(y).
We extend the valuation to K = Frac A by setting v(x/y) = v(x) − v(y), so that

v : K ∗ → Z becomes a surjective homomorphism whose kernel is A∗.
We say that A is the ring of integers of K . Note also that if the fraction field K of A

is of characteristic p > 0, then so is the residue field κ, and if κ is of characteristic
zero, it is also the case of K . On the other hand it may happen (the case of unequal

1Recall that, by definition this implies in particular that A is an integral domain.
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characteristic) that K is of characteristic zero and κ is of characteristic p > 0 (it is
the case of the examples (b) and (c) below).

Example 7.2 (a) If k is a field, the ring k[[t]] of formal series with coefficients
in k is a discrete valuation ring, the valuation of a nonzero formal power series∑

n�0 ant
n is the smallest n such that an �= 0. The residue field of k[[t]] is k and its

fraction field is the field k((t)) of Laurent series, i.e., of formal sums
∑

n∈Z antn
such that only finitely many an with n < 0 are nonzero.

(b) Let p be a prime number. The subringZ(p) ofQ, consisting of x/y with x, y ∈ Z
and y not divisible by p, is a discrete valuation ring with field of fraction Q and
residue field Z/pZ. The valuation (called p-adic valuation) of a nonzero x ∈ Z
is the largest integer n such that pn divides x .

(c) Let p be a prime number. The ring Zp = lim←−n∈N∗Z/pnZ of p-adic integers
is a discrete valuation ring, with residue field Z/pZ. The group of invertible
elements Z∗

p consists of elements x = (xn) with x1 (which is in Z/pZ) nonzero,
themaximal ideal ofZp is pZp = Zp − Z∗

p. The valuation of x �= 0 is 0 if x ∈ Z∗
p

and is the largest n such that xn = 0 otherwise. We denote byQp = FracZp the
field of p-adic numbers.

7.2 Complete Field for a Discrete Valuation

Let A be a discrete valuation ring with the field of fractions K and valuation v :
K ∗ → Z. Let a be a real number with 0 < a < 1. Define an ultrametric absolute
value x �→ |x | on K by setting

|x | = av(x)

(by convention |0| = 0). For all x, y in K , the three following properties characterise
such an absolute value:

|xy| = |x ||y|,
|x + y| � max(|x |, |y|),
|x | = 0 ⇐⇒ x = 0.

This absolute value defines ametric (even ultrametric) space topology on K , asso-
ciated to the distance d(x, y) = |x − y|. Note that a different a defines an equivalent
absolute value (and hence distance). This metric space is totally disconnected.

Proposition 7.3 For the topology defined above, the field K is locally compact if
and only it is complete and its residue field is finite. In this case, the ring of integers
A of K is compact (it is thus a profinite abelian group).

For a proof, see [47], Chap. II, Prop. 1.



7.2 Complete Field for a Discrete Valuation 101

Definition 7.4 A local field2 is a complete field with respect to a discrete valuation,
with a finite residue field.

Note that if K is a local field with uniformiser π, then its ring of integers A has a
basis of open neighbourhoods of 0 consisting of open subgroups πn A for n � 0. We
will make the structure of local fields more precise later.

Example 7.5 (a) Let k be a field. Then k((t)) is complete for the valuation defined
in the example 7.2 a). It is locally compact if and only if k is finite.

(b) Let p be a prime number. The field Q is not complete for the p-adic valuation.
Its completion is the field Qp, which is locally compact.

Remark 7.6 When K is complete for a discrete valuation v and finite residue field
κ, it will be convenient (in particular to obtain the product formula for global fields)
to choose as absolute value x �→ q−v(x), where q is the cardinality of κ. This absolute
value is called normalised.

7.3 Extensions of Complete Fields

In this paragraph, we denote by K a complete fieldwith respect to a discrete valuation
v, ring of integers A and residue field κ. We denote by p the prime ideal of A. The
following theorem (whose proof can be found in [47], Chap. II, Sect. 2) summarise
the properties of finite extensions of such a field.

Theorem 7.7 Let L be a finite extension of K and let B be the integral closure of A
in L. Then:

(a) B is a discrete valuation ring, and it is a free A-module of rank n := [L : K ].
(b) The field L is complete for the topology induced by B, and there exists a unique

valuation w of L inducing 3 on K the topology induced by v.
(c) Let pB be a prime ideal ofB. Let pB = peB with e > 0 and let f be the degree of

the field extension (B/pB) of κ. Then e f = n.
(d) Two elements of L conjugated over K have the same valuation. The valuation

w : L → Z ∪ {+∞} of L is defined by the formula

w(x) = 1

f
v(NL/K (x))

2This definition is not universal, some authors consider R and C to be local fields, or do not require
the residue field to be finite. The definition we adopt here is more common and better suited for
number theoretic question.
3 Sometimes one says w extending v, but it is important to note that in the case of a ramified
extension, one can not ask thatw takes values in Z ∪ {+∞} and that at the same time the restriction
of w to K is equal to v, see Remark 7.9 below.
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for all x of L, where NL/K denotes the norm from L to K . In other words, the
absolute value on K extends to L using the formula

|x |L = |NL/K (x)|K . (7.1)

Definition 7.8 With the notations of the Theorem 7.7, the integer e � 1 is called the
ramification index of the extension L , and the integer f � 1 its residual degree. An
extension is called unramified if e = 1, and in addition (B/pB) is a separable exten-
sion of κ. It is called totally ramified if f = 1, tamely ramified if the characteristic
of κ does not divide e.

Remark 7.9 If L is an unramified extensionof K , then the restriction of the valuation
w : L → Z ∪ {+∞} from L to K is exactly v (in the general case, it is e · v, where
e is the ramification index).

Example 7.10 (a) If a is an element of Z∗
p which is not a square modulo p and

p �= 2, then Qp(
√
a) is an unramified quadratic extension of Qp.

(b) The extension Qp(
√
p) is totally ramified. It is tamely ramified if and only if

p �= 2.
(c) Let k be a field. The finite and separable extensions of k((t)) are the k ′((t)) with

k ′ finite separable extension of k.

Example 7.11 Let A be a complete discrete valuation ring with field of fractions K
and residue field κ. Let L be an unramified extension of K of degree n and let B be
the integral closure of A in L . Then there exists a monic polynomial f ∈ A[X ] (of
degree [L : K ]), whose reduction in κ[X ] is separable, and such that B is isomorphic
to A[X ]/ f and L to K [X ]/ f . This follows from [47], Chap. I, Prop. 16 and from the
fact that every finite separable extension of the residue field of A is generated by
one element by the primitive element theorem. Conversely, a field extension L of K
of this type is unramified (loc. cit., Cor. 2). For example, the unramified quadratic
extension of Q2 is Q2(

√
5) = Q2[X ]/(X2 + 3X + 1).

Example 7.12 Let R be a discrete valuation ring with maximal idealm and field of
fractions F . An Eisenstein polynomial is a polynomial in R[X ] of the form

P = Xn + an−1X
n−1 + · · · + a0,

with ai ∈ m for all i ∈ {0, . . . , n − 1} and a0 /∈ m2. Such a polynomial is irreducible
([47], Chap. I, Corollary to Proposition 17). If R is complete, the field L = F[X ]/(P)

is a totally ramified extension of F (loc. cit.). Conversely, all totally ramified exten-
sions are obtained in this fashion (loc. cit., Prop. 18).
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7.4 Galois Theory of a Complete Field for a Discrete
Valuation

In this paragraph, we consider a field K complete for a discrete valuation, with ring
of integers A and residue field κ. Assume for simplicity that κ is perfect (for example
of characteristic zero or finite). The following result (Theorem 2 of [47], Chap. III,
Sect. 5) relates unramified extensions and extensions of the residue field.

Theorem 7.13 (a) Let κ′ be a finite extension of κ. Then there exists a finite unram-
ified extension K ′, unique up to isomorphism whose corresponding residual
extension is isomorphic to κ′/κ.The extension K ′/K is Galois if and only if κ′/κ
is.

(b) Let κ̄ be an algebraic closure of κ. Let Knr be the inductive limit of all unram-
ified extensions corresponding to finite subextensions of κ̄. Then the field Knr

is a Galois extension (generally infinite) of K , and we have Gal(Knr/K ) �
Gal(κ̄/κ).

Definition 7.14 We say that Knr is the maximal unramified extension of K . Fix a
separable closure K̄ of K , then we can see Knr as a subextension of K . The subgroup
Gal(K̄/Knr) of Gal(K̄/K ) is called the inertia group of K .

Note that by Remark 7.9, the valuation of K extends uniquely to a discrete val-
uation v of Knr. Note though that Knr is not necessarily complete for this valuation
(it remains henselian, in the sense that its ring of integers satisfies the conclusion of
Theorem 7.16 below), see Exercise 7.3.

Example 7.15 (a) Let k be a perfect field. Then the maximal unramified extension
of k((t)) is the union of the k ′((t)) for k ′ a finite extension of k (warning: this is not
the same as k̄((t)), which is generally larger). If k is assumed to be algebraically
closed, all the extensions of k((t)) are totally ramified. If in addition k is of
characteristic zero, then the algebraic closure of k((t)) is the union of the k((t1/n))
for n > 0 ([47], Chap. IV, Prop. 2).

(b) Assume that K is a local field, i.e., the residue field κ is finite. Then for all n > 0,
there exists a unique extension of degree n of κ and its Galois group is cyclic.
It follows that there is a unique unramified extension of K of degree n, it is
Galois with Galois group Z/nZ. We thus have Gal(Knr/K ) � Gal(κ̄/κ) = Ẑ.
The group Gal(κ̄/κ) has a canonical topological generator F , called the Frobe-
nius, which can also be viewed as an element of Gal(Knr/K ). It corresponds to
the automorphism x �→ xq of κ̄, where q is the cardinality of κ.

If L is a finite Galois extension of a local field K , then the group Gal(L/K ) is
solvable ([47], Chap. IV, Cor. 5). In the case where K is a finite field extension of
Qp, we have that ([47], Chap. IV, Cor. 4 or [42], Prop. 7.5.2) the inertia subgroup I of
Gal(K̄/K ) has a unique p-Sylow Ip which is normal in I , and the quotient V := I/Ip
is isomorphic toZ′

p := ∏
� �=p Z�. More precisely, we have Ip = Gal(K̄/Kmr), where

Kmr is the maximal tamely ramified extension of K .



104 7 Basic Facts About Local Fields

7.5 Structure Theorem; Filtration of the Group of Units

We begin by the following important result proved (under more general hypotheses)
in [47], Chap. II, Prop. 7:

Theorem 7.16 (Hensel lemma) Let K be a complete field for a discrete valuation
with ring of integers A and residue field κ. Let f ∈ A[X ] be a polynomial with
reduction f̄ ∈ κ[X ] modulo the maximal ideal of A. Then any simple root of f̄ in κ
lifts uniquely to a root of f in A.

The following theorem (proved in a much more general setting in [47], Chap. II,
Th. 2 and Th.4) describes the structure of local fields depending on whether their
characteristic is 0 or p > 0.

Theorem 7.17 Let K be a complete field for a discrete valuation whose residue field
κ is of characteristic p. Then:

(a) If K is of characteristic zero, then K is a finite extension of the field Qp. In this
case we call K a p-adic field.

(b) IF K of characteristic p, it is isomorphic to the field of Laurent series κ((t)).

Let K be a local fieldwith ring of integersOK and residue fieldκ. LetUK = O∗
K be

the group of units of K . It is the multiplicative group of elements with zero valuation,
so that the multiplicative group K ∗ is isomorphic (via the choice of a uniformiser)
to Z ×UK . We define a filtration of UK by setting for each i � 1:

Ui
K = {x ∈ K , v(1 − x) � i}.

The groups UK ,U 1
K , . . . ,Ui

K , . . . form a decreasing sequence of subgroups of UK

whose intersection is {1}. Elements of U 1
K are called principal units. By definition

of the topology induced by the valuation, the group UK is profinite and the Ui
K form

a basis of neighbourhood of {1}. The groupU 1
K is the projective limit of theU 1

K /Ui
K

for i � 1.

Theorem 7.18 With the notations below:

(a) We have UK /U 1
K � κ∗ and for i � 1, the group Ui

K /Ui+1
K is isomorphic to the

additive group κ. In particular U 1
K is a pro-p-group.

(b) Assume that K is a p-adic field with [K : Qp] = n. ThenUm
K ⊂ K ∗p for m large

enough and the abelian group U 1
K is isomorphic to a direct product Zn

p × F �
OK × F, where F is a finite cyclic group whose order is a power of p.

(c) Under the assumptions and notations of (b), the group UK is isomorphic to
U 1

K × κ∗, and the group K ∗ to Z × Zn
p × F × κ∗.

For a) (which holds true without the assumption that the residue field is finite), see
[47], Chap. IV, Prop. 6. Part (b) (which is classicalwhen K = Qp) is a straightforward
consequence of loc. cit., Chap.XIV, Prop. 9 and 10.
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Let us prove (c). The multiplicative group κ∗ of the finite field κ is cyclic of order
m prime to p. Hensel lemma shows that the equation xm = 1 has m distinct roots in
UK , from which we deduce that the following exact sequence of abelian groups:

1 −→ U 1
K −→ UK −→ κ∗ −→ 1

splits. Hence UK � U 1
K × κ∗, and by (b) we obtain K ∗ � Z × Zn

p × F × κ∗.
We have the following complement to part (b) of Theorem 7.18:

Corollary 7.19 Let K be a p-adic field. Then for all n > 0, the subgroup K ∗n of
nth powers is open in K ∗. Every finite index subgroup of K ∗ is open.

Proof The second assertion follows from the first, since an index n subgroup of K ∗
contains K ∗n . Let us prove the first assertion. For n prime to p, it follows immediately
from Hensel lemma. In the case where n is a power of p, the result follows from
Theorem 7.18, (b). �

Remark 7.20 If K is a local field of characteristic p, the subgroup K ∗p is no longer
open (it is still closed by compactness of UK , since K ∗ � Z ×UK ), otherwise it
would containUm

K form large enough. This is clearly not the case since the equation
1 + πm = x p implies πm = (x − 1)p, which is not possible if the valuation m of the
left hand term is not divisible by p. On the other hand, one can show that the group
U 1

K is isomorphic to ZN
p (Exercise 7.4). In fact in this case K ∗ contains finite index

subgroups which are not closed, cf. Exercise 11.3.
Nevertheless, Hensel lemma still implies that for n prime to p, the subgroup K ∗n

is open in K ∗.

7.6 Exercises

Exercise 7.1 Let K be a local field with ring of integersOK . LetmK be the maximal
ideal of OK .

(a) Show that an element x of K is in mK if and only if for all n > 0 not divisible
by p, there exists a y ∈ K ∗ such that 1 + x = yn .

(b) Deduce that any field morphism f from K to K is continuous (show first that
for all s > 0, the ideal ms

K of OK is stable by f ).
(c) What are the automorphisms of Qp?

Exercise 7.2 Let d ∈ Z be a squarefree integer. Let p be an odd prime number.

(a) Show that Qp(
√
d) is an unramified extension of Qp if and only if p does not

divide d.
(b) Show that d is a square in Q2 if and only if d is congruent to 1 modulo 8 (for

the “if” part, you may use a formal series F with coefficients in Q such that
F2 = 1 + X ).
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(c) Show thatQ2(
√
d) is an unramified extension ofQ2 if and only if d is congruent

to 1 modulo 4.
(d) Let p1, . . . , pr be pairwise distinct prime numbers congruent to 1 modulo 4.

Let � be any prime number. Show that the ramification index of the extension
Ql(

√−p1 · · · pr ,√p1)/Q� is at most 2.

Exercise 7.3 Let K be a local field with residue field κ. Let κ̄ be the algebraic
closure of the finite field κ.

(a) Assume that K = κ((t)) is a functionfield.Choose an infinite set {a0, . . . , an, . . . }
of elements of κ̄. Show that the sequence (un) defined by un = ∑n

k=0 akt
k is a

sequence of elements of Knr which does not converge in Knr. Deduce from it
that Knr is not complete (for the discrete valuation that extends that of K ).

(b) What is the completion of Knr for K = κ((t))?
(c) Assume now that K is a p-adic field. Show that Knr is not complete.
(d) Let K be a local field with separable closure K̄ and valuation v. We endow K̄

with the (non discrete) valuation v : K̄ → Q ∪ {∞} obtained by passing to the
limit over finite separable extension L of K (each L endowed with the valuation
vL : L → ( 1eZ/Z) ∪ {∞} which extends v, where e is the ramification index
of L over K ). Show that K̄ is not complete for this valuation (observe that any
sequence of elements of Knr that converges in K̄ has its limit in a finite extension
L of K , and then show that this limit must remain in Knr).

Exercise 7.4 (after [55], Chap. II.3, Prop.10) Let K = κ((t)) be a local field of
characteristic p > 0, with valuation v. Fix a uniformiser π of K and let m be its
maximal ideal. Let (α1, . . . ,α f ) be a basis of κ over Fp. The aim of this exercise is
to determine the structure of the multiplicative groupU 1

K = {x ∈ K , v(1 − x) > 0}.
(a) Show that U 1

K can be endowed with a structure of a Zp-module by the formula

a · x := x
∑

n�0 an p
n = ∏

n�0
xan p

n

for any x ∈ UK and any a = ∑
n�0 an p

n (with an ∈ Z) in Zp.
(b) Let N > 0, set N = npν withn not divisible by p and ν � 0. Leta1, . . . , a f ∈ N.

Prove the formula

f∏

i=1
(1 + αiπ

n)ai p
ν ≡ 1 +

( f∑

i=1

aiβi

)

πNmod.mN+1,

where βi := α
pν

i .
(c) Let x1 be any element of m. Show that one can inductively define a sequence

(xN ) with xN ∈ mN for any N > 0, by setting 1 + xN+1 = (1 + xN )y−1
N , where

yN is defined by the formula
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yN =
f∏

i=1
(1 + αiπ

n)ai p
ν

,

and where the ai ∈ {0, . . . , p − 1} have been chosen so that yN ≡ 1 + xN mod
mN+1 (we still set N = npν where n is not divisible by p). Show that additionally
such a yN is unique and that

1 + x1 =
∞∏

N=1
yN .

(d) Show that any element ofU 1
K is uniquely written as an infinite product of factors

of the form (1 + αiπ
n)b with 1 � i � f , n a positive integer prime to p, and

b ∈ Zp.
(e) Deduce that U 1

K is isomorphic (as Zp-module or as a profinite group) to ZN
p .



Chapter 8
Brauer Group of a Local Field

Throughout this chapter, K is a local field, that is, a complete field for a discrete
valuation v with finite residue field κ of characteristic p. Recall (see Theorem7.17)
that when K is of characteristic zero, it is a p-adic field (= finite extension of Qp);
else K is of characteristic p and it is then isomorphic to the field of Laurent series
κ((t)).

We start developing the local class field theory whose aim is to describe abelian
extensions of a local field K , their Galois groups and their link to finite index open
subgroups of K ∗. The first step, which is the main objective of this chapter, is to
calculate the Brauer group Br K . The key point is to show that Br K = Br(Knr/K ),
for example by showing that the Brauer group of the maximal unramified extension
Knr is trivial (or even that Knr is of cohomological dimension 1). One can establish
this directly if one knows the (rather difficult) theorem of Lang stating that Knr is C1

([30]) or else one can show it using the same technique as in Theorem6.22 (see also
Exercise6.1) by norm computations in local fields ([47], Sect.XII.1). Another option
is to use the characterisation of the Brauer group in terms of central simple algebras
([47], Sect.XII.2). We will follow the method of [42] (see also Serre’s article in [9],
Chap.VI), which is slightly less general in as far as it uses the assumption that κ is
finite, but has an advantage of only using what has been previously covered in this
book.

8.1 Local Class Field Axiom

Recall (Sect. 7.5) that we have a filtration of the group of units UK = O∗
K by sub-

groups Ui
K , i � 1.
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Lemma 8.1 Let L be a finite Galois extension of K with Galois group G. Then
there exists a sub-G-module V1 of U 1

L which is of finite index (in UL or U 1
L) and

cohomologically trivial.

Proof By the normal basis theorem ([7], Sect. 10), there exists α ∈ L such that the
family (g · α)g∈G is a basis of the K -vector space L . For a ∈ K ∗ of sufficiently
large valuation, we then have M ⊂ OL , where M is the OK -module generated by
(ag · α)g∈G . We note that the G-module M is isomorphic to OK [G] and is an open
subgroup of the profinite group OL (indeed it is defined by a condition of the type:
x ∈ M if and only if each of the coordinates xg in the basis (g · α) has valuation
greater or equal to that of a). In particular, M is of finite index in OL , which yields
an integer m � 1 such that M ⊃ πmOL , where π is a uniformiser of K . We then
define a sub-G-module Vi of U 1

L by Vi = 1 + πm+i M (the fact that it is indeed a
multiplicative subgroup follows from the property M ⊃ πmOL ).

Each Vi/Vi+1 is isomorphic to M/πM via

vi �−→ π−m−i (vi − 1) (πM)

which implies that these are finite and cohomologically trivial G-modules (isomor-
phic to the induced modules (OK /π)[G]). By induction, it follows that the same is
true for the V1/Vi for i � 1. As the cohomology of a finite group commutes with
projective limits (indexed by the integers) by Proposition1.31, we deduce that the
projective limit V1 of the V1/Vi is also a cohomologically trivial G-module. Further-
more, V1 clearly has a finite index in U 1

L . �
Proposition 8.2 (“The axiomof the local class field theory”) Let L be a finiteGalois
extension of K , with cyclic Galois group G. Then H 1(G, L∗) = 0 and ̂H 0(G, L∗) is
of cardinality [L : K ].
Proof The first assertion follows from Hilbert 90. We now apply the preceding
lemma. The Herbrand quotient h(G, V1) is 1 since V1 is cohomologically triv-
ial, and h(G,UL/V1) = 1 by Theorem2.20, (b). We deduce that h(G,UL) = 1
by Theorem2.20, (a). As the G-module Z (with trivial action) is isomorphic to
the quotient L∗/UL , we obtain h(G, L∗) = h(G,Z) = [L : K ] as H 1(G,Z) = 0
and ̂H 0(G,Z) = Z/[L : K ]Z. As H 1(G, L∗) = 0, it shows that the cardinality
̂H 0(G, L∗) is [L : K ], as desired. �

8.2 Computation of the Brauer Group

We start with an important property of cohomology of the group of units.

Proposition 8.3 Let L be a finite Galois extension of K with Galois group G =
Gal(L/K ). Assume that the extension L/K is unramified. Then UL and U 1

L are
cohomologically trivial G-modules. In particular, ̂H 0(G,UL) = UK /NL/KUL is the
trivial group.
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Proof Let λ be the residue field of L . As the extension L/K is unramified, we also
have G = Gal(λ/κ). Besides we have a filtration of the group of units of L:

UL ⊃ U 1
L ⊃ · · · ⊃ Ui

L ⊃ · · ·

with an isomorphism of G-modules Ui
L/U

i+1
L � λ for any i > 0 (by the Theo-

rem7.18, a). It follows that each Ui
L/U

i+1
L is a cohomologically trivial G-module

by Proposition6.2, and by induction on i we immediately deduce that the same
holds true for U 1

L/U
i
L and each i > 0. We deduce (using Proposition1.31) that

U 1
L = lim←−i>0

(U 1
L/U

i
L) is a cohomologically trivial G-module.

On the other hand for every subgroup H of G (corresponding to a finite extension
κ′ of κ), we have H 1(H,λ∗) = 0 by Hilbert 90, and H 2(H,λ∗) = 0 by the trivial-
ity of the Brauer group of the finite field κ′. The 2-periodicity of the cohomology
of the cyclic group H (Theorem2.16) implies that λ∗ is a cohomologically trivial
G-module. It is then also the case for UL via the exact sequence

0 −→ U 1
L −→ UL −→ λ∗ −→ 0. �

For a generalisation of the statement about U 1
L , see Exercise8.5.

Let now Knr be the maximal unramified extension of K . The Galois group ˜ΓK =
Gal(Knr/K ) � Gal(κ̄/κ) (that we will simply denote by ˜Γ if there is no risk of
confusion) is isomorphic to ̂Z. It is topologically generated by the Frobenius F
(Example7.15, b). We have isomorphisms:

H 2(˜Γ , K ∗
nr)

β−−→ H 2(˜Γ ,Z)
δ−1

−−−−→ H 1(˜Γ ,Q/Z)
γ−−→ Q/Z.

Here β is induced by the exact sequence of ˜Γ -modules (cf. Remark7.9)

0 −→ UKnr −→ K ∗
nr

v−−→ Z −→ 0,

where UKnr ⊂ K ∗
nr is the subgroup of units, i.e., the group of invertible elements of

the ring of integers of Knr: indeed, Hi (˜Γ ,UKnr ) = 0 for any i > 0 by Proposition8.3,
passing to the limit by Proposition4.18. The isomorphism δ comes from the triviality
of the cohomology of Q (Corollary1.51). Lastly γ is obtained by sending every
character χ ∈ H 1(˜Γ ,Q/Z) to χ(F).

Proposition 8.4 Let invK : H 2(˜ΓK , K ∗
nr) → Q/Z be the composite of the above

isomorphisms. Let L be a finite extension of K . Then, we have the commutative
diagram
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H 2(˜ΓK , K ∗
nr)

invK

Res

Q/Z

·[L : K ]
H 2(˜ΓL , L∗

nr)
invL Q/Z.

Proof Let e be the ramification index of L/K and let f be the residual degree.
We have [L : K ] = e f (Theorem7.7). As the isomorphism βK : H 2(˜ΓK , K ∗

nr) →
H 2(˜ΓK ,Z) is induced by the valuation (same for ˜ΓL ), we have (with the Remark7.9)
βL ◦ Res = e.Res ◦βK . The compatibility of Res with the long exact sequences
yields, with similar notations, δ−1

L ◦ Res = Res ◦δ−1
K . Lastly, we have γL ◦ Res =

f.Res ◦γK as the image of the Frobenius of ˜ΓL in ˜ΓK is the f th power of the Frobe-
nius of ˜ΓK . The result then follows from the definition of invK . �

Remark 8.5 Note that we do not need the assumption that L is a separable extension
of K in the above statement.

Weknow that H 2(˜ΓK , K ∗
nr) = Br(Knr/K ) is a subgroup of theBrauer groupBr K .

The next very important statement shows that it is in fact the whole of Br K . Our
method only uses general results on the cohomology of finite groups combined with
the basic properties of local fields. On the other hand it relies on Lemma8.1 and
Proposition8.2, which use in an essential way that the residue field of K is finite,
while other methods work for any complete field K with a discrete valuation and
perfect residue field.

Theorem 8.6 We have Br(Knr/K ) = Br K.

Proof Let L be a finite Galois extension of K with Galois groupG. Let n = [L : K ].
The proof uses two lemmas:

Lemma 8.7 The group H 2(G, L∗) is finite and its cardinality divides n.

Proof If G is cyclic, this follows immediately from Proposition8.2 and Theo-
rem2.16. If now G is an �-group with � prime, its centre is non-trivial and thus
contains a normal subgroup H = Gal(L/K1) of cardinality �.

We obtain the result by induction on the cardinality of G via the exact sequence
(which follows from Proposition6.10)

0 −→ H 2(Gal(K1/K ), K ∗
1 ) −→ H 2(G, L∗) −→ H 2(Gal(L/K1), L

∗).

In the general case, let S be the set of prime numbers dividing n and consider, for
� ∈ S, a �-Sylow G� of G. As H 2(G, L∗) = ⊕

�∈S H 2(G, L∗){�}, the Lemma3.2
says that the restriction

H 2(G, L∗) −→
⊕

�∈S
H 2(G�, L

∗)
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is injective. The case of �-groups (applied to the finite extension of K associated
with each G� by the Galois correspondence) gives that the cardinality of H 2(G, L∗)
is finite and divides

∏

�∈S #G� = n. �

Lemma 8.8 Let Kn be the unramified extension of K of degree n. Then we have

H 2(G, L∗) = H 2(Gal(Kn/K ), K ∗
n ),

where we have identified the two groups with their images in Br K.

Proof By Lemma8.7, the cardinality of H 2(G, L∗) divides n = [L : K ] =
[Kn : K ], which is the cardinality of H 2(Gal(Kn/K ), K ∗

n ) by Proposition8.2 and
Theorem2.16 since Kn/K is cyclic (cf. Example7.15, b). It is thus enough to prove
that H 2(Gal(Kn/K ), K ∗

n ) ⊂ H 2(G, L∗). By Proposition8.4, we have a commutative
diagram whose arrows invK and invL are isomorphisms and the first line is exact:

0 H 2(G, L∗) Br K Res Br L

H 2(˜ΓK , K ∗
nr)

Res

invK

H 2(˜ΓL , L∗
nr)

invL

Q/Z · n Q/Z.

Let a ∈ H 2(Gal(Kn/K ), K ∗
n ). Then we have na = 0 and a ∈ H 2(˜ΓK , K ∗

nr) since
Kn/K is unramified. The diagram then implies that the restriction of a to Br L is
zero, i.e., a ∈ H 2(G, L∗). �

End of Proof of the Theorem 8.6 As Br K is the inductive limit (over finite Galois
extensions L of K ) of the H 2(Gal(L/K ), L∗), the preceding lemma implies that
Br K is contained in the inductive limit (over n > 0) of the H 2(Gal(Kn/K ), K ∗

n ),
hence in Br(Knr/K ). �

We deduce

Theorem 8.9 Let K be a local field. Then we have an isomorphism

invK : Br K −→ Q/Z.

If L is a finite extension of K , the restriction Br K → Br L corresponds to the
multiplication by [L : K ] onQ/Z. If furthermore L/K is separable, the corestriction
Br L → Br K corresponds to the identity of Q/Z.

Proof This follows from Theorem 8.6, and Proposition 8.4, and from the formula
of Theorem1.48, which says that Cores ◦Res is the multiplication by [L : K ]. �
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Corollary 8.10 Under the assumptions of Theorem8.9, an element a of Br K has
image zero in Br L if and only if na = 0, where n := [L : K ].

If we furthermore assume that L/K is Galois, the image of Br(L/K ) =
H 2(Gal(L/K ), L∗) by invK is the subgroup ( 1nZ)/Z of Q/Z.

8.3 Cohomological Dimension; Finiteness Theorem

Let G be a profinite group. Recall that we have defined the order of G and the index
of a closed subgroup of G as supernatural numbers (Definition4.6).

We deduce from Theorem8.6 the cohomological dimension of a local field.

Theorem 8.11 Let K be a local field. Let � be a prime number. We denote by Knr

the maximal unramified extension of K .

(a) Let L be an algebraic separable extension of K with absolute Galois group ΓL .
If �∞ divides [L : K ], then cd�(ΓL) � 1 and (Br L){�} = 0.

(b) The absolute Galois group I of Knr (which is the inertia group of K ) satisfies
cd(I ) � 1, and we have Br Knr = 0.

(c) If � is different from the characteristic of K , we have cd�(K ) = 2. In particular,
cd(K ) = 2.

Proof (a) Note that if � is the characteristic of K , the property cd�(ΓL) � 1 is
automatic by Proposition6.15. It is then enough to prove that (Br L1){�} = 0
for any algebraic separable extension L1 of L (by Theorem6.17), and we are
immediately reduced to the case L1 = L since �∞ then divides [L1 : K ]. Observe
that Br L is the inductive limit of the Br K ′ for K ′ finite extension of K contained
in L , the transition maps being the restrictions (this follows from Remark4.27).
Let K ′ be such an extension and let α ∈ Br K ′ be a �m-torsion element with
m > 0. Then there exists an intermediate extension K1 of L/K ′, finite over K ′,
and whose degree over K ′ is divisible by �m since �∞ divides [L : K ′]. The
restriction of α in Br K1 is zero by Corollary8.10, hence so is its image in Br L .
We have shown that (Br L){�} = 0, as desired.

(b) We can apply (a) to L = Knr, since for any prime � prime, the order of
Gal(Knr/K ) � ̂Z is divisible by �∞.

(c) Let ΓK = Gal(K̄/K ) and I = Gal(K̄/Knr). We just saw that cd�(I ) � 1 and in
addition cd�(ΓK /I ) � 1 since ΓK /I is the absolute Galois group of the residue
fieldκ, assumedfinite, hence of cohomological dimension� 1byCorollary6.24.
Thus we obtain cd�(K ) � 2 by Proposition5.13. On the other hand for � differ-
ent from the characteristic of K , we have H 2(K ,μ�) = (Br K )[�] 
= 0, hence
cd�(K ) = 2. �

Remark 8.12 If K is of characteristic p > 0 and with the absolute Galois group
ΓK , we have cdp(ΓK ) = 1 by Proposition6.15 but the Theorem 8.9 shows thatwe do



8.3 Cohomological Dimension; Finiteness Theorem 115

not have (Br K )[p] = 0. Hence we do not have dim(K ) � 1 in the “strong ” sense
of Serre ([49], Part. II, Sect. 3). On the other hand the assertion (a) implies that an
algebraic separable extension of K such that p∞ divides [L : K ] (e.g. Knr) satisfies
this stronger property. We will see later (Theorem10.6 and Remark10.7) that for
� 
= Car K , we have scd�(K ) = 2.

Proposition 8.13 Let K be a p-adic field. Let n > 0.

(1) The group H 1(K ,μn) � K ∗/K ∗n is finite.
(2) We have H 2(K ,μn) � Z/nZ.

Proof (1) We have already seen (via the Kummer exact sequence and Hilbert 90)
the isomorphism H 1(K ,μn) � K ∗/K ∗n . The fact that these groups are finite
follows from Theorem 7.18, (b) and the isomorphism K ∗ � Z × κ∗ ×U 1

K (The-
orem 7.18, a), where κ is the residue field of K .

(2) As Br K � Q/Z, we have H 2(K ,μn) = (Br K )[n] � Z/nZ. �

Remark 8.14 If K = k((t)), with k finite of characteristic p > 0, it is no longer true
that K ∗/K ∗p

and H 1(K ,Z/p) are finite. On the other hand the Proposition8.13 is
still true for n not divisible by p since the nth powers form an open subgroup of the
profinite group UK (cf. Remark7.20). Similarly the following corollary is still valid
if the order of M is not divisible by p.

Corollary 8.15 Let K be a p-adic field and M a finiteΓK -module. Then Hr (ΓK , M)

is finite for any r � 0.

Proof Let n be the order of M . By what we have seen, Hr (K ,μn) is finite for
r = 0, 1, 2, and zero for r � 3. As M is finite, we can find a finite Galois extension
L/K such that the action of ΓL on μn and on M is trivial. In particular theΓL -module
M is isomorphic to a direct sum of the μni . As, by the structure of the cohomology
of μn , the groups Hq(ΓL , M) are finite for any q � 0, the Hochschild–Serre spectral
sequence (Theorem 1.44)

H p(Gal(L/K ), Hq(ΓL , M)) =⇒ H p+q(ΓK , M)

allows us to conclude that the Hr (ΓK , M) are finite. �

8.4 Exercises

Exercise 8.1 Let p be a prime number. Let K = Fp((t)) and K̄ a separable closure
of K . We denote by ΓK the absolute Galois group of K and Γp a p-Sylow of ΓK .
Let L ⊂ K̄ be the fixed field of Γp and ΓL = Gal(K̄/L) its absolute Galois group.
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(a) Show that cd(ΓL) � 1.
(b) Do we have Br L = 0?

Exercise 8.2 Let � be a prime number. Let K be a finite extension ofQl with Galois
group G = Gal(K̄/K ). Fix a prime number p (possibly equal to �).

(a) Let L be an algebraic extension of K . Assume that [L : K ] is divisible by p∞.
What is (Br L){p}?

(b) Let GK (p) = G/I be the largest quotient of G which is a pro-p-group: thus we
have GK (p) = Gal(K (p)/K ), where K (p) is an algebraic extension of K and
I = Gal(K̄/K (p)). Show that cdp(I ) � 1.

(c) Show that every homomorphism from I to a pro-p-group is trivial. Deduce that
if A is a p-primary torsion GK (p)-module, we have H 1(I, A) = 0.

(d) Let A be a p-primary torsion GK (p)-module. Show that for any integer i � 0,
the inflation homomorphism Hi (GK (p), A) → Hi (G, A) is an isomorphism.

Exercise 8.3 Let K be a p-adic field with absolute Galois group ΓK . Let M be a
finite type ΓK -module. Show that H 1(K , M) is finite.

Exercise 8.4 LetG be a profinite group. LetM be a discrete and divisibleG-module.
For any abelian group A, we denote by A[n] the n-torsion subgroup of A and by
A/n the quotient of A by the subgroup of elements of the form ny with y ∈ A.

(a) Show that for any n > 0 and any i > 0, we have an exact sequence

0 −→ Hi−1(G, M)/n −→ Hi (G, M[n]) −→ Hi (G, M)[n] −→ 0.

(b) In the rest of this exercise we suppose thatG = Gal(K̄/K ) is the absolute Galois
group of a p-adic field K , and that M is isomorphic as an abelian group to (K̄ ∗)m
with m ∈ N∗. Show that for any integer n > 0, the group Hi (G, M)[n] is finite.

(c) Assume furthermore that there exists a finite Galois extension L of K such that
M is isomorphic as aGal(K̄/L)-module to (K̄ ∗)m . Show that H 1(G, M) is finite.

Exercise 8.5 (a) LetG be a finite group. LetM be aG-module filtered by a decreas-
ing sequence (Mn)n�1 of submodules

M = M1 ⊃ M2 ⊃ · · · ⊃ Mn ⊃ · · ·

such that the canonical map M → lim←−n
(M/Mn) is an isomorphism. Let q

be an integer such that Hq(G, Mn/Mn+1) = 0 for every n � 1. Show that
Hq(G, M) = 0 (hint: one can work directly with the cocycles).

(b) Let K be a complete field for a discrete valuation with perfect residue field κ.
Let L be a finite unramified Galois extension of K , let G = Gal(L/K ). Let U 1

L
be the multiplicative group consisting of those x ∈ L such that vL(1 − x) > 0,
where vL is the valuation of L . Show that Hq(G,U 1

L) = 0 for any q > 0.
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Exercise 8.6 Let K be a local field of characteristic p > 0. Show that the group
H 1(K ,Z/pZ) is infinite. (If one considers the “fppf” cohomology, the group
H 1(K ,μp) is isomorphic to K ∗/K ∗p

, which is also infinite: the sheaf μp is non-

trivial and fits into an exact sequence 0 → μp → Gm
·p−→ Gm → 0, where Gm is

the multiplicative group, cf. [39], Part. III; while in Galois cohomology, we have
μp(K̄ ) = 0 in characteristic p.)



Chapter 9
Local Class Field Theory: The
Reciprocity Map

Throughout this chapter K is a local field. We start our study of the abelian Galois
group Gal(K ab/K ) and complete it in the next two chapters.

General results on the reciprocity map will in particular be used in all the proofs
of the existence theorem, whose first proof will be given at the end of the present
chapter in the case of a p-adic field.

9.1 Definition and Main Properties

Definition 9.1 Let L be a finite Galois extension of K with group G. Let n :=
[L : K ]. We call fundamental class of the extension L/K the unique element uL/K

of Br(L/K ) = H 2(G, L∗) such that invK (uL/K ) = 1/n ∈ Q/Z.

Recall that we have an isomorphism invK : Br K →Q/Z (Theorem8.9) and that
the group Br(L/K ) is precisely the n-torsion subgroup of Br K (Corollary8.10),
which justifies the definition. We can thus apply Theorem3.14 (Tate–Nakayama)
to the G-module A = L∗ and the element uL/K of H 2(G, L∗). Let indeed Gp =
Gal(L/Kp) be a p-Sylow of G. We have H 1(Gp, L∗) = 0 by Hilbert 90, and
H 2(Gp, L∗) = Br(L/Kp) is of order #Gp. It is generated by the restriction uL/Kp of
u to H 2(Gp, L∗) (by Theorem8.9). By taking n = −2 and applying Proposition2.4,
we obtain the following result, where NL/K (or simply N when there is no possible
confusion) denotes the norm of the extension L/K :

Theorem 9.2 Let L be a finite Galois extension of a local field K . Then the cup-
product with uL/K defines an isomorphism

θL/K : Gab −→ K ∗/NL∗,
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where G := Gal(L/K ). The isomorphism

ωL/K := θ−1
L/K : K ∗/NL∗ −→ Gab

is called the reciprocity isomorphism associated to the extension L/K.

For simplicity, we will also denote by ωL/K the surjection K ∗ → Gab induced by
the reciprocity isomorphism. The following proposition establishes a link between
this isomorphism and the cup-product.

Proposition 9.3 Let L be a finite abelian extension of a local field K . Let G =
Gal(L/K ) and let χ : G −→ Q/Z be a character of G. Denote by dχ its image in
H 2(G,Z) via the coboundary associated to the exact sequence

0 −→ Z −→ Q −→ Q/Z −→ 0.

Let a ∈ K ∗ with image ā ∈ ̂H 0(G, L∗) = K ∗/NL∗. Then

χ(ωL/K (ā)) = invK (ā ∪ dχ),

where invK : Br(L/K ) → Q/Z is the local invariant.

Note that here we do not need to worry about in which order we take the cup-
product (cf. Proposition2.27, b) as ā ∪ dχ = dχ ∪ ā since the cohomology classes
we consider are in even degree.

Proof Let u = uL/K ∈ H 2(G, L∗) be the fundamental class. Let s = ωL/K (ā) ∈
G = ̂H−2(G,Z) (Recall that G is abelian). Let n := [L : K ]. By definition of the
reciprocity isomorphism, we have

u ∪ s = ā ∈ ̂H 0(G, L∗)

hence, by the associativity of the cup-product (Proposition2.27, a) and compatibility
with the coboundaries (Proposition2.23)

ā ∪ dχ = u ∪ (s ∪ dχ) = u ∪ (d(s ∪ χ)),

where s ∪ χ ∈ ̂H−1(G,Q/Z) andwe still denote by d the coboundary ̂H−1(G,Q/Z)

→ ̂H 0(G,Z). As the action ofG onQ/Z is trivial, the group ̂H−1(G,Q/Z) is simply
the subgroup 1

nZ/Z ofQ/Z and by Proposition2.32, the cup-product s ∪ χ identifies
with χ(s). Let then χ(s) = r/n with r ∈ Z. It is straightforward that d(r/n) = r ∈
̂H 0(G,Z) = Z/nZ, hence

u ∪ (d(s ∪ χ)) = u ∪ r = r · u ∈ Br(L/K ) = H 2(G, L∗).

On the other hand we have the equality invK (r · u) = r/n by definition of u and
hence finally invK (r · u) = χ(s), or in other words
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invK (ā ∪ dχ) = χ(s),

as desired. �

Corollary 9.4 Let L be a finite Galois extension of K . Let M be a finite Galois
extension of K containing L. We have a commutative diagram:

K ∗/NM/K M∗ ωM/K
Gal(M/K )ab

K ∗/NL/K L∗ ωL/K
Gal(L/K )ab

where the vertical arrows are the canonical surjections.

Proof We are immediately reduced to the case where L and M are abelian exten-
sions of K (by if necessary replacing them by the maximal abelian extensions of K
contained in L and M , respectively). Let then a ∈ K ∗ with image āL in K ∗/NL/K L∗
and āM in K ∗/NM/K M∗. Let χ an arbitrary character of Gal(L/K ). We still denote
by χ the character it induces on Gal(M/K ) (of which Gal(L/K ) is a quotient). We
then have, by Proposition9.3 and by the functoriality of the cup-product:

χ(ωL/K (āL)) = invK (āL ∪ dχ) = invK (āM ∪ dχ) = χ(ωM/K (āM)).

This proves the desired compatibility as the character χ is arbitrary.

The above corollary allows us to pass to the limit. This justifies the following
definition. �

Definition 9.5 The homomorphism

ω : K ∗ −→ Γ ab
K

obtained from the ωL/K by passing to the limit over the finite abelian extensions L of
K , is called the reciprocity map. It has a dense image and induces an isomorphism
of lim←−L

K ∗/NL∗ with Γ ab
K .

Here Γ ab
K is the abelianisation of ΓK as a profinite group (it is the quotient of ΓK

by the closure of its derived subgroup in the usual sense). The density of the image
of ω follows from the surjectivity of the ωL/K and from the fact that the groups
Gal(K ab/L) (for L/K finite abelian) form a basis of open sets of {1} in Γ ab

K .
We will see in Sect. 9.2 that, for a p-adic field, the reciprocity map ω : K ∗ → Γ ab

K
induces an isomorphism of the profinite completion of K ∗ with Γ ab

K , and hence
this profinite completion is isomorphic to lim←−L

K ∗/NL∗ (the limit being taken over
the finite abelian extensions L of K ). However this requires the knowledge of the
existence theorem, whose first proof in the case of a p-adic fields will be given at the
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end of this chapter. For now,we just deduce from the above results that lim←−L
K ∗/NL∗

is a quotient of the profinite completion ̂K ∗ of K ∗.

Corollary 9.6 Let K be a local field with Galois group ΓK = Gal(K̄/K ). Let χ be
a character of Γ ab

K (or, what comes down to the same, of ΓK ). Let b ∈ K ∗. Then:
(a) we have

invK (b ∪ χ) = χ(ω(b)),

where, in the cup-product, χ is seen as an element of H 2(K ,Z) and b as an element
of H 0(K , K̄ ∗).

(b) Let n>0. Denote by Γ ab
K /n the quotient of the group Γ ab

K (the group law
denoted additively) by its subgroup nΓ ab

K . Let a be the class of b in H 1(K ,μn) =
K ∗/K ∗n. Assume thatχ is in then-torsion subgroup H 1(K ,Z/nZ)of H 1(K ,Q/Z) =
H 2(K ,Z), so that χ induces a character (still denoted by χ) of Γ ab

K /n. Let
ωn : K ∗/K ∗n → Γ ab

K /n be the map induced by ω. Then we have

invK (χ ∪ a) = χ(ωn(b)),

where χ ∪ a is seen in H 2(K ,μn) = n Br K.

Proof (a) follows from the Proposition9.3 by passing to the limit over the finite
abelian extensions L of K . We obtain (b) from (a) and from the compatibility of the
cup-product, up to a sign change (Proposition2.28), with the exact sequences

0 −→ μn −→ K̄ ∗ −→ K̄ ∗ −→ 0 ; 0 −→ Z −→ Z −→ Z/nZ −→ 0. �

The next proposition provides another compatibility of the reciprocity maps and
an application to the subgroups of K ∗ defined by the norms, that we will revisit in
Sect. 9.2.

Proposition 9.7 Let K be a local field with separable closure K̄ . Let E ⊂ K̄ be a
finite separable extension of K . Let ΓK = Gal(K̄/K ) and ΓE = Gal(K̄/E) be the
absolute Galois groups of K and E, respectively.

(a) we have a commutative diagram:

E∗ ωE

NE/K

Γ ab
E

i

K ∗ ωK
Γ ab
K

where i is induced by the inclusion ΓE → ΓK .
(b) Let L be the maximal abelian extension of K contained in E. Then NE/K E∗ =

NL/K L∗.
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Proof (a) Let F be a finite Galois extension of K containing E . Observe that themap
iF : Gal(F/E)ab → Gal(F/K )ab induced by the inclusionGal(F/E) → Gal(F/K )

corresponds to the corestriction

H1(Gal(F/E),Z) = ̂H−2(Gal(F/E),Z)

−→ H1(Gal(F/K ),Z) = ̂H−2(Gal(F/K ),Z),

by Proposition2.4 and the definition of the corestriction in homology given at the
beginning of Sect. 2.2. As the norm

H 0(Gal(F/E), F∗) = E∗ −→ H 0(Gal(F/K ), F∗) = K ∗

also corresponds to the corestriction, the compatibility of the cup-product to core-
strictions (Proposition2.27, e) and the definition of θF/E = ω−1

F/E yield a commutative
diagram:

E∗ ωF/E

NE/K

Gal(F/E)ab

iF

K ∗ ωF/K
Gal(F/K )ab.

(9.1)

We obtain the result by passing to the limit over the finite Galois extensions F of K
containing E .

(b) The inclusion NE/K E∗ ⊂ NL/K L∗ follows from the transitivity of the norms.
Let us show the reverse inclusion (that would easily follow from Corollary9.4 if we
had further assumed E/K to be Galois). Let F be the Galois closure of E over K ,
let G = Gal(F/K ) and H = Gal(F/E). We thus have

K ⊂ L ⊂ E ⊂ F.

Let G ′ be the derived subgroup of G. By definition of L , Galois theory says that
Gal(F/L) is the smallest normal subgroup G1 of G such that H ⊂ G1, and G/G1

is abelian. This last condition is equivalent to G ′ ⊂ G1. In other words, we have
Gal(F/L) = G ′.H .

Let a ∈ NL/K L∗. Corollary9.4 applied to extensions K ⊂ L ⊂ F says that
ωF/K (a) is in the image of the canonical map H ab = H/H ′ → G/G ′. The diagram
(9.1) and the surjectivity of ωF/E imply the existence of a b ∈ E∗ such that

ωF/K (NE/K (b)) = ωF/K (a).

As the cokernel of ωF/K is NF/K F∗, we can find b′ ∈ F∗ such that

a = NE/K (b).NF/K (b′),
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which shows that a ∈ NE/K E∗ because NF/K (b′) ∈ NE/K E∗ by the transitivity of
the norms. �

To finish this paragraph, we will prove a lemma about the reciprocity map which
will prove useful in the sequel (particularly for the Lubin–Tate theory).

Lemma 9.8 Let K be a local field with Galois group ΓK = Gal(K̄/K ). Let ωK :
K ∗ → Γ ab

K be the reciprocity map. Then:
(a) If K ′ is a finite unramified (hence cyclic) extension of K , we have, for any x

in K ∗,
ωK ′/K (x) = Fv(x)

K , (9.2)

where FK is the canonical generator of Gal(K ′/K ).
(b) The image by the reciprocity map ωK of the group of units UK = O∗

K is exactly
the abelian inertia subgroup I abK = Gal(K ab/Knr) of Γ ab

K .

We will later see (Corollary9.15) that ωK is in fact injective, and hence induces
an isomorphism of UK with I abK .

Proof (a) follows easily from the fact that for any character χ of Gal(K ′/K ), we
have

χ(ωK ′/K (x)) = invK (x ∪ χ)

(Proposition9.3) and from the definition of invK given just before the Proposition8.4.
To prove (b), it is enough to verify it at a finite level. More precisely, let L be a

finite abelian extension with group G over K , we need to show that the image of
UK by the reciprocity map ωL/K : K ∗ → G is exactly the inertia subgroup I of G.
Let I = Gal(L/K ′), where K ′ is the maximal unramified extension of K contained
in L . By identifying Gal(K ′/K ) with the Galois group of the residual extension
Gal(κ′/κ), we deduce from (a) that for x ∈ UK , the image of x by ωK ′/K is trivial,
which means that ωL/K (x) is in I = Gal(L/K ′).

Conversely, let t ∈ I . As ωL/K is surjective (with kernel NL/K L∗), we can write
t = ωL/K (a) with a ∈ K ∗. Let m = [K ′ : K ] = [κ′ : κ] (it is the residual degree of
the extension L/K ). As the image of t in Gal(K ′/K ) is trivial, the formula (9.2)
implies that m divides v(a). We know that for any b ∈ L∗, we have v(NL/K (b)) =
mv(b) by Theorem7.7 (d). Choose b in L∗ with valuation v(a)/m. We then obtain
that a and NL/K (b) have the same valuation. Let then u = a/NL/K (b), then u ∈ UK

and t = ωL/K (a) = ωL/K (u), which shows that t is in the image of UK by ωL/K . �

9.2 The Existence Theorem: Preliminary Lemmas and the
Case of a p-adic Field

We start with a lemma, which is the first step in all proofs of the local existence
theorem. It will be generalised later to class formations (Proposition16.31), which
can for example be useful for the global existence theorem (Theorem15.9).
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Lemma 9.9 Let K be a local field.
(a) Let U be a subgroup of K ∗. Assume that U contains a subgroup V of the form

V = NL/K L∗, where L is a finite abelian extension of K . Then U is itself of the form
U = NF/K F∗ for some finite abelian extension F of K contained in L.

(b) Fix a separable closure K̄ of K . Let L and M be two finite abelian extensions
of K , contained in K̄ , and such that NL/K L∗ = NM/K M∗. Then L = M.

(c) Let F be a finite abelian extension of K . Then NF/K F∗ is an open finite index
subgroup of K ∗.

Note that we already know (Corollary7.19) that for K a p-adic field, every finite
index subgroup of K ∗ is open. On the other hand, Proposition9.7, (b) implies that
any subgroup of K ∗ of the form NE/K E∗ (where E is a finite separable extension of
K ) can also be written as NL/K L∗ with L/K finite abelian.

Proof (a) the image of U by the reciprocity map ωL/K : K ∗ → Gal(L/K ) is of the
form Gal(L/F), where F is an intermediate extension between K and L . As by
assumption U contains V = Ker ωL/K , we have

U = ω−1
L/K (Gal(L/F)).

We deduce that U = NF/K F∗ using the commutative diagram

K ∗ ωL/K
Gal(L/K )

K ∗ ωF/K
Gal(F/K )

and the fact that the kernel of ωF/K : K ∗ → Gal(F/K ) is NF/K F∗.
(b) Let K ab ⊂ K̄ be the maximal abelian extension of K . The preimages of

Gal(K ab/L) and Gal(K ab/M) by the reciprocity map (whose image is dense)
ω : K ∗ → Gal(K ab/K ) coincide. We deduce that Gal(K ab/L) = Gal(K ab/M), as
if we had for example an element x ∈ Gal(K ab/L)with x /∈ Gal(K ab/M), we would
be able to find an open neighbourhood V of x in Gal(K ab/K ) which does not meet
the closed subgroup Gal(K ab/M). As V meets Im ω by density, we would obtain a
contradiction. We then conclude that L = M by Galois theory.

(c) We know that the reciprocity map induces an isomorphism between
K ∗/NF/K F∗ and Gal(F/K ), which shows that NF/K F∗ is of finite index in K ∗.
On the other hand the norm NF/K : F∗ → K ∗ is continuous (if we fix a basis of
the K -vector space F , it is given by a polynomial in the coordinates) and proper
(the preimage of a compact is compact): indeed, the valuation in K of NF/K (x) is
d.vF (x) (where vF is the valuation in F and d is the residual degree of F/K ) by
Theorem7.7 (d), which shows that the preimage of UK by NF/K (which is closed in
F∗ by continuity of NF/K ) is contained inUF (which is compact), hence is compact
itself. But any compact of K ∗ is contained in a union of finitely many translates of
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UK sinceUK is an open subgroup of K ∗, which shows that the preimage of a compact
by NF/K is compact.

The properness of NF/K then implies ([6], Sect. 10, Proposition7) that NF/K

is closed, hence NF/K F∗ is of finite index and closed in K ∗, i.e., open of finite
index. �

The crucial step in the proof of the existence theorem that we will give here in the
case of a p-adic field uses Kummer extensions (that we will encounter again in the
global case, cf. Sect. 13.3); these are extensions obtained by extracting the nth roots.
It is convenient to formulate the results in terms of the local symbols. More precisely,
let k be a field with absolute Galois group Γk . Let n be an integer > 0 not divisible
by Car k, and such that k contains an nth primitive root of unity ζ. Let a ∈ k∗. The
choice of ζ (that we fix once and for all in the remainder of this paragraph) allows us
to define a character χa of Γk = Gal(k̄/k) associated to a, by identifying the image
ā of a in k∗/k∗n = H 1(k,μn) with an element of H 1(k,Z/n). In particular, χa is
a character of Γk whose kernel is Gal(k̄/k(a1/n)), and Gal(k(a1/n)/k) is a cyclic
group of order dividing n. Thus χa is an n-torsion element of the character group
of Γk .

Definition 9.10 Let a, b in k∗. We define the symbol (a, b) ∈ (Br k)[n] to be the
cup-product b ∪ χa of b ∈ H 0(k, k̄∗) = k∗ with χa ∈ H 2(k,Z) 	 H 1(k,Q/Z). It is
a bilinear map of the multiplicative group k∗ × k∗ to the additive group Br k.

Example 9.11 For n = 2, the symbol (a, b) is the classical Hilbert symbol, that can
be thought of as taking values in Z/2Z or in {±1}when k is a p-adic field or the field
R. In the case where k = Qp with p prime, we have explicit formulas to calculate
these symbols. These are obtained by local calculations following quite easily from
the Hensel lemma and its refinement, cf. [46], Chap. III, Theorem1. The result is
as follows: for an odd prime p and an integer x not divisible by p (or equivalently
x ∈ F∗

p), define the Legendre symbol ( x
p ) by ( x

p ) = 1 if x is a square modulo p, and
( x
p ) = −1 otherwise. For x odd, denote also by ε(x) the class of (x − 1)/2 modulo 2

and by ω(x) the class of (x2 − 1)/8 modulo 2. Then, if we write a = pαu and
b = pβv with α,β ∈ Z and u, v ∈ Z∗

p, we have, by considering the Hilbert symbol
(a, b) as taking values in {±1}:

(a, b) = (−1)αβε(p)
( u

p

)β( v

p

)α

if p 
= 2 and
(a, b) = (−1)ε(u)ε(v)+αω(v)+βω(u)

if p = 2. For (a, b) in R∗, naturally (a, b) is non-trivial if and only if a and b are
both < 0.

Proposition 9.12 Let k be a field containing a primitive nth root of unity, with n not
divisible by Car k. Let a, b ∈ k∗.
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(a) If b is a norm of the extension k(a1/n)/k, then (a, b) = 0.
(b) we have (a,−a)=0 and (a, b)=−(b, a); Furthermore, we have (a, 1 − a)=0

if a 
= 1.
(c) In addition, assume that k is a p-adic field. If an element b of k∗ satisfies (a, b) =

0 for all a of k∗, then b ∈ k∗n.

Proof (a) Let L = k(a1/n). Let G = Gal(L/k). Then χa identifies with an element
of H 2(G,Z), so that (Proposition2.27, d) χa ∪ b is also the cup-product of χa

with the image of b in ̂H 0(G, L∗) = k∗/NL/k L∗. The result follows.
(b) Let x ∈ k be such that xn − a 
= 0. Let α be an nth root of a, so that k(α) =

k(a1/n). Then

xn − a =
n−1
∏

i=0

(x − ζ iα).

Let d ≥ 1 be the largest divisor of n such that a has a dth root in k. Let m =
n/d. Then the extension k(a1/n)/k is cyclic of degree m and the conjugates of
(x − ζ iα) are the (x − ζ jα) with j congruent to i modulo d. Thus

xn − a =
d−1
∏

i=0

Nk(a1/n)/k(x − ζ iα),

which shows that xn − a is a norm of the extension k(a1/n)/k. By (a), we have
(a, xn − a) = 0. We obtain that (a,−a) = 0 by letting x = 0, and (a, 1 − a) =
0 by letting x = 1. We finally have:

(a, b) + (b, a) = ((a, b) + (a,−a)) + ((b, a) + (b,−b))

= (a,−ab) + (b,−ba) = (ab,−ab) = 0.

(c) By (b), we have (b, a) = 0, hence χb ∪ a = 0. By Corollary9.6, we have
χb(ωk(a)) = 0 for any a in k∗. This implies that χb = 0 (by density of the
image of the reciprocity map ωk : k∗ → Γ ab

k ), or that the class of b in k∗/k∗n 	
H 1(k,Z/n) is trivial. �

Theorem 9.13 (existence theorem) Let K be a p-adic field. Fix its algebraic closure
K̄ . Consider a finite index subgroupU of K ∗. Then there exists a unique finite abelian
extension L ⊂ K̄ of K such that U = NL/K L∗.

Proof The uniqueness is the (b) of the Lemma9.9. Let us prove the existence. Let
U be a subgroup of finite index n in K ∗. Then U contains the subgroup K ∗n as any
element x of K ∗/U satisfies xn = 1. By Lemma9.9, it is thus enough to show that
K ∗n is of the form NL/K L∗ for some finite abelian extension L of K . To do this, we
can assume that K contains a primitive nth root of unity ζ: indeed, if F is a finite
extension of K containing ζ and if F∗n = NE/F E∗ with E a finite extension of F ,
then
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K ∗n ⊃ NF/K (F∗n) = NE/K E
∗,

which is sufficient, by Proposition9.7 (b) and Lemma9.9 (a).
Assume that K contains a primitive root of unity. Let Γ = Gal(K ab/K ) be the

Galois group of the maximal abelian extension of K , then the subgroup nΓ of Γ is
closed (since it is compact), and the dual Homc(Γ /n,Q/Z) of the profinite group
Γ/n is H 1(K ,Z/n) which is finite by Corollary8.15. It follows that the group Γ/n
is itself finite, and by Galois theory, we can write Γ/n = Gal(L/K ), where L is a
finite abelian extension of K . Consider the map

ωn : K ∗ −→ Γ/n

induced by the reciprocity map ωK . Its kernel contains K ∗n . Conversely, let b ∈
Ker ωn . Let a ∈ K ∗, we have (a, b) = b ∪ χa . As χa(ωK (b)) = 0 since by assump-
tion ωK (b) is in nΓ and χa is n-torsion, Corollary9.6 implies that (a, b) = 0.
As this holds for any a, Proposition9.12 (c) implies that b ∈ K ∗n . Finally K ∗n
is the kernel of the reciprocity map K ∗ → Gal(L/K ), and hence K ∗n = NL/K K ∗
(Theorem9.2). �

Remark 9.14 Conversely we know that all the subgroups of the form NL/K L∗ for
L/K are open and of finite index (Lemma9.9, c).

Corollary 9.15 Let K bea p-adic field. The reciprocitymapω : K ∗ → Gal(K ab/K )

induces an isomorphism from the profinite completion (K ∗)∧ of K ∗ to Gal(K ab/K ).
In particular, this group is isomorphic to the direct product̂Z ×UK . Furthermore, ω
is injective. In other words, the universal norm group

⋂

L NL/K L∗ (the intersection
is taken over the finite abelian extensions L of K ) is reduced to {1}.
Proof We know (cf. Definition 9.5) that ω induces an isomorphism of
lim←−L

K ∗/NL/K L∗ with Gal(K ab/K ). The existence theorem identifies
lim←−L

K ∗/NL/K L∗ to the profinite completion (K ∗)∧ of K ∗. We deduce (as K ∗ is
isomorphic to the direct product Z ×UK , which injects into its profinite completion
̂Z ×UK ) that the canonical arrow K ∗ → lim←−L

K ∗/NL/K L∗ is injective, hence so
is ω. �

Corollary 9.16 The reciprocity map ω : K ∗ → Gal(K ab/K ) induces an isomor-
phism between the group of units UK and the abelian inertia group I abK .

Proof Combine Corollary9.15 and Lemma9.8. �

Remark 9.17 The method used in this paragraph to prove the existence theorem
based on Kummer extensions does not work for a characteristic p > 0 local field if
one considers open subgroups of K ∗ of index divisible by p. Instead, one can use
the Artin–Schreier extensions, see [47], Chap.XIV, Sects. 5 and 6.
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9.3 Exercises

Exercise 9.1 We use the assumptions and notations of Proposition9.7.

(a) Show that the index [K ∗ : NE∗] divides [E : K ], and is equal to it if and only
if E is an abelian extension of K .

(b) Do conclusions of Proposition9.7 (b) and part (a) of this exercise still hold if E
is no longer assumed to be separable over K ?
(For a generalisation of the results of Proposition9.7 and of this exercise to the
class formations, see Proposition16.29.)

Exercise 9.2 Let K be a local field. Let L be a non-trivial finite Galois extension of
K . Using the structure of the absolute Galois group of K (cf. Example7.15), show
that the group K ∗/NL/K L∗ is of cardinality at least 2. Would this result still hold if
the extension L/K is only assumed to be finite separable?

Exercise 9.3 Let K be a local field. Let E be a finite Galois extension of K and
L ⊂ E a subextension. Show that we have a commutative diagram:

K ∗ i

ωE/K

L∗

ωE/L

Gal(E/K )ab
v Gal(E/L)ab

where i is the inclusion,ωE/K andωE/L are reciprocity maps and v : Gal(E/K )ab →
Gal(E/L)ab is the transfer map (cf. Definition2.11) associated to the inclusion
Gal(E/L) → Gal(E/K ).

(Compare this to Proposition9.7, a). This exercise will also be generalised to class
formations, see Proposition16.30).

Exercise 9.4 Under the assumptions and notations of Proposition9.12, show the
converse of (a): if (a, b) = 0, then b is a norm of the extension k(a1/n)/k.

Exercise 9.5 Let k be a field with separable closure k̄. Let n > 0 be an integer not
divisible by Car k. Assume that k contains a primitive nth root of 1. Fix such a root
ζ, which identifies k∗/k∗n (resp. H 2(k,μn)) with H 1(k,Z/n) (resp. H 2(k,Z/n)).
For a, b in k∗, denote by ϕa , ϕb their respective images in H 1(k,Z/n). We
can thus consider their cup-product ϕa ∪ ϕb ∈ H 2(k,Z/n). Let i be the injection
H 2(k,Z/n) −→ Br k induced by the exact sequence

0 −→ Z/n −→ k̄∗ · n−−−→ k̄∗ −→ 0.

Show that i(ϕa ∪ ϕb) coincides with the symbol (a, b).

Exercise 9.6 Let K be a p-adic field. Let n > 0 such that K contains a primitive nth
root of 1. Let a ∈ K ∗. Show that (a, b) = 0 for any b ∈ UK if and only if K (a1/n)
is an unramified extension of K .



Chapter 10
The Tate Local Duality Theorem

In this chapter, we denote by K a p-adic field. Our aim here is to prove the Tate local
duality theorem. Combining this duality with the results of Chap.9, we will derive
a slightly different proof of the existence theorem for p-adic fields. In Chap.11, the
existence theorem will be proved by another method (Lubin–Tate theory), which
works as well for local fields of characteristic p.

The first four paragraphs of this chapter are independent of Chap. 9 and in partic-
ular do not appeal to the Tate–Nakayama theorem.

10.1 The Dualising Module

Let G be a profinite group of cohomological dimension n < +∞. Recall that if
B is a discrete torsion abelian group (e.g. a finite abelian group), we have B∗ =
Hom(B, Q/Z). The functor B �→ B∗ (from the category of torsion discrete abelian
groups to the category of abelian groups) is exact.

We consider the functor A �→ Hn(G, A)∗ from the category C f
G of finite discrete

G-modules to the category of abelian groups. It turns out that there is a general result,
which ensures, under relatively weak hypotheses, that this functor is representable
by a discrete torsion G-module. More precisely:

Theorem 10.1 Let G be a profinite group of cohomological dimension n < +∞.
Assume that for every A ∈ C f

G, the group Hn(G, A) is finite. Then there exists a
discrete torsion G-module I such that the functors HomG(., I ) and Hn(G, .)∗ (from
C f

G toAb) are isomorphic. We then say that I is the dualising module of the profinite
group G.

Proof It is a consequence of a general theorem of homological algebra, The-
orem A.26. Indeed, the category C f

G is clearly noetherian and the assumption
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cd(G) = n implies immediately that the functor Hn(G, .) is right exact, hence that
the contravariant functor Hn(G, .)∗ is left exact. Thus there exists an inductive sys-
tem (I j ) of finite discrete G-modules such that the functors A �→ Hn(G, A)∗ and
A �→ lim−→ j

HomG(A, I j ) (defined on C
f
G) are isomorphic. Let I = lim−→ j

I j ; then I is

a discrete torsion G-module and the condition that A is finite allows us to identify
lim−→ j

HomG(A, I j ) and HomG(A, I ). �

In other words, we have HomG(A, I ) � Hn(G, A)∗ (the isomorphism is functo-
rial) for any finite discrete G-module A, or, to put it differently, a perfect pairing of
finite groups

〈 , 〉A : HomG(A, I ) × Hn(G, A) −→ Q/Z.

Note that if A is a discrete torsion G-module (not necessarily finite), we obtain by
passing to the limit that the discrete group Hn(G, A) is the dual of the profinite group
HomG(A, I ) (endowedwith the topology of simple convergence), which allows us to
define 〈 , 〉A for such an A, for example for I . We also have a theorem and analogous
definitions with the cohomological p-dimension (restricting ourselves to torsion
p-primary modules).

For any G-module A, denote by A′ the G-module A′ = HomZ(A, I ). We thus
haveHomG(A, I ) = H 0(G, A′).We have the following compatibility1 of the duality
pairing with the the cup-product:

Proposition 10.2 Let i : Hn(G, I ) → Q/Z be the homomorphism defined by
〈Id I , .〉I : x �→ 〈Id I , x〉I . Then for any finite discrete G-module A, the pairing 〈 , 〉A
is the composite of the cup-product

H 0(G, A′) × Hn(G, A) −→ Hn(G, I )

with i .

Proof Let ρ : A → I be any element of H 0(G, A′) = HomG(A, I ). This element
induces a map

ρ∗ : Hn(G, A) −→ Hn(G, I ),

and also for any G-module M a homomorphism

ρ∗ : HomG(I, M) −→ HomG(A, M).

This in particular applies to M = I . By functoriality of the duality, we have a com-
mutative diagram:

1Thanks toDemarche,whopointed out tome the necessity of this verification to proveTheorem10.9.
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HomG(A, I ) × Hn(G, A)

ρ∗

〈 , 〉A
Q/Z

HomG(I, I ) × Hn(G, I )

ρ∗
〈 , 〉I

Q/Z.

We conclude by observing that ρ∗(Id I ) = ρ and that for any α ∈ Hn(G, A), the
cup-product ρ ∪ α is ρ∗(α) by Remark 2.22. �

Remark 10.3 From the above properties it immediately follows that the pair (I, i)
is unique up to isomorphism. Thus we can speak of the dualising module (rather than
simply a dualising module).

The existence of the dualising module does not in fact require the assumption of
finiteness of Hn(G, A). It is possible to describe it explicitlywithout a priori assuming
its existence (andhencewithout usingTheoremA.26), but it requires a lot ofwork (see
[49], Part. I, Ann.1, or [42], Sect. III.4). We will be calculating the dualising module
of a p-adic field and deduce an application to the strict cohomological dimension
of a p-adic field and to the Tate duality theorem. As usual, the results will be valid
for a local field of characteristic p, provided we restrict ourselves to p-torsion-free
modules.

Proposition 10.4 Let G be a profinite group of cohomological dimension n ∈ N∗,
satisfying the assumptions of Theorem 10.1. Let U an open subgroup of G. Let I be
the dualising module of G. Then:

(a) the dualising module of U is I viewed as a U-module.
(b) the homomorphism Hn(U, A) → Hn(G, A) obtained by dualising the canoni-

cal injection HomG(A, I ) → HomU (A, I ) is the corestriction.

Proof

(a) we have cd(U ) = cd(G) by Proposition 5.10. The result then follows from
Shapiro’s lemma andProposition 1.15 (which extends in a straightforwardway to
the case of an open subgroup of a profinite group), by taking M = IUG (A) (where
A is a finite U -module) in the property characterising the dualising module.

(b) The corestriction Hn(U, A) → Hn(G, A) is obtained (see the Proof of
Lemma 5.9b, or Exercise 1.1) by applying the functor Hn(G, .) to the morphism
of G-modules

π : IUG (A) −→ A, f �−→
∑

g∈G/U

g · f (g−1).

Using (a) and the definition of the dualising module, we obtain that the dual of
the corestriction is the homomorphism

HomG(A, I ) −→ HomG(IUG (A), I )
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induced by π, which is identified, by Proposition 1.15, to the canonical injection
HomG(A, I ) → HomU (A, I ). �

Let now K be a p-adic field. We have seen (Theorem 8.11) that its Galois group
Γ := ΓK is of cohomological dimension 2 and that H 2(Γ, A) is finite for all finite
Γ -module A (Corollary 8.15). We can thus apply previous results with n = 2. The
next proposition calculates the dualising module of Γ .

Proposition 10.5 The dualising module I of Γ is canonically isomorphic to the
Γ -module μ = Q/Z(1) of roots of unity of K̄ ∗.

Proof Let n > 0, denote by In the kernel of the multiplication by n on I . For any
open subgroup U of Γ , I is also the dualising module of U (Proposition 10.4, a)
hence, by applying the definition of the dualising module:

HomU (μn, In) = HomU (μn, I ) � H 2(U,μn)
∗ � Z/nZ,

where the isomorphism comes from Proposition 8.13. Furthermore these isomor-
phisms are compatible with each other for various U by Proposition 10.4 (b) and
Theorem 8.9. Thus the group HomU (μn, In) is independent of U ; we obtain that
Hom(μn, In) � Z/nZ, and in addition the fact that Γ acts trivially on this group (by
taking U = Γ ) and that the isomorphisms for various n are compatible with each
other. Choose a generator fn of HomΓ (μn, In) corresponding to 1̄ ∈ Z/nZ. The
homomorphism fn is injective because it is of order n. It is also surjective, otherwise
there would exist an x in In which is not in its image, hence a homomorphism from
μn to In which is not in the subgroup generated by fn . Define f by f|μn = fn . We
thus obtain an isomorphism of Γ -modules from μ to I , using the functorial property
of the dualising module and the fact that in the isomorphism H 2(K ,μn) � Z/nZ of
Proposition 8.13, the map H 2(K ,μn) → H 2(K ,μm) induces the canonical injection
from Z/nZ to Z/mZ if m divides n. �

We deduce:

Theorem 10.6 Let K be a p-adic field. Then it is of strict cohomological
dimension 2.

Proof We use Proposition 5.14. Let U be an open subgroup of Γ . We then have
H 3(U, Z) = H 2(U, Q/Z) (Example 1.52). By Proposition 10.5, this last group is
the dual of HomU (Q/Z,μ). Let L/K be the finite extension corresponding to U .
Then the image of a homomorphism f : Q/Z → μ of U -modules is divisible and
contained in H 0(L ,μ). But L (which is a p-adic field) contains only finitely many
roots of unity by Theorem 7.18, hence H 0(L ,μ) is finite.We conclude that Im f = 0,
that is, HomU (Q/Z,μ) = 0, which finishes the proof. �

Remark 10.7 The same proof shows that if K is a local field of characteristic p > 0,
then scd�(K ) = 2 si � �= p.
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We conclude this paragraph with a topological remark:

Remark 10.8 The dual A∗ = Homc(A, Q/Z) of a topological group A behaves
well (it coincides with the classical Pontryagin dual) if A is profinite or discrete and
torsion (cf. Example 4.3).

However, for arbitrary abelian locally compact and completely disconnected
groups, the situation is more complicated. For example with our definition, the dual
of Z is Q/Z but that of Q/Z is Ẑ (which shows that to call A∗ the dual of A may be
dangerous!) Also, if

0 −→ A −→ B −→ C −→ 0

is a short exact sequence (the morphisms are assumed to be continuous) of locally
compact and completely disconnected abelian groups, the dual sequence

0 −→ C∗ −→ B∗ −→ A∗ −→ 0

is exact (cf. [19], Lemma2.4). Note though that this does not imply that the dual of
an injective continuous morphism between such groups is surjective. For example
Z → Zp is injective, but the dual morphism Qp/Zp → Q/Z is not surjective (the
problem is that the quotient Zp/Z is not Hausdorff, or that the morphism under
consideration is not strict. Thus we do not have a short exact sequence all of whose
three terms remain in the category under consideration).

10.2 The Local Duality Theorem

Let k be a field with absolute Galois group Γk = Gal(k̄/k). Let μ ⊂ k̄∗ be the multi-
plicative group consisting of all the roots of unity. For any finite Γk-module M whose
torsion is not divisible by Car k, we denote by

M ′ := HomZ(M, k̄∗) = Hom(M,μ)

its Cartier dual, which is a finite Γk-module for the action defined in Example 4.16,
(d). If M is n-torsion, we also have M ′ = Hom(M,μn). For a finite M , we can
identify (M ′)′ to M , but one should remember that it is not the case in general when
M is only assumed to be n-torsion (cf. Exercise 10.8).

We have a pairing of Γk-modules

M × M ′ −→ μ ⊂ k̄∗

which defines a cup-product.

Theorem 10.9 (Tate) Let K be a p-adic field with Galois group Γ , and M a finite
Γ -module. Then for i = 0, 1, 2, the cup-product
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Hi (Γ, M) × H 2−i (Γ, M ′) −→ H 2(K , K̄ ∗) = Q/Z

is a perfect duality of finite groups.

Proof The finiteness of all the groups has already been seen (Corollary 8.15). For
i = 2, the theorem states that the groups H 2(Γ, M) and H 0(Γ, M ′) are in per-
fect duality via the bilinear map (x, a) �→ x ∪ a from H 2(Γ, M) × H 0(Γ, M ′) to
H 2(Γ,μ) = Q/Z. This follows from Propositions 10.5 and 10.2. The case i = 0 is
symmetrical since (M ′)′ = M . To deal with the case i = 1, it is thus enough to show
that the homomorphism

H 1(Γ, M) −→ H 1(Γ, M ′)∗

induced by the cup-product is injective (since by applying the same result to M ′, we
will in addition obtain that the cardinality of the left-hand side group is at least that
of the right-hand side group). To do this, write an exact sequence

0 −→ M −→ B −→ C −→ 0

such that B and C are finite and the map H 1(Γ, M) → H 1(Γ, B) is zero. To find
such a B (cf. also exercise 4.7), we start by embedding M into the induced module
IΓ (M) (which is torsion), then we note that H 1(Γ, M) is finite (Corollary 8.15) and
that 0 = H 1(Γ, IΓ (M)) is the inductive limit of the H 1(Γ, F) for F finite contained
in IΓ (M), by Proposition 4.18.

By properties of compatibility of the cup-product with respect to exact sequences
(Proposition 2.28), we have an exact (up to sign) commutative diagram:

H 0(Γ, B) H 0(Γ,C) H 1(Γ, M) 0

H 2(Γ, B ′)∗ H 2(Γ,C ′)∗ H 1(Γ, M ′)∗.

By the case i = 0, the first two vertical arrows are isomorphisms (note the impor-
tance of having chosen B and C to be finite, cf. Exercise 10.8). We deduce the
injectivity of the third arrow by diagram chasing. �

Remark 10.10 For local fields of characteristic p, the theorem remains true (with
the same proof) provided one restricts to M whose torsion is prime to p. Otherwise
an analogous result (due to Shatz) is much more difficult (see [51], Chap.VI, or [39],
Sect. III.6), in particular because H 1(Γ, M) is not in general finite.

Also, there is a generalisation ofTheorem10.9 to the casewhere A is only assumed
to be of finite type over Z (in this case the situation is no longer symmetrical, the
Γ -module A′ is then the group of K̄ -points of a group of multiplicative type over
K ). See [49], Part. II, Sect. 5.8, as well as Theorem 16.26 and Exercise 16.3.
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10.3 The Euler–Poincaré Characteristic

Let K be a p-adic field with absolute Galois group Γ = Gal(K̄/K ). Let A be a finite
Γ -module. Let hi (A) be the cardinality of the finite group Hi (K , A) = Hi (Γ, A).

Definition 10.11 The Euler–Poincaré characteristic of A is the strictly positive
rational number

χ(A) := h0(A) · h2(A)

h1(A)
.

If 0 → A → B → C → 0 is an exact sequence of finite Γ -modules, then we
obtain χ(B) = χ(A).χ(C) using the long cohomology exact sequence. A theorem
of Tate ([49], Theorem5 p.109) yields the equality

χ(A) = 1/[OK : aOK ],

where a is the cardinality of A (in particular χ(A) depends only on a). The proof of
this theorem is long anduses subtle results from representation theory of finite groups.
We will thus only treat a simpler special case, which will suffice for applications to
unramified cohomology. The refined version of Tate’s theorem is on the other hand
indispensable if one wishes to prove the other of his duality theorems concerning
abelian varieties over local fields ([39], Part. I, Chap. 3).

Proposition 10.12 Assume that the cardinality a of A is prime to p. Thenχ(A) = 1.

Proof Let IK be the inertia group Gal(K̄/Knr). The quotient Γ/IK is isomorphic
to Ẑ and IK has a unique p-Sylow Ip which is normal in IK , such that the quotient
V := IK /Ip is isomorphic to Z′

p := ∏
� �=p Z� (cf. Example 7.15, b).

Lemma 10.13 The group Hi (IK , A) is finite for any i � 0 and trivial if i � 2.

Proof The case i = 0 is straightforward. We know (Theorem 8.11, b) that IK is of
cohomological dimension � 1 hence Hi (IK , A) = 0 for i � 2. On the other hand
Hi (Ip, A) = 0 for i � 1 by Theorem 1.48, since Ip is a pro-p-group and the cardi-
nality of A is prime to p. Thus H 1(IK , A) = H 1(V, AIp ) via the restriction–inflation
exact sequence and we are reduced to showing that H 1(V, AIp ) is finite. By decom-
posing the finite V -module AIp as a finite direct sum of its �-primary components
(for � prime different from p), we see (always using Theorem 1.48, and the inflation–
restriction exact sequence applied to the subgroup Zl of V ) that it remains to check
that H 1(Z�, B) is finite for any finite �-primary module B. Let W be an open sub-
group of Z� acting trivially on B. Then by the the inflation–restriction sequence it is
enough to see that H 1(W, B) is finite (as Z�/W is finite, hence so is H 1(Z�/W, B))
or in other words that Homc(W, B) is finite. But if B is of cardinality �m , then
Homc(W, B) = Hom(W/�mW, B) is finite since W/�mW is finite (the open sub-
group W of the profinite group Z� is of finite index in Z� and �mZ� is of finite index
in Z�; it is enough then to apply the five lemma). �
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Let us take up again the Proof of Proposition 10.12. The exact sequence of the
first terms of the Hochschild–Serre spectral sequence

Hi (Γ /IK , H j (IK , A)) =⇒ Hi+ j (Γ, A)

yields (taking into account the above results and the fact that cd Ẑ = 1):

H 0(K , A) = H 0(Ẑ, H 0(IK , A)); H 2(K , A) = H 1(Ẑ, H 1(IK , A))

and an exact sequence

0 −→ H 1(Ẑ, H 0(IK , A)) −→ H 1(K , A) −→ H 0(Ẑ, H 1(IK , A)) −→ 0.

To conclude, it is enough to apply the following lemma (cf. also Exercise 5.3) to the
finite Ẑ-modules H 0(IK , A) and H 1(IK , A).

Lemma 10.14 Let M be a finite Ẑ-module. Then H 0(Ẑ, M) and H 1(Ẑ, M) are finite
of the same cardinality.

Proof of the Lemma The canonical topological generator 1 of Ẑ induces an auto-
morphism F of M . Let s = mn, where n and m are two integers chosen so that the
mth power Fm of F acts trivially on M and M = M[n]. Then we can see M as a
Z/s-module and the norm NZ/s : M → M is the zero map since for any x in M , we
have

NZ/s(x) = (1 + F + · · · + Fmn−1)x = n(1 + F + · · · + Fm−1) · x = 0.

Then H 0(Ẑ, M) is the kernel of the endomorphism F − 1 of M , while H 1(Ẑ, M) is
the inductive limit over i of the H 1(Z/ i, MFi

), where MFi
is the submodule of M

consisting of elements fixed by Fi . By definition of an inductive limit, we can restrict
ourselves to i which are multiples of s, so that H 1(Ẑ, M) is simply the inductive
limit for i multiple of s of the H 1(Z/ i, M). But H 1(Z/ i, M) = Ĥ−1(Z/ i, M) (The-
orem 2.16) is the cokernel of F − 1 since NZ/ i is zero for i multiple of s, whence
the result. �

10.4 Unramified Cohomology

Definition 10.15 Let A be a Γ -module. We call A unramified if the group IK =
Gal(K̄/Knr) acts trivially on A. In this case, we define the groups Hi

nr(K , A) :=
Hi (Gal(Knr/K ), A).

Proposition 10.16 Let A be a finite and unramified Γ -module. Then we have
the equalities H 0

nr(K , A) = H 0(K , A) and Hi
nr(K , A) = 0 for i � 2. The group
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H 1
nr(K , A) identifies with a subgroup of H 1(K , A) and its cardinality is that of

H 0(K , A).

Proof The assertion about H 0 is straightforward. The assertion about the Hi for
i � 2 follows from the fact that cd(Ẑ) = 1. Lastly, the assertion about H 1 comes
from the restriction–inflation exact sequence and Lemma 10.14 applied to A. �

Theorem 10.17 Let A be a finite unramified Γ -module, of order prime to p. Then
its dual A′ has the same properties. Furthermore, in the duality between H 1(K , A)

and H 1(K , A′), each of the subgroups H 1
nr(K , A) and H 1

nr(K , A′) is the orthogonal
of the other.

Proof Let μ be the Γ -module of roots of unity in K̄ ∗ (it is the dualising module of
Γ ) and let μ̄ be the submodule consisting of elements of order prime to p. As the
nth roots of unity for n prime to p are in Knr, the Γ -module μ̄ is unramified, which
immediately implies that A′ = Hom(A, μ̄) is unramified. The cup-product

H 1
nr(K , A) × H 1

nr(K , A′) −→ H 2(k,μ)

factors throughH 2
nr(k, μ̄)which is zero,which implies thatH 1

nr(K , A) andH 1
nr(K , A′)

are orthogonal. To conclude, it is enough to show that the cardinality h1(A′)
of H 1(K , A′) is the product h1nr(A) · h1nr(A′) of cardinalities of H 1

nr(K , A) and
H 1

nr(K , A′). Indeed, this will imply that the homomorphism

H 1
nr(K , A) −→ (H 1(K , A′)/H 1

nr(K , A′))∗

induced by the local duality is an isomorphism (we know already that this homomor-
phism is injective by Theorem 10.9). But h1nr(A) = h0(A) and h1nr(A

′) = h0(A′) =
h2(A) by Proposition 10.16 and Theorem 10.9. The last theorem also implies that
h1(A) = h1(A′). The result then follows from Proposition 10.12. �

Remark 10.18 Proposition 10.12, Definition 10.15, and Theorem 10.17 extend
immediately, mutatis mutandis, to the case of a local field characteristic p > 0 and a
module A of cardinality prime to p. Furthermore, Milne proved these results under
much weaker assumptions, see [39], Chap. III.1 and III.7.

Example 10.19 Let K be a p-adic field with absolute Galois group Γ and inertia
group IK = Gal(K̄/Knr). Let Onr

K be the ring of integers of Knr. Then, for n prime
to p, the Γ -module μn is unramified. Hensel lemma (applied to finite unramified
extensions of K ) provides an exact sequence

0 −→ μn −→ Onr∗
K

· n−−−→ Onr∗
K −→ 0,

hence we deduce an exact sequence of Γ/IK = Gal(Knr/K )-modules:

0 −→ O∗
K /O∗n

K −→ H 1((Γ /IK ),μn) −→ H 1((Γ /IK ),Onr∗
K ),
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with H 1((Γ /IK ),μn) = H 1
nr(K ,μn). By passing to the limit in Proposition 8.3, we

obtain H 1((Γ /IK ),Onr∗
K ) = 0, hence finally

H 1
nr(K ,μn) � O∗

K /O∗n
K .

The result also holds (with the same proof) for a local field of characteristic p.

10.5 From the Duality Theorem to the Existence Theorem

In this paragraph, we will see a proof of the existence theorem for p-adic fields.
The final argument does not use Kummer extensions as in Sect. 9.2, but rests on the
local Tate duality (of which we have given a proof resting on the calculation of the
dualising module).

We first recover, using the local duality a statement which had been seen as a
consequence of the existence theorem (Corollary 9.15).

Theorem 10.20 Let K be a p-adic field with absolute Galois group Γ . The reci-
procity map ωK : K ∗ → Γ ab induces an isomorphism

(K ∗)∧ = lim←−
n∈N∗

(K ∗/K ∗n) � Γ ab.

Thus Γ ab is isomorphic (not canonically) to Ẑ ×UK .

Note that the profinite completion (K ∗)∧ of K ∗ is the projective limit of the
K ∗/K ∗n since they are finite (Proposition 8.13) and furthermore the subgroups K ∗n
form a cofinal family among the finite index subgroups of K ∗ (indeed, if U and V
are two such subgroups, then U ∩ V is also one, hence U ∩ V contains K ∗n for a
certain n > 0).

Proof Let n > 0. The reciprocity map induces a map

ωn : K ∗/K ∗n = H 1(K ,μn) −→ Γ ab/n = H 1(K , Z/n)∗

which, by Corollary 9.6 (b), is the map induced by the cup-product

H 1(K ,μn) × H 1(K , Z/n) −→ H 2(K ,μn) � Z/n ↪−→ Q/Z,

that is, the isomorphism given by the local Tate duality. We conclude by passing to
the projective limit on n. �

Remark 10.21 Theorem 10.20 also holds for a finite extension of Fp((t)) provided
we limit ourselves to the completion of K ∗ for the topology defined by the open
subgroups of finite index.
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This can for example be deduced from the Shatz duality theorem or from the
results of the next chapter.

Theorem 10.22 (existence theorem) Let K be a p-adic field with fixed algebraic
closure K̄ . We consider a subgroupU of finite index of K ∗. Then there exists a unique
finite abelian extension L ⊂ K̄ of K such that U = NL/K L∗.

Proof As we have seen at the beginning of the first proof (cf. Theorem 9.13), it is
enough to show that if n>0 is an integer, then K ∗n is of the form NL/K L∗ for some
finite abelian extension L of K . As the subgroup nΓ ab of Γ ab is compact (image of
a compact set by a continuous map), it is a closed subgroup of Γ ab. Theorem 10.20
says that the reciprocity map induces an isomorphism of the finite group K ∗/K ∗n
with Γ ab/n. This implies that nΓ ab is closed of finite index in Γ ab. It is thus (by
infinite Galois theory) of the form Gal(K̄/L), where L is a finite abelian extension
of K , hence Γ ab/n = Gal(L/K ). This implies that K ∗n is the kernel of reciprocity
map ωL/K : K ∗ → Gal(L/K ), and hence K ∗n = NL/K L∗ by Theorem 9.2. �

Remark 10.23 The difference from the method of Chap.9 is just the way we are
showing that K ∗n is the kernel of a reciprocity map ωL/K : K ∗ → Gal(L/K ) (it
involves the local duality theorem). We also know that all subgroups NL/K L∗ are
closed (Lemma 9.9, c).

Note also that if n is divisible by p, this method does not work in the case of
a local field of characteristic p. In the next chapter we will see a uniform method
allowing to obtain the existence theorem in this case.

10.6 Exercises

Exercise 10.1 Using Exercise 5.5, recover the fact that a p-adic field K satisfies
scd(K ) = 2.

Exercise 10.2 Let K be a p-adic field with absolute Galois group Γ . Let M a Γ -
module which is free when seen as an abelian group. Assume that M is unramified.

(a) Show that H 1
nr(K , M) is equal to H 1(K , M).

(b) Give an example where H 2
nr(K , M) is non-trivial and show that we have an exact

sequence
0 −→ H 2

nr(K , M) −→ H 2(K , M) −→ (I ∗
K )r ,

where IK is the inertia group of K , I ∗
K denotes the dual of the profinite group

IK , and r is the rank of M as a Z-module.

Exercise 10.3 Let p an odd prime number.

(a) Show that the only solution to the equation x p =1 in Qp is x=1.
(b) Show that H 2(Qp, Z/pZ) = 0. Does this result remain valid if we replaceZ/pZ

by the Galois module μp of pth roots of unity in Qp?
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(c) Give an example of a p-adic field K such that H 2(K , Z/pZ) is non-trivial.
(d) Let K be a p-adic field. Can lim−→n�1

H 2(K , Z/pnZ) be non-trivial?

Exercise 10.4 Let p be a prime number and let K be a p-adic field with absolute
Galois group GK = Gal(K̄/K ). Let K (p) be the maximal p-extension of K : by
definition this means that the Galois group GK (p) := Gal(K (p)/K ) is the largest
quotient of GK which is a pro-p-group.

We will admit the following result (cf. Exercise 8.2): for any p-primary torsion
GK (p)-module A and any i � 0, the inflation homomorphism

Hi (GK (p), A) −→ Hi (GK , A)

is an isomorphism.

(a) To begin with, assume that K does not contain a primitive pth root of 1. Show
that H 2(GK (p), Z/pZ) = 0, and deduce the p-cohomological dimension of
GK (p).
Compute, depending on the integer N = [K : Qp], the dimension of the Z/pZ-
vector space H 1(GK (p), Z/pZ) (first compute F/pF , where F is the torsion
subgroup of the group of units UK of K ).

(b) We suppose now that the field K contains all the pth roots of 1. Show that
the cohomological p-dimension of GK (p) is 2. What is (depending on N ) the
dimension of the Z/pZ-vector space H 1(GK (p), Z/pZ)?

Exercise 10.5 Let K be a p-adic field. Let A be anabelian variety over K . Forn > 0,
let An be the subgroup of A(K̄ ) consisting of the elements of n-torsion. Recall the
following facts: the multiplication by n on A(K̄ ) is surjective; the Galois module An

is the dual (this follows from the properties of theWeil pairing) of A′
n , where A

′ is the
dual abelian variety of A. The transpose of the inclusion Am → An for m dividing
n is the multiplication by n/m from A′

n to A′
m . Furthermore A(K ) = H 0(K , A(K̄ ))

is a p-adic compact Lie group (which in particular implies that it is isomorphic—as
a topological group—to the product of a finite group and of ZN

p for some N ).

(a) Show that H 2(K , A) = lim−→n
H 2(K , An).

(b) Show that the torsion subgroup of A′(K ) is finite.
(c) Deduce that H 2(K , A) = 0.

Exercise 10.6 Let G be the profinite group Ẑ, which is of cohomological dimen-
sion 1. Compute the dualising module of G (use Exercise 5.3).

Exercise 10.7 Let G be a profinite group with cd(G) = n, satisfying the assump-
tions of Theorem 10.1. Let I be the dualising module of G and let A be a finite
G-module. Show that the group HomZ(A, I ) is the inductive limit of the duals of
the Hn(H, A) for H ranging through the set of open subgroups of G, the transition
maps being the transposes of the corestrictions.
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Exercise 10.8 (suggested by Riou) Let K be a p-adic field with absolute Galois
group Γ . Let � be a prime number. We consider the �-torsion Γ -module A =⊕

N Z/�Z (infinite countable direct sum of the Z/�Z with a trivial action of Γ ).

(a) What is the dual A′ = Hom(A,μ�) of A?
(b) Show that for any integer n > 0, there exists a Γ -module B and a split exact

sequence of Γ -modules

0 −→
n∏

i=1

μl −→ A′ −→ B −→ 0.

(c) Show that the canonical injection A → (A′)′ is not an isomorphism.
(d) Show that H 2(Γ, A′) is a Z/�Z-vector space of infinite dimension and that A is

countable.
(e) Show that the map H 0(Γ, A) → H 2(Γ, A′)∗ induced by the cup-product

H 0(Γ, A) × H 2(Γ, A′) → H 2(Γ,μ�) � Z/�Z is not an isomorphism, despite
the fact that A′ is �-torsion.



Chapter 11
Local Class Field Theory: Lubin–Tate
Theory

The aim of this chapter (which can be read independently of the preceding one) is to
give an explicit description, using formal groups, of the maximal abelian extension
of a local field. This, in particular, will allow us to give an easy proof (and valid for
any characteristic) of the existence theorem (already proved in the p-adic case in
Sects. 9.2 and 10.5 using slightly different approaches). Furthermore we will obtain
explicit formulas to compute local symbols (a, L/K ) := ωL/K (a)when a ∈ K ∗ and
L is an abelian extension of a local field K . These formulas will also be useful for
the global class field theory.

In what follows, K denotes a local field (i.e., complete for a discrete valuation,
with a finite residue field) with ring of integers OK . Set also UK = O∗

K and let mK

be the maximal ideal of OK .

11.1 Formal Groups

The multiplicative group law on U 1
K := 1 + mK corresponds to the additive group

lawonmK given by (X,Y ) �→ X + Y + XY . This observation justifies the following
definition.

Definition 11.1 Let A be a commutative ring. Let F ∈ A[[X,Y ]] be a formal series
in two variables. We say that F is a commutative formal group law if the following
properties hold:

(a) (associativity) F(X, F(Y, Z)) = F(F(X,Y ), Z);
(b) (identity) F(0,Y ) = Y and F(X, 0) = X ;
(c) (symmetry) there exists a unique G(X) ∈ A[[X ]] such that:

F(X,G(X)) = 0 ;

(d) (commutativity) F(X,Y ) = F(Y, X);
(e) F(X,Y ) ≡ X + Y (mod deg 2).
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(Two formal series are congruent modulo deg n if they have the same terms of
degree < n. One can check that (c) and (e) can be deduced from the three other
properties. Recall also that if n is a positive integer, we can substitute a family of n
formal series without constant terms in any formal series in n variables.)

If we set A = OK , we can then define x � y := F(x, y) for x, y in mK , which
turns mK into a commutative group that we will denote F(mK ). Similarly, we can
define the group F(mL) (which can also be seen “concretely” as a subset of L) for any
finite extension L of K , and even for any algebraic extension by passing to the limit.
The case of 1 + mK corresponds to the formal group law F(X,Y ) = X + Y + XY .

Remark 11.2 The above definition corresponds to formal group laws of dimen-
sion 1. More generally, we have a formal group law of dimension n (i.e., involving
a family of n formal series in 2n variables) associated to any commutative group
scheme of dimension n: the law is defined from coordinates, by taking the origin
as the neutral element. This in particular applies to abelian schemes, for example
elliptic curves over a field, to which are associated formal group laws in the sense of
Definition11.1.

Let now κ be the residue field of the local field K and let q be the cardinality
of κ. Fix a uniformiser π of K . LetFπ be the set of formal series f ∈ A[[X ]] such that
f (X) ≡ πX mod deg 2 and f (X) ≡ Xq mod π (the second condition means that
f (X) − Xq is divisible by π in A[[X ]]). We can take for example f (X) = πX + Xq ,
or f (X) = (1 + X)p − 1 over K = Qp.

Theorem 11.3 Let f ∈ Fπ . Then there exists a unique formal group law Ff ∈
A[[X,Y ]] such that

f (Ff (X,Y )) = Ff ( f (X), f (Y ))

(in other words, f is an endomorphism for the law Ff ). We say that F f is the
Lubin–Tate formal group law associated to f and π.

The proof is based on the following proposition.

Proposition 11.4 Let f, g ∈ Fπ. Let n ∈ N∗ and let φ1(X1, . . . , Xn) a linear form
in n variables with coefficients in A. Then there exists a unique formal series φ ∈
A[[X1, . . . , Xn]] satisfying:

(a) φ ≡ φ1 mod deg 2 ;
(b) f (φ(X1, . . . , Xn)) = φ(g(X1), . . . , g(Xn)).

(we will denote by (g, g, . . . , g) the family (g(X1), . . . , g(Xn)), and by φ ◦ g the
formal series in n variables φ ◦ (g, g, . . . , g) := φ(g(X1), . . . , g(Xn)).)

Proof We construct φ by successive approximation: we will prove by induction on
r � 1 that, for any r � 1, there exists a formal series φ(r) ∈ A[[X1, . . . , Xn]], unique
modulo deg(r + 1), satisfying (a), and also (b) modulo deg(r + 1). This yields, as
a unique solution to the problem, the formal series φ defined by φ ≡ φ(r) modulo
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deg(r + 1) for any r � 1. In particular, note that φ(r+1) − φ(r) should be congruent
to 0 mod deg(r + 1).

We start by taking φ(1) = φ1 (and it is unique modulo deg 2 by a). Assume that
φ(i) has been constructed for i � r , and let φi = φ(i) − φ(i−1) (with the convention
φ(0) = 0), so that we have φ1 + · · · + φr = φ(r). Condition (b) yields f ◦ φ(r)=φ(r) ◦
g mod deg(r + 1), where we have, for simplicity, written g instead of (g, g, . . . , g).
We are then looking for φ(r+1) of the form φ(r+1) = φ(r) + φr+1, and as we have
seen φr+1 is congruent to 0 modulo deg(r + 1). We have

f ◦ φ(r) ≡ φ(r) ◦ g + Er+1 mod deg(r + 2)

with Er+1 ≡ 0 mod deg(r + 1), and we need to deal with the error term Er+1. As
the degree 1 term of f (its derivative at 0) is π and φr+1 is congruent to 0 modulo
deg(r + 1), we obtain

f ◦ φ(r+1) ≡ f ◦ φ(r) + πφr+1 mod deg(r + 2)

and similarly

φ(r) ◦ g + φr+1 ◦ g ≡ φ(r) ◦ g + πr+1φr+1 mod deg(r + 2)

hence

f ◦ φ(r+1) − φ(r+1) ◦ g ≡ f ◦ φ(r) + πφr+1 − (φ(r) ◦ g + φr+1 ◦ g)

≡ Er+1 + (π − πr+1)φr+1 mod deg(r + 2).

We see that the unique solution is

φr+1 = −Er+1/π(1 − πr )

and we just need to check that φr+1 has coefficients in A, or that Er+1 is divisible by
π. As for φ ∈ Fq [[X ]] we have φ(Xq) = (φ(X))q and f (X) ≡ g(X) ≡ Xq mod π,
we have:

f ◦ φ(r) − φ(r) ◦ g ≡ (φ(r)(X))q − φ(r)(Xq) ≡ 0 mod π,

which concludes the proof of the proposition. �

Proof of Theorem 11.3 We apply last proposition taking for Ff (X,Y ) the unique
solution of Ff (X,Y ) ≡ X + Y mod deg 2 and f ◦ Ff = Ff ◦ ( f, f ). To check the
formal group axioms, we use the uniqueness in the proposition: for example for (a),
we note that Ff (Ff (X,Y ), Z) and Ff (X, Ff (Y, Z)) are both solutions of
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{
H(X,Y, Z) = X + Y + Z mod deg 2

H( f (X), f (Y ), f (Z)) = f (H(X,Y, Z)). �
Proposition 11.5 Let f ∈ Fπ . Let F f be the formal group law associated to f as
in Theorem11.3. Then for any a of A = OK , there exists a unique formal series
[a] f ∈ A[[X ]] satisfying: [a] f ◦ f = f ◦ [a] f and [a] f ≡ aX mod deg 2. Further-
more, [a] f is an endomorphism for the formal group law Ff . In particular, [1] f is
the identity and [π] f = f .

Proof For f, g in Fπ , we define [a] f,g(T ) ∈ A[[T ]] as the unique formal series
(cf. Proposition11.4) satisfying [a] f,g(T ) ≡ aT mod deg 2 and f ([a] f,g(T )) =
[a] f,g(g(T )). Let [a] f = [a] f, f . Then the uniqueness in Proposition11.4 yields the
equality

Ff ([a] f,g(X), [a] f,g(Y )) = [a] f,g(Fg(X,Y )).

Indeed, each member of this equality is a formal series H(X,Y ) ∈ A[[X,Y ]], con-
gruent to aX + aY mod deg 2, and satisfying H(g(X), g(Y )) = f (H(X,Y )). This
then means that [a] f,g is a homomorphism of formal groups from Fg to Ff , and in
particular [a] f is an endomorphism of Ff . The two desired properties follow from
definition of [a] f, f . The uniqueness is clear, again by Proposition11.4. �
Proposition 11.6 The map a �→ [a] f is an injective ring homomorphism from A to
End(Ff ).

Proof As in the previous proposition, we show that

[a + b] f,g(T ) = Ff ([a] f,g(T ), [b] f,g(T ))

and
[ab] f,h(T ) = ([a] f,g ◦ [b]g,h)(T ). (11.1)

For example, the twomembers of the first equality are congruent to aT + bT mod
deg 2 and are solutions of the equation f (H(T )) = H(g(T )). By taking f = g = h
we obtain that a �→ [a] f is a ring homomorphism from A to End(Ff ). It is injective
since the term of degree 1 of [a] f is aX . �
Remark 11.7 To define a ring homomorphism from A to End(Ff ) as above, can be
expressed by saying that we endow Ff with a structure of formal A-module. Thus, if
L is an algebraic extension of K , then Ff (mL) (defined as the union of the Ff (mL ′)

for every finite extension L ′ of K contained in L) is endowed with a structure of an
A-module.

Proposition 11.8 Let f, g ∈ Fπ. Then the group laws Ff and Fg associated to f
and g, respectively, are isomorphic.

Proof By definition of [a] f , we have [1] f (T ) = T . We deduce, using (11.1), that if
a is in A∗, then [a] f,g is invertible with inverse [a−1]g, f , and [a] f,g thus induces an
isomorphism from Fg to Ff . �



11.2 Change of the Uniformiser 149

11.2 Change of the Uniformiser

We have seen in the last paragraph that a change of the element f in Fπ produces
isomorphic formal group laws. This is no longer true if we change the uniformiser π
of A := OK . We will nevertheless see that we find isomorphic laws provided we rise
to the ring of integers Ânr := OK̂nr

of the completion K̂nr of the maximal unramified
extension Knr of K . As usual we denote by UK̂nr

the multiplicative group Â∗
nr and κ

the algebraic closure of κ. Thus κ is the residue field of the ring of integers of K̂nr.
One denotes by σ the continuous extension of the Frobenius (cf. Example7.15, b)
to K̂nr.

If x ∈ K̂nr, we denote by σx the transform of x by σ, and similarly if θ ∈ K̂nr[[X ]]
is a formal series, we denote σθ the formal series obtained by applying σ to all the
coefficients of θ. We also set τx = σ(x)/x for any x in K̂ ∗

nr.

Lemma 11.9 Let c ∈ Ânr (resp. c ∈ UK̂nr
). Then the equation σx − x = c (resp.

τx = c) has a solution in Ânr (resp. in UK̂nr
).

Furthermore, if x is an element of Ânr satisfying σx = x, then x ∈ A.

Proof Note that the uniformiser π remains of valuation 1 in K̂nr, hence we have
(Theorem7.18, a), valid without the finiteness assumption on the residue field)
σ-equivariant isomorphisms of the multiplicative group UK̂nr

/U 1
K̂nr

with κ∗, and
also of Un

K̂nr
/Un+1

K̂nr
with κ for n � 1. Let c ∈ UK̂nr

with image c in κ∗. The equa-
tion σx = x · c has a solution in κ∗ because it is written xq = x · c (where q is the
cardinality of κ) and κ is algebraically closed. This allows us to write c = τx1 · a1
with x1 ∈ UK̂nr

and a1 ∈ U 1
K̂nr

. By induction we can write c = τ(x1 · · · xn) · an with

xi ∈ Ui−1
K̂nr

and an ∈ Un
K̂nr

; hence c = τx , where x is the infinite product of the xi
(which converges by completeness UK̂nr

, since its general term goes to 1). The case
of the equation σx − x = c in Ânr is similar, via the isomorphisms x �→ x/πn (mod-
ulo mK̂nr

) of the additive group mn
K̂nr

/mn+1
K̂nr

on κ.

If now x ∈ Ânr satisfies σx = x , we show by induction on n > 0 that x can be
written as x = xn + πn yn with xn ∈ A and yn ∈ Ânr: for n = 1, the property σx = x
shows that the image x of x in κ is in κ, hence x is written as x = x1 + πy1 with
x1 ∈ A and y1 ∈ Ânr. It is then enough to apply the same reasoning to yn instead of
x . Then x is the limit of the xn , hence remains in A since A is complete. �

Lemma 11.10 Let π and ω be two uniformisers of K , let ω = u · π with u ∈ UK .
Let f ∈ Fπ and g ∈ Fω . Let H ∈ A[[X ]] be the unique formal series congruent to
uX mod deg 2, and satisfying f ◦ H = H ◦ f . Then there exists ε ∈ UK̂nr

and a
formal series φ(X) ∈ Ânr[[X ]], congruent to εX mod 2, such that:

(a) σφ = φ ◦ H ;
(b) σφ ◦ f = g ◦ φ.

Proof The first step is to find a formal series α(X) satisfying the condition (a). We
obtain it as a limit of the sequence of polynomials αr (x) = ∑r

i=1 ai X
i in Ânr[X ],

satisfying
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σαr (X) − αr (H(X)) ≡ cr+1X
r+1 mod deg(r + 2),

with cr+1 ∈ Ânr. For r = 1, this just means that u = τa1, which has a solution a1 = ε
in UK̂nr

by Lemma11.9. Assume that αr is constructed and let

αr+1(X) = αr (X) + ar+1X
r+1

with ar+1 = a · εr+1, where a ∈ Ânr is a solution of σa − a = −cr+1/(εu)r+1 (such
a solution exists by loc. cit.). As σε = εu, we obtain

σar+1 − ar+1u
r+1 = (σa − a) · (εu)r+1 = −cr+1

hence we deduce

σαr+1(X) − αr+1(H(X)) ≡ (cr+1 + (σar+1 − ar+1u
r+1))Xr+1 ≡ 0

modulo deg(r + 2), as desired.
Observe now that any formal series of type φ = β ◦ α with β ∈ A[[X ]] and

β ≡ X mod deg 2 again satisfies condition (a), since we then have

σφ = σ(β ◦ α) = σβ ◦ σα = β ◦ α ◦ H = φ ◦ H.

We now need to choose β such that φ also satisfies (b). To do this, let

h = σα ◦ f ◦ α−1 = α ◦ H ◦ f ◦ α−1,

where α−1 is the formal series without constant term, inverse (for the composition of
formal series) of α (well defined since α(X) ≡ εX mod deg 2 since ε is invertible).
We are looking for β such that g ◦ β = β ◦ h, which will imply

g ◦ φ = g ◦ β ◦ α = β ◦ h ◦ α = β ◦ σα ◦ f = σφ ◦ f

as desired.
Recall that we have σα = α ◦ H , and hence α−1 = H ◦ σα−1. First observe that

σh = σα ◦ H ◦ f ◦ σα−1 = σα ◦ f ◦ H ◦ σα−1 = (σα ◦ f ) ◦ α−1 = h

hence h ∈ A[[X ]] by Lemma11.9. On the other hand, h(X) ≡ σεπε−1X ≡ uπX ≡
ωX mod deg 2, and

h(X) ≡ σα( f (α−1(X)) ≡ σα(α−1(X)q) ≡ σα(σα−1(Xq)) ≡ Xq mod π

(observe that modulo π, the Frobenius σ acts as raising to the qth power and that
σ(α−1) = (σα)−1). We then define β = ∑

i�1 bi X
i as the limit of polynomials βr of
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degree � r , that we construct by induction to verify

g(βr (X)) − βr (h(X)) ≡ cr+1X
r+1 mod Xr+2,

with cr+1 ∈ A, whichwill give g ◦ β = β ◦ h. Bywhat precedes, we can take b1 = 1.
One notes that cr+1 is zero mod π since

g(βr (X)) ≡ βr (X)q ≡ βr (X
q) ≡ βr (h(X)) mod π.

We then set βr+1(X) = βr (X) + br+1Xr+1 with

br+1 = −cr+1/(ω − ωr+1),

which is in A. Then

g(βr+1(X)) − βr+1(h(X)) ≡ (cr+1 + (ω − ωr+1)br+1)X
r+1 ≡ 0 mod deg(r + 2)

as desired. This finishes the induction. �

Proposition 11.11 Let π and ω = u · π be two uniformisers of K . Let f ∈ Fπ and
g ∈ Fω . Then there exists ε ∈ UK̂nr

and φ ∈ Ânr[[X ]] with φ(X) ≡ εX mod 2, such
that:

(a) σφ = φ ◦ [u] f ;
(b) φ ◦ Ff = Fg ◦ (φ,φ);
(c) φ ◦ [a] f = [a]g ◦ φ for any a ∈ OK .
In particular, φ is an isomorphism of A-modules from Ff to Fg .

Proof We apply Lemma11.10 to H := [u] f (see Proposition11.5). We obtain φ ∈
Ânr[[X ]] with φ(X) ≡ εX mod 2 and ε ∈ UK̂nr

, already satisfying σφ = φ ◦ [u] f and
σφ ◦ f = g ◦ φ. Let us for example prove (b) (the proof of (c) is analogous). Let
φ−1 ∈ Ânr[[X ]] be the formal series without constant term, inverse of φ (which exists
since φ(0) = 0 and φ′(0) is invertible). Let G(X,Y ) = φ(Ff (φ

−1(X),φ−1(Y )). We
need to show that G = Fg. But G(X,Y ) ≡ X + Y mod deg 2, we also have G ∈
A[[X,Y ]] since we have G = φ ◦ Ff ◦ φ−1 hence

σG = σφ ◦ Ff ◦ σφ−1 = φ ◦ [u] f ◦ Ff ◦ [u]−1
f ◦ φ−1 = G

(Recall that [u] f commutes with Ff ). It remains (using the uniqueness in Proposi-
tion11.4) to check that g ◦ G = G ◦ g. But

g ◦ G = g ◦ φ ◦ Ff ◦ φ−1 = σφ ◦ f ◦ Ff ◦ φ−1

= σφ ◦ Ff ◦ σφ−1 ◦ g = σG ◦ g = G ◦ g

(indeed, f commutes with Ff , and G ∈ A[[X,Y ]] gives σG = G). �
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11.3 Fields Associated to Torsion Points

In this chapter, we fix a separable closure K of K . All algebraic separable extensions
of K under consideration are assumed to be contained in K . We let A = OK be the
ring of integers of K and we set UK = A∗. For any n > 0, we have a multiplicative
subgroup Un

K of UK , consisting of elements x such that v(1 − x) � n.
Let π be a uniformiser of K and f ∈ Fπ . We have previously defined the formal

group (and even A-module) law Ff , and hence we can consider (cf. Remark11.7)
the A-module Ff (mK ).

Let En
f be the kernel of the endomorphism [πn] f . It is thus aπn-torsion submodule

of Ff (mK ) and E f := ⋃
n E

n
f is the torsion submodule of Ff (mK ).We can also view

Ff (mK ) and E f as subsets of K .
Let also Kn

π = K (En
f ) and Kπ = ⋃

n K (En
f ). Note that, by Proposition11.8 these

extensions do not depend on the choice f . Indeed we additionally have that an
isomorphism between formal group laws acts on mK by x �→ F(x), where F ∈
A[[X ]]; but for x ∈ mK , such an F(x) remains in the field K (x) generated by K
and x (F(x) is a limit of elements of K (x), which is closed in K as it is a finite-
dimensional vector space over K ).

Each extension K (En
f ) is Galois over K since the conjugates over K of each

element of En
f remain in En

f , by definition of E
n
f asπn-torsion submodule of Ff (mK ):

indeed, πn acts via the formal series [πn] f , which has coefficient in K . The Galois
groupGπ := Gal(Kπ/K ) is the projective limit ofGπ,n := Gal(K (En

f )/K ).We then
obtain a homomorphism Gπ → AutA(E f ) by making Gπ act on torsion points of
Ff (mK ).

Recall also that the composite of two abelian extensions is an abelian extension.
This follows from the fact that if H and H ′ are two normal subgroups of a group G
with G/H and G/H ′ abelian, then G/(H ∩ H ′) is abelian.

Lemma 11.12 There exists an isomorphism of A-modules from E f to K/A. In
particular, the group AutA(E f ) is isomorphic to A∗.

Proof By Proposition11.8, we are free to take any f in Fπ . Let f = πX + Xq ,
where q is the cardinality of the residue field κ of A = OK . We have [π] f = f by
Proposition11.5, hence En

f is the set of roots of the nth iterated fn of f . Note that

for any α ∈ mK , the equation f (x) = α has q distinct roots in K (the polynomial
f − α is separable) and its solutions remain of > 0 valuation, hence these solutions
belong to mK . Thus the A-module Ff (mK ) is divisible (the multiplication by π is
surjective), hence also its torsion submodule E f . In particular, as A is a principal
ideal domain and its only irreducible (up to a unit) element is π, the A-module E f is
isomorphic to a direct sum of copies of K/A ([8], Sect. 2, Exer. 3). But as E1

f (which
is the π-torsion subgroup of the A-module E f ) has exactly q elements (the roots of
f ), the only possibility is that E f is isomorphic to K/A. �
Theorem 11.13 (a) The composedmorphismΦ : Gπ → AutA(E f ) 
 A∗ is an iso-
morphism, which transforms the filtration of Gπ by subgroups Gal(Kπ/Kn

π ) into a
filtration of A∗ = UK by subgroupsUn

K . In particular, the extension Kπ/K is abelian.
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(b) For any n > 0, the uniformiser π is a norm of the extension Kn
π/K.

Proof (a) Let f and fn be as in the proof of Lemma11.12. Let τ ∈ Gπ . It induces
an automorphism of the A-module E f . This automorphism (by Lemma11.12) is
the multiplication by an element of A∗ = UK . We thus obtain a homomorphism
Φ : Gπ → UK , which is injective by definition of Kπ . It remains to check that Φ is
surjective. Note that Φ induces an injective map Φn : Gal(Kn

π/K ) → UK /Un
K since

En
f corresponds to the πn-torsion subgroup 1

πn OK /OK of K/A = K/OK , on which

Un
K acts trivially. Let α ∈ En

f \ En−1
f and let h = fn/ fn−1. As f/X = Xq−1 + π, we

have
h = f ( fn−1)/ fn−1 = ( fn−1(X))q−1 + π,

which shows that h is of degree qn − qn−1 and is irreducible since it is an Eisenstein
polynomial (cf. Example7.12). As α is a root of h, the degree [K (α) : K ] is that
of h (since h is the minimal polynomial of α). We thus obtain that the cardinality
of Gal(Kn

π/K ) is at least qn − qn−1, which is the cardinality of UK /Un
K (indeed,

UK /U 1
K is isomorphic to κ∗, and the quotientsUi

K /Ui+1
K for i > 0 are isomorphic to

κ, by Theorem7.18). This implies that Φn is an isomorphism and K (α) = Kn
π . By

passing to the limit, we obtain that Gπ is isomorphic to UK via Φ.
(b) Let α be as above, we have Kn

π = K (α) and the polynomial h constructed in
(a) is the minimal polynomial of α. Its constant term is π, which implies that π is
the norm of −α for the extension Kn

π/K . �

11.4 Computation of the Reciprocity Map

In the last paragraph, we have defined an abelian extension Kπ of K associated to
a uniformiser π of A = OK . It was constructed using the formal group of Lubin–
Tate associated to π. The extension Kπ depends on the choice of the uniformiser π.
Nevertheless, we have:

Proposition 11.14 Let π and ω be two uniformisers of K . Let Lπ = Knr · Kπ and
Lω = Knr · Kω . Then Lπ = Lω .

Note that this result is easier if we assume the existence theorem (cf. [40], where
the existence theorem is proved directly in characteristic zero by the classical method
of Kummer extensions, the method that we have seen in Sect. 9.2). The approach that
we follow here is that of Serre ([9], Chap.VI) which has the advantage of providing
a quick proof of the existence theorem in any characteristic using the Lubin–Tate
theory.

Proof Let f ∈ Fπ and g ∈ Fω . The Proposition11.11 says that the formal
A-modules Ff and Fg are isomorphic over K̂nr. In particular, the fields gener-
ated byK̂nr and torsion points of Ff (mK ) and Fg(mK ) respectively are the same,
i.e., K̂nr · Kπ = K̂nr.Kω A fortiori, the respective completions Lπ and Lω (seen as

subfields of the completion K̂ of K ) are equal. We conclude using the following
lemma.
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Lemma 11.15 Let E be an algebraic extension (finite or infinite) of a local field,
with completion Ê. Let α ∈ Ê . If α is algebraic and separable over E, then α ∈ E.

Proof Let E be a separable closure of E . Let E ′ be the topological closure of E in E .
We can then view α as an element of E ′ (by definition of the completion). Observe
that any element of Gal(E/E) is a continuous map on E . Indeed, E is a union of
finite normal algebraic extensions of a local field F . It is thus enough to check that
if L/F is a finite extension of local fields, then any automorphism of the F-vector
space L is continuous, which follows from the fact that the topology defined on L by
its absolute value is the same as its topology of a normed finite-dimensional F-vector
space (one can also use Exercise7.1).

We deduce that any element of Gal(E/E) induces by continuity the identity on
E ′, hence E ′ = E by Galois theory, and thus α ∈ E . �

We now have the following link between the abelian extension Kπ of K and the
reciprocity map.

Proposition 11.16 Let Lπ = Knr · Kπ be the abelian extension of K composite of
Knr and Kπ . Let θ = ωLπ/K : K ∗ → Gal(Lπ/K ) be the reciprocity map, defined by
passing to the limit over the reciprocity maps ωK ′/K for K ′ a finite extension of K
contained in Lπ. Then Kπ is the subfield of Lπ fixed by θ(π) and θ(π) induces the
Frobenius on Knr. Furthermore, the fields Knr and Kπ are linearly disjoint. In other
words, the group Gal(Lπ/K ) is the direct product of the groups Gal(Knr/K ) and
Gπ . In particular, all the intermediate finite extensions of K between K and Kπ are
totally ramified.

Proof As Lπ ⊃ Knr, we have an exact sequence

0 −→ H −→ Gal(Lπ/K ) −→ Gal(Knr/K ) −→ 0,

where H := Gal(Lπ/Knr) and Gal(Knr/K ) is topologically generated by the Frobe-
nius σ. As θ(π) ∈ Gal(Lπ/K ) is a lift of σ by Lemma9.8 (passing to the limit over
the finite extensions K ′ ⊂ Knr of K ), we obtain that Gal(Lπ/K ) is the direct product
of H and of the closed subgroup Iπ generated by θ(π). In other words, we have
Lπ = KnrK ′ with Knr and K ′ linearly disjoint over K , where K ′ is the fixed field of
Lπ by θ(π).

For anyn > 0, the reciprocitymap K ∗ → Gal(Kn
π/K ) is trivial on the imageof the

norm (Kn
π )∗ → K ∗, which implies, byTheorem11.13 (b), thatωKπ/K (π) is trivial. By

compatibility betweenωLπ/K andωKπ/K (Corollary9.4), we obtain that the restriction
of θ(π) to Kπ is the identity, hence Kπ ⊂ K ′. As we also have Lπ = Knr · Kπ, the
only possibility is Kπ = K ′ since the subgroup H ′ := Gal(Lπ/Kπ) contains Iπ and
satisfies H ∩ H ′ = {1}, hence is equal to Iπ as Gal(Lπ/K ) is the direct product of
H and Iπ . �

We can now prove the main theorem of this paragraph, which relates the con-
struction of Lubin–Tate to the reciprocity map.
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Theorem 11.17 Let K be a local field. Let π be a uniformiser of K and f ∈ Fπ.
Let Lπ = Knr.Kπ . We define a homomorphism

rπ : K ∗ −→ Gal(Lπ/K )

by the properties:
(a) rπ(π) is the identity on Kπ and coincides with the Frobenius σ on Knr;
(b) for any u of UK , rπ(u) is the identity on Knr and acts by [u−1] f on Kπ .
Then rπ is independent of the choice of the uniformiser π and is equal to the

reciprocity map ωLπ/K : K ∗ → Gal(Lπ/K ).

Note that rπ is well defined since K ∗ is the direct product of subgroups UK and
πZ, and the extensions Knr and Kπ are linearly disjoint. Recall also that [u−1] f can
be seen as an A-endomorphism of E f , hence induces an automorphism of Kπ by
Theorem11.13 (a). We will see in the next paragraph that Lπ is in fact the maximal
abelian extension of K .

Proof We have already seen (Proposition11.14) that the extension Lπ does not
depend on π. Let ω = uπ be another uniformiser. We will prove that rπ(ω) = rω(ω),
which will show that for any uniformiser ω, rπ(ω) is independent of π and hence that
rπ is independent of π since K ∗ is generated by the uniformisers. We know already
that rπ(ω) and rω(ω) coincide on Knr as rπ(ω) = rπ(u).rπ(π), which gives that rπ(ω)

and rω(ω) both induce the Frobenius on Knr. It remains to show that rπ(ω) is the
identity on Kω .

We have by definition Kω = K (Eg) with g ∈ Fω . Let φ ∈ Ânr[[X ]] as in Proposi-
tion11.11. Every elementλ of Eg is written asλ = φ(μ)withμ ∈ E f . Let s = rπ(ω).
We have to check that s(λ) = λ, or in other words that s(φ(μ)) = φ(μ). Note that
s = rπ(π).rπ(u). As φ has coefficients in K̂nr, we have

sφ = σφ = φ ◦ [u] f .

On the other hand
s(φ(μ)) =s φ(sμ) =s φ([u−1] f (μ))

since μ ∈ Kπ hence

s(φ(μ)) = φ ◦ [u] f ([u−1] f (μ)) = φ(μ),

as desired. This proves that rπ = rω .
Weknow (Proposition11.16, alongwith the equality Lπ = Lω) that the reciprocity

map θ : K ∗ → Gal(Lπ/K ) satisfies, for any uniformiser ω, the property that θ(ω)

induces the Frobenius σ on Knr and identity on Kω . By what we have just seen,
θ(ω) = rπ(ω). As this holds for any uniformiser ω, we obtain that rπ = rω is the
same map as θ. �

To finish the description of the maximal abelian extension K ab of K , it remains
to prove that K ab = Knr · Kπ , which is the aim of the next paragraph.
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11.5 The Existence Theorem (the General Case)

In this paragraph, we recover the existence theorem proved in Sects. 9.2 and 10.5 via
a different method (and we extend it to local fields of characteristic p > 0).

Fix a uniformiser π of K and f ∈ Fπ. We have abelian extensions Kn
π (for n > 0)

and Kπ of K defined in the previous paragraphs. We set L = Knr · Kπ .

Definition 11.18 We call a subgroup M of the multiplicative group K ∗ a group of
norms (or norm group) if there exists a finite abelian extension E of K such that
M = NE/K E∗.

In fact any subgroup of the form NF/K F∗, where F is a finite separable extension
(not necessarily abelian) of K is a group of norms by Proposition9.7, (b) (see also
Exercise9.1). The existence theorem gives at once a characterisation of the groups
of norms and an identification of the maximal abelian extension of K with Knr · Kπ.
Themain step (whichwill follow from the Lubin–Tate theory) is the next proposition:

Proposition 11.19 Let K be a local field. Then every open finite index subgroup of
K ∗ is of the form NE/K E∗, where E is a finite extension of K contained in L.

Proof Let M be an open finite index subgroup of K ∗. The fact that M is open
implies the existence of an n > 0 such that M ⊃ Un

K , and the fact that it is of finite
index implies the existence of an m > 0 such that πm ∈ M . Thus M contains the
subgroup Vn,m generated by Un

K and πm . Let Km be the unramified extension of K
of degree m. Let E = Kn

π · Km : it is a subextension of L . Let u ∈ UK and a ∈ Z. By
Theorem11.17, the image (u · πa, E/K ) of u · πa under the reciprocity map ωE/K is
[u−1] f on Kn

π and σa (where σ is the Frobenius) on Km . It follows that the kernel of
ωE/K is exactly Vn,m (recall that Theorem11.13 (a) shows that [u] f acts trivially on
Kn

π if and only if u ∈ Un
K ), hence Vn,m = NE/K E∗. We conclude using Lemma9.9

(a). �

Theorem 11.20 (existence theorem)Let K be a local field and letπ be a uniformiser
of K . Fix a separable closure K of K . Set L=Knr·Kπ . Then:

(a) themap E �→ NE/K E∗ is a bijection between the set of finite abelian extensions
E ⊂ K of K and the set of open finite index subgroups of K ∗.

(b) The extension L is the maximal abelian extension of K .

Proof Let F be a finite abelian extension of K . We know already (Lemma9.9, c)
that the subgroup NF/K F∗ of K ∗ is open and of finite index. Part (a) follows: the
injectivity follows from Lemma9.9, (b) and the surjectivity from Proposition11.19.

Let us prove (b). Proposition11.19 says that we can write the open subgroup of
finite index NF/K F∗ of K ∗ in the form NF/K F∗ = NE/K E∗, where E is a finite
extension of K contained in L . Lemma9.9, (b) then shows that E = F . In particular,
F ⊂ L and we have finally shown that L contains all the finite abelian extensions of
K contained in K , or that L = K ab since L is an abelian extension of K . �



11.5 The Existence Theorem (the General Case) 157

We also recover a statement that we have obtained in the case of a p-adic field
(Corollary9.15 and Theorem10.20).

Corollary 11.21 The reciprocity map ωK : K ∗ → Gal(K ab/K ) induces an isomor-
phism of the completion of K ∗ (for the topology defined by open subgroups of finite
index) with Gal(K ab/K ). This last group is isomorphic to Ẑ ×UK .

Indeed, the existence theorem says that open subgroups of finite index of K ∗
are precisely the groups of norms and we know that the reciprocity map induces
an isomorphism of lim←−L

K ∗/NL∗ with Gal(K ab/K ), the limit being taken over the
finite abelian extensions of K .

Remark 11.22 If K is a p-adic field, Corollary7.19 implies that every subgroup
of finite index of K ∗ is open. On the other hand, if K is a local field of character-
istic p > 0, the group K ∗ contains subgroups of finite index which are not closed
(cf. Exercise11.3) and we can only say that each subgroup of prime to p finite index
of K ∗ is closed.

Example 11.23 (The case of Qp) For K = Qp, we can take π = p and

f = (X + 1)p − 1 = pX + C2
p X

2 + · · · + X p.

Then the formal group law Ff is simply

Ff (X,Y ) = X + Y + XY,

and Ff (mK ) is thus isomorphic to the group 1 + MK endowed with the usual mul-
tiplication. Thus E f = Up∞ consists of roots of unity of order a power of p, and the
maximal abelian extension Qab

p of Qp is obtained as Qab
p = Qnr

p .Qp∞ , where Qp∞ is
the field obtained by adjoining toQp the roots of unity of order a power of p. Finally,
if u ∈ Z∗

p, the associated element [u] = [u] f acts onUp∞ via an identification ofUp∞

with the additive group Qp/Zp, i.e., by x �→ xu . If we write u = ∑
n�0 an p

n with a0
not divisible by p, this gives xu = ∏

n�0 x
an pn , which makes sense when x ∈ Up∞ .

Note also that Qab
p is simply the field obtained from Qp by adding all the roots of

unity.

From this example and from Theorem11.17 we deduce the following condition,
which will be useful for proving the global reciprocity law (Theorem14.9).

Corollary 11.24 Let ζ be a root of unity in Qp. Let K = Qp(ζ). Let θK/Qp : Q∗
p →

Gal(K/Qp) be the reciprocity map. Let x = pm · u with m ∈ Z and u ∈ Z∗
p. Then

θK/Qp (x) · ζ = ζ pm

if the order of ζ is prime to p, and

θK/Qp (x) · ζ = ζu
−1
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if the order ζ is a power of p.

Proof The condition that the order of ζ is prime to p means that ζ ∈Qnr
p . To the

contrary, ζ is of order power of p if and only if (with the notations of Theorem11.17)
ζ ∈ (Qp)π . In the first case, θK/Qp (u) acts trivially on ζ and θK/Qp (p

m) acts by the
mth iterated Frobenius, i.e., by raising to the power pm . In the second case it is
θK/Qp (p

m) acting trivially on ζ and θK/Qp (u) acts by [u−1], i.e., sends ζ to ζu
−1
. �

11.6 Exercises

Exercise 11.1 Let K be a local field. Let K1 and K2 be two finite abelian extensions
of K . Denote by E the composite field E = K1K2. Show that NE/k E∗ = NK1/K K

∗
1 ∩

NK2/K K
∗
2 .

Exercise 11.2 Let K be a local field. Show that the group of universal norms⋂
L NL/K L∗ (where L ranges through finite abelian extensions of K ) is reduced

to {1}. Deduce that the reciprocity map ωK : K ∗ → Gal(K ab/K ) is injective and
induces an isomorphism between the unit group UK and the abelian inertia group
I abK of K (cf. Corollaries9.15 and 9.16 for the case where K is p-adic).

Exercise 11.3 Let K be a local field of characteristic p > 0. Recall (cf. Exercise7.4)
that the profinite group U 1

K is then isomorphic to G = ZN
p .

(a) Show that the subgroup D = Z(N)
p (consisting of almost zero sequences of

elements of Zp) is dense in G.
(b) Show that there exists a nonzero morphism of abelian groups G → Z/pZ,

which is zero on D.
(c) Deduce that K ∗ has a non-closed subgroup of finite index p.



Part III
Global Fields

This part is concerned with the global class field theory which is the analogue for
number field (finite extensions of Q) and function fields (of transcendence degree
1 over a finite field) of the local theory seen in Part II. The approach that we will
follow in this book makes heavy use of the cohomological machinery from Part I (in
particular, the Brauer group will play a very important role), as well as of the local
results from Part II. The procedure is, by the way, very similar to the local case but
technically much more complicated.

After a chapter where we recall basic facts of the theory of global fields (comple-
tions, idèles, class group, Dirichlet unit theorem), we present in Chap. 13 a detailed
study of the cohomology of the idèle class group of a global field: the main results
are the two main inequalities of the class field theory, leading to the global class field
axiom (Theorem 13.23), for which we give a complete proof (including the case of
a function field, assuming the knowledge of a little bit of algebraic geometry). In
Chap. 14, we compute the Brauer group of a global field. An essential step is to show
(using local calculations of Lubin–Tate) the global reciprocity law (Theorem 14.9).
We finish the description of the abelian Galois group of a global field in Chap. 15,
using an existence theorem similar to that in the local case. We also explain an older
formulation of the results in terms of ideal and of ray class fields that we will revisit
in the appendix devoted to analytic methods.

The class field theory has been developing in a complexmanner, with different and
complementary points of view. One can find good expositions of historical aspects1

in articles byHasse (exposéXI of [9]) and those by Iyanaga ([23, 24]) as well as in the
book by Roquette [44]. Let us mention in particular an analytic approach, going back
to Hey and Zorn, relying on the ζ functions of skew fields ([28, 55]). This approach
remains relevant today with the development of the theory of automorphic forms and
Langlands program which can be seen as a vast non-commutative generalisation of
the class field theory.

1I am grateful to J.-B. Bost for having clarified these historical aspects to me and pointing me to
the appropriate references.

http://dx.doi.org/10.1007/978-3-030-43901-9_13
http://dx.doi.org/10.1007/978-3-030-43901-9_13
http://dx.doi.org/10.1007/978-3-030-43901-9_14
http://dx.doi.org/10.1007/978-3-030-43901-9_14
http://dx.doi.org/10.1007/978-3-030-43901-9_15


Chapter 12
Basic Facts About Global Fields

In this chapter we will give a quick overview of the basic notions concerning global
fields. For detailed proofs, we refer for example to the second article in [9].

12.1 Definitions, First Properties

Definition 12.1 A Dedekind ring is an integral domain A which is noetherian,
integrally closed and of dimension � 1 (this last property means that every nonzero
prime ideal is maximal).

Local Dedekind rings (other than fields) are exactly the discrete valuation rings.
More generally, an integral noetherian domain A is Dedekind if and only if for
every nonzero prime ideal p of A, the localisation Ap is a discrete valuation ring
([47], Chap. I, Prop. 4). For example, every principal ideal domain is Dedekind (and
a Dedekind ring is a principal ideal domain if and only if it is a unique factorisation
domain).

Definition 12.2 Let A be a Dedekind ring with field of fractions K . A fractional
ideal I of A is a sub A-module of finite type of K (or equivalently, a sub A-module
of K satisfying: there exists a nonzero d in A with d I ⊂ A). The product I J of
two fractional ideals I and J is the fractional ideal generated as an A-module by the
products i j with i ∈ I and j ∈ J . A fractional ideal is principal if it is of the form
x A with x ∈ K ∗.

The next theorem is the analogue for Dedekind rings of the decomposition into a
product of irreducibles in unique factorisation domains. For a proof, see [47], Chap. I,
Prop. 5 and 7.

Theorem 12.3 Let A be a Dedekind ring with field of fractions K . Then each non-
zero fractional ideal I in A is invertible (i.e., there exists a fractional ideal J of A
such that I J = A). Furthermore, such an I can be written uniquely as

© Springer Nature Switzerland AG 2020
D. Harari, Galois Cohomology and Class Field Theory, Universitext,
https://doi.org/10.1007/978-3-030-43901-9_12
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I =
∏

p∈Spec A,p �={0}
pvp(I ),

where Spec A denotes the set of prime ideals of A and (vp(I )) is an almost zero
family of integers. The vp(I ) are all � 0 if and only if I is an ideal of A.

Corollary 12.4 The set of nonzero fractional ideals of a Dedekind ring A forms an
abelian group under multiplication. The quotient of this group by the subgroup of
nonzero principal fractional ideals is called the ideal class group of A.

The ideal class group will be denoted by Cl(A), or Pic A (it is the Picard group of
Spec A in the language of algebraic geometry, cf. [21], Part. II, Chap. 6). Recall also
([5], Sect. 2, Prop. 1):

Proposition 12.5 Let A be aDedekind ring. If A has only finitely many prime ideals,
it is a principal ideal domain (and hence its class group is trivial).

We arrive at the definition of a global field that we will use in everything that
follows:

Definition 12.6 A global field is either a finite extension of the field Q of rational
numbers (called a number field), or a finite separable extension of Fq(t) (called a
function field over Fq ). If k is a number field, its ring of integers Ok is the Dedekind
ring defined as the integral closure of Z in k.

A place of a global field k is an equivalence class of non-trivial absolute values
on k (two absolute values are equivalent if one is a power of the other). For any
α ∈ k∗, there are only finitely many places v for which the corresponding absolute
value |α|v of α is �= 1 (cf. [9], Exp. II, Lem.p. 60). More precisely:

• In the case of a number field, there is a finite number of archimedean places v,
which may be either real or complex (the completion kv of k with respect to such a
place is eitherR orC, respectively). The other places (of which there are infinitely
many) are called non-archimedean or finite: they correspond to nonzero prime
ideals p of the ring of integers Ok of k. For such a p, the intersection p ∩ Z is a
nonzero prime ideal of Z, hence p ∩ Z = pZ, where p is a prime number. The
completion kv at the place corresponding to p is then a p-adic field with residue
fieldOk/p and the absolute values associated with v are of the form |x | = a−vp(x)

with a > 1, where vp is the valuation of k associated with the prime ideal p.
• In the case of a function field over Fq , all places are non-archimedean and the
completions kv are isomorphic to local fields of characteristic p = Car k. If X is a
smooth projective curve (here smooth means that the curve is non-singular in the
usual sense) over Fq with function field k, the places of k correspond to closed
points (in the sense of algebraic geometry) of the curve X . For example, for k =
Fq(t), these closed points correspond to the point at infinity and to the irreducible
monic polynomials in Fq [t] (note though that there is no natural analogue of the
ring of integers of a number field). The absolute values associated with a closed
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point x are of the form | f | = a−vx ( f ) with a > 1, where vx is the valuation of the
discrete valuation ring OX,x (the local ring of the curve X at x). Note also that if
x∞ is a closed point of a smooth projective curve X , the curve Y := X − {x∞}
is affine in the sense of algebraic geometry (it corresponds to the spectrum of a
Dedekind ring, the ring of regular functions on Y ), cf. [21], Part. IV, Exer. 1.3.

Definition 12.7 The normalised absolute value associated with a place v of a global
field k is in the case where v is real, the usual absolute value of R; in the case where
v is complex, the square of the usual modulus; in the non-archimedean case, the
absolute value given by |x |v = q−v(x), where q is the cardinality of the residue field
of the local field kv , and the corresponding valuation is still denoted by v.

One of the reasons for adopting these conventions is ([9], Exp. II, p. 60):

Theorem 12.8 (product formula) Let k be a global field. Let α ∈ k∗. Then we have
∏

v

|α|v = 1,

where v ranges through the set of places of k and |α|v is the normalised absolute
value associated to v.

Note that by the above, we have |α|v = 1 for almost all places v of k ( := for all
but finitely many places v of k).

Remark 12.9 Let k be a global field. Then for anyM > 0, there is only a finite num-
ber of places of k whose residue field is of cardinality� M (this follows immediately
from cases k = Q and k = Fq(t), which are obvious).

Definition 12.10 If S is a set of places of k (containing archimedean places in the
case of a number field), we denote by Ok,S the ring of S-integers of k, consisting of
elements x of k which are integers outside S (i.e., such that v(x) � 0 if v /∈ S).

Remark 12.11 If k is a number field, thenOk,S is a localisation of the ring of integers
Ok . If k is a function field of a curve X over Fq , then for S = ∅ the ring Ok,S is a
field, the algebraic closure of Fq in k. For S �= ∅, the ringOk,S is a localisation of the
Dedekind ring of the regular functions on the affine curve X \ {v0}, where v0 ∈ S.
In all cases Ok,S is a Dedekind ring.

For any place v of k and any finite separable extension K of k, we have a decom-
position

kv ⊗k K = Kw1 × · · · × Kwr , (12.1)

where w1, . . . , wr are the extensions of v to K ([9], Exp. II, Th. p. 57). We say that
the placesw1, . . . , wr divide v, or that they lie above v. In particular, r � [K : k] and
for a non-archimedean v, each local field Kwi is a finite separable extension of the
local field kv . If p is a prime ideal of Ok corresponding to v, the prime ideals of OK



164 12 Basic Facts About Global Fields

corresponding to the wi are those that appear in the decomposition of the ideal pOK

of OK . We will say that v is unramified in the extension K/k if all the extensions
Kwi /kv are unramified, which is the case for almost all places v of k. Indeed, if we
choose a finite non-empty set S of places of k (containing the archimedean places
if k is a number field), and if v is a place of k not in S, then v is ramified in K/k if and
only if the prime ideal p corresponding to v does not divide the discriminant δB/A

(which is a nonzero ideal in the Dedekind ring A := Ok,S) of the extension B/A,
where B is the integral closure of A in K ([47], Chap. III, Sect. 5, Cor. 1 and 2).

Note that there is a difference from the situation where k is a local field (or
more generally a complete field for a discrete valuation, cf. Theorem7.7): here the
extension of v to an extension K is (generally) not unique. We will also see in the
next paragraph that we can say a lot more if the extension K/k is Galois.

Example 12.12 Let k = Q and K = Q(
√−1). Let v be the place ofQ correspond-

ing to the prime 5. Then K ⊗Q Q5 = Q5 × Q5 (indeed−1 is a square inQ5 byHensel
lemma), hence there are two places of K above v. On the other hand for p = 2 or
p = 3, K ⊗Q Qp remains a field and there is one place of K above p (ramified for
p = 2, unramified for p = 3).

12.2 Galois Extensions of a Global Field

Let k be a global field. Let L be a finite Galois extension of k with group G =
Gal(L/k). The group G acts on the set of places of L according to the formula
|a|σw := |σ−1a|w for any a ∈ L and any σ ∈ G, which agrees with the natural action
σ · p = σ(p) of G on the nonzero prime ideals of Ok in the case of a number field
(resp. closed points of a smooth projective curve associated with L in the case of a
function field1). In particular, we have (στ )w = σ(τw) for all σ, τ inG. Each σ ∈ G
also induces a kv-isomorphism between the completions Lw and Lσw.

Definition 12.13 Let w be a place of L above a place v of k. The decomposition
group Gw of w (with respect to the Galois extension L/k) is the subgroup of G
consisting of σ such that σw = w.

Observe thatGσw = σGwσ−1, so that up to conjugation, the decomposition group
is determined by v (which allows for example to denote it Gv if G is abelian). For
the proof of the next proposition, see for example the paper VII in [9], Prop. 1.2.

Proposition 12.14 Let w be a place of L above a place v of k. The extensionLw/kv

is Galois and the injection Gw → Gal(Lw/kv) is an isomorphism. Furthermore, for
each place v of k, the group G acts transitively on the places of L above v.

1Stricto sensu, as J.Riou has pointed out to me, this action on the closed points is a right action
as the functor which associates to a curve its function field is contravariant. By transforming this
action into a left action, we recover the natural action at the level of ideals.
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We deduce for example that the property that Lw is an unramified (resp. trivial)
extension of kv does not depend on the place w of L dividing v (if Lw/kv is trivial,
we say that v is totally split in the extension L/k). More generally, the ramification
e and the residual degree f of Lw over kv do not depend on v. Hence we have [L :
k] = n · e f , where n is the number of places of L above v ([47], Chap. I, Prop. 10).
The totally split case corresponds to n = [L : k], and e = f = 1.

In the case of a finite place v, unramified in the extensionL/k, we obtain that, for
any place w of L above v, the decomposition subgroup Gw of G is isomorphic to
the Galois group of the residual extension Fw/Fv , where Fw, Fv denote the residue
fields of kw, kv respectively. In particular, the Frobenius x �→ xNv (where Nv is the
cardinality of the finite field Fv) admits a unique lift Fw to Gw that we call the
Frobenius associated with w. Up to conjugation, it depends on v only and we will
denote by FL/k(v) its conjugacy class in G. As any element in this class is of order
the residual degree f , we obtain that v decomposes in L into [G : 〈σ〉] places, where
σ ∈ G is a representative of the Frobenius. In particular, it is totally split if and only if
FL/k(v) is trivial. Note finally that for G abelian, the Frobenius at v is a well defined
element of G for any place v of k unramified in L .

Example 12.15 Let L be a finite Galois extension of a number field k. Write L =
k(α), with α ∈ OL . The minimal polynomial g of α over k (which is of degree
[L : k]) then has coefficients inOk . FurthermoreOk[α] is a subgroup of finite index
ofOL (note that there does not always exist an α such thatOL = Ok[α]). Let p be a
prime ideal ofOk . Assume that the discriminant of the polynomial g (it is the element
of Ok given by the resultant of g and g′) is not in p. In other words the reduction
g of g modulo p is a separable polynomial over the field k(p) := (Ok/p). Then the
extension L/k is unramified at p. Furthermore, if g = g1...gr is the decomposition of
g as a product of irreducible polynomials pairwise distinct, each gi has the residual
degree of the extension L/k at p and r is the number of prime ideals of L above p,
cf. [13], Th. 5.1 and Exercise5.6. Amore general statement (where we do not assume
g to be separable nor L/k to be Galois) relating the decomposition of pOL to that of
g is valid under the assumption that the prime number corresponding to p does not
divide the index [OL : Ok[α] ], see Th. I.8.3 of [41].

12.3 Idèles, Strong Approximation Theorem

Definition 12.16 Let k be a global field. Let Ωk be the set of all places of k. An
idèle of k is a family (xv)v∈Ωk in

∏
v∈Ωk

k∗
v , satisfying v(xv) = 0 (i.e., |xv|v = 1) for

almost all places v of k (In other words: xv ∈ O∗
v for almost every v, whereOv is the

ring of integers of the local field kv).

Note that as there are only finitely many archimedean places (in the case of a number
field),we can replace everywhere “almost every place” by “almost every finite place”,
which justifies talking of the valuation v(xv) or of the ringOv in the above definitions.
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The idèles form a multiplicative group that we denote Ik (or simply I when there is
no ambiguity).

This group is thus the restricted product of the k∗
v relatively to the O∗

v . Equipped
with its restricted product topology (for which a basis of open neighbourhoods of 1
consists of subsets of type

∏
v∈S Uv × ∏

v /∈S O∗
v , where S ⊂ Ωk is finite andUv is an

open subset of k∗
v for v ∈ S) is a locally compact group. This group is furthermore

totally disconnected in the case of a function field (in the case of a number field, the
group of finite idèles, consisting of idèles whose component at archimedean places
is 1 and is totally disconnected). Note that the topology on Ik is not that induced by
the product topology of

∏
v∈Ωk

k∗
v .

Definition 12.17 A principal idèle is an idèle of the form (x, x, . . . , x, . . . ) with
x ∈ k∗. The idèle class group of k is the quotient Ck := Ik/k∗, where we have still
denoted by k∗ the subgroup of principal idèles of k.

It is the group Ck that will in global class field theory play the role comparable to
that of the multiplicative group in local class field theory.

The following theorem says that if S is a finite set of places (that we can assume to
contain the archimedean places if k is a number field), we can approximate a family
of elements (αv) of

∏
v∈S kv by an element β ∈ k (“weak approximation”, which

works in a much more general context, see [32], Th.XII.1.2.), imposing in addition
(which is specific to global fields) that β is integral outside of S and of a place v0
fixed from the start. We cannot expect better because of the product formula. More
precisely, we have (for a proof, see [9], Exp. II, Sects. 14 and 15):

Theorem 12.18 (strong approximation) Let k be a global field and let v0 be a place
of k. Fix a finite set S of places of k withv0 /∈ S, elementsαv ∈ kv forv ∈ S, and ε > 0.
Then there exists β ∈ k with |β − α|v � ε for v ∈ S and |β|v � 1 (i.e., v(β) � 0 if
v is non-archimedean) for any v /∈ S ∪ {v0}.

The proof of the strong approximation theorem uses the following lemma (similar
to Minkowski theorem in geometry of numbers) that we will use later on (see [9],
Exp. II, Lem.p. 66 for a proof).

Lemma 12.19 Let k be a global field. Then there exists a constant C > 0 (depending
only on k) satisfying: for any idèle (αv) ∈ Ik such that

∏
v∈Ωk

|αv|v �C, there exists
β ∈ k∗ such that |β|v � |αv|v for any place v of k.

The next proposition implies in particular that the idèle class groupCk isHausdorff
(and hence locally compact as quotient of Ik).

Proposition 12.20 The group k∗ is discrete (and hence closed) in Ik .

Proof Let S be a non-empty set of finite places of k, containing the set of archimedean
places if k is a number field. Let U be an open neighbourhood of 1 in Ik defined
by (αv) ∈ U if and only if |αv − 1|v < 1 for all v ∈ S and |αv| = 1 for v /∈ S.
Then if x ∈ k∗ is not equal to 1, we have

∏
v∈Ωk

|x − 1|v = 1 by product formula,
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which excludes the case x ∈ U—else we would have |x − 1|v < 1 for v ∈ S and
|x − 1|v � max(|x |v, 1) for v /∈ S, which would imply

∏
v∈Ωk

|x − 1|v < 1. Thus 1
is an isolated point of the image of k∗ in Ik . This shows that this subgroup is discrete.

�

Consider the continuous homomorphism

|.| : Ik −→ R∗
+, (αv) �−→

∏

v∈Ωk

|αv|v

and let I 0k be its kernel. The product formula shows that we have k∗ ⊂ I 0k . We thus
obtain a homomorphism |.| : Ck → R∗+ with kernel C0

k = I 0k /k∗. This group will
play the role in the global class field theory, analogous to that of O∗

K when K is a
local field (note for example that if k is a number field, we have Ck � C0

k × R∗+, just
like we have K ∗ = O∗

K × Z for a local field K ). In particular, we have:

Theorem 12.21 The group C0
k is compact.

To prove this theorem, we first recall the following:

Definition 12.22 An adèle of k is a family (αv)v∈Ωk with αv ∈ kv for every place v

and αv ∈ Ov for almost all v. We denote by Ak the ring of adèles, endowed with the
restricted product topology with respect to the Ov .

We see immediately that the multiplicative group Ik of the idèles is simply the
group of the invertible elements of Ak . On the other hand the topology is different:
the topology of Ik is not induced by that ofAk . The strong approximation theorem is
a statement about the density of k in the ring of “truncated adèles at v0” (restricted
product of the kv for v �= v0) for the Ak-topology

The proof of the Theorem12.21 relies on the following lemma, which compares
the two topologies on I 0k .

Lemma 12.23 The subset I 0k is closed in Ak for the Ak-topology. Furthermore, the
topologies induced by Ak and Ik on I 0k coincide.

Proof Let α = (αv) be an adèle which is not in I 0k . We need to find an open neigh-
bourhood W of α in Ak that does not meet I 0k . Note already that as almost all the
|αv|v are � 1, the infinite product C = ∏

v∈Ωk
|αv| makes sense in R+, since the

series with general term log(|αv|v) has negative or zero terms after a certain rank.
Let us consider two cases separately:

(a) Let us set C < 1. As α is an adèle, only a finite number of places v of k
satisfy |αv|v � 1. The property C < 1 then implies that we can find a finite set S of
places of k such that S contains all the places v such that |αv|v � 1, with furthermore∏

v∈S |αv|v < 1. It is enough to take W defined by |ξv − αv|v < ε for v ∈ S (for ε
small enough) and |ξv|v � 1 for v /∈ S.

(b) Suppose C � 1. Let us first show that α is necessarily an idèle, and hence
C > 1 as by assumption α /∈ I 0k . For v non-archimedean, the largest absolute value
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< 1 in kv is q−1, where q is the cardinality of the residue field of Ov . Remark12.9
then says that there exists a finite set S of places of k such that, for v not in S, we have
|αv|v = 1, or |αv|v � 1/2 (as α is an adèle, we can assume that |αv|v � 1 for v /∈ S).
But as the infinite product

∏ |αv|v converges to a > 0 real number, its general term
tends to 1, which implies that only a finite number of |αv|v are � 1/2. Finally, after
if necessary enlarging S, we can assume that |αv|v = 1 for v not in S, and α is an
idèle with C > 1.

After, if necessary, enlarging S, we can now also assume that for any v not in S,
the property |ξv|v < 1 implies |ξv|v < (2C)−1 (again, using Remark12.9). Lastly,
by definition of C , we can impose that

1 <
∏

v∈S
|αv| < 2C.

Now, for ε > 0 small enough, the condition |ξv − αv|v < ε for v ∈ S implies that

1 <
∏

v∈S
|ξv|v < 2C. (12.2)

Then we can take W defined by |ξv − αv|v < ε for v ∈ S and |ξv|v � 1 for v /∈ S.
Indeed, an adèle ξ = (ξv) ofW cannot satisfy |ξ |= 1, in view of the inequality (12.2)
and the fact that for v /∈ S, |ξv| is either equal to 1 or < (2C)−1.

Finally, I 0k is closed in Ak , and it remains to show that the topologies induced on
I 0k by Ak and Ik are the same. Let α = (αv) ∈ I 0k . It is straightforward to see that
an Ak-neighbourhood of α contains a Ik-neighbourhood of α by definition of the
restricted product topologies since O∗

v ⊂ Ov for any finite place v of k. Conversely,
let H be a Ik-neighbourhood of α. It contains an open Ik-neighbourhood of the type
|ξv − αv|v < ε for v ∈ S and |ξv|v = 1 for v /∈ S, where S contains the archimedean
places (if k is a number field) and all places v such that |αv|v �= 1. In particular,∏

v∈S |αv| = 1 as α ∈ I 0k . We can assume, as above, that for v not in S, the condition
|ξv|v < 1 implies |ξv|v < 1/2. The property

∏
v∈S |αv| = 1 allows us to choose ε such

that each element (ξv) of I 0k satisfying |ξv − αv|v < ε for v ∈ S and |ξv|v � 1 for
v /∈ S satisfies

∏
v∈S |ξv|v < 2, hence actually satisfies |ξv|v = 1 for v /∈ S (otherwise

we would have a place v /∈ S with |ξv|v < 1/2, which would contradict (ξv) ∈ I 0k ).
It follows that H ∩ I 0k contains a Ak-neighbourhood of α in I 0k , as desired. �

Proof of Theorem 12.21 By Lemma12.23, it is enough to find a set which is
Ak-compact W ⊂ Ak such that the quotient map W ∩ I 0k → I 0k /k∗ is surjective.
Choose an idèle α = (αv) such that |α| := ∏

v αv is > C , where C is the constant
provided by Lemma12.19. We then choose for W the compact (as product of com-
pacts) of Ak defined by |ξv|v � |αv|v for every place v. Lemma12.19 now says that
if β = (βv) is in I 0k , then we have an η ∈ k∗ such that |η|v � |β−1

v αv|v for any place
v, i.e., ηβ ∈ W , as desired. �

Theorem12.21 allows to recover two fundamental results from the theory of global
fields: the finiteness of the ideal class group and the Dirichlet unit theorem (we can



12.3 Idèles, Strong Approximation Theorem 169

also do the reverse and prove Theorem12.21 using these). Let us start by saying
a few words about the first of these results. To begin with, let us assume that k is
a number field and denote by Ω f its set of finite places. Let Ik be the group of
ideals of k, i.e., the abelian group consisting of formal sums

∑
v∈Ω f

nvv with nv ∈ Z
almost all equal to zero (in the language of algebraic geometry, it is the group of
divisors Div(SpecOk), cf. [21], Part. II, Chap. 6). The group Ik is isomorphic (by
Theorem12.3) to the multiplicative group of fractional ideals of Ok , the ideals of
Ok (in the usual sense) correspond to formal sums

∑
v nv · v with nv � 0 (“effective

divisors ”), almost all zero. The map

Ik −→ Ik, (αv) �−→
∑

v∈Ω f

v(αv) · v

is continuous (Ik being endowedwith discrete topology) by definition of the topology
of Ik . Besides, the image of k∗ is by definition the group of principal ideals Pk , and
the quotient Ik/Pk is isomorphic to the group of ideal classes of Ok . We obtain a
continuous surjection (because there is at least one archimedean place in k) I 0k /k∗ →
Ik/Pk . Since a discrete and compact set is finite, Theorem12.21 then gives

Theorem 12.24 Let k be a number field. Then the ideal class group Pic(Ok) =
Ik/Pk is finite.

The same proof shows that in the case of the function field of a smooth projective
curve X over Fq , the group I0

k /Pk = Pic0 X is finite, where I0
k is the group of degree

zero divisors on X . Here the group of divisors Ik consists of almost zero formal
sums

∑
v∈Ωk

nvv with v ∈ Z. The degree of such a divisor is
∑

v nvdv , where dv is
the degree over Fq of the residue field of X at v. In particular, if we remove a closed
point v0 of X , theDedekind ring of regular functions on the affine curveY = X \ {v0}
has a finite ideal class group (indeed, if we denote by d the degree of the closed point
v0, the divisors of Y whose degrees are in dZ form a subgroup of finite index of
Div Y , and this subgroup is isomorphic to Div0 X ).

Let now k be a global field and let S be a finite set of places of k, such that (if k is
a number field) S contains the set Ω∞ of archimedean places. It is sometimes useful
to work with the group Ik,S of S-idèles of k, defined as

Ik,S =
∏

v∈S
k∗
v ×

∏

v /∈S
O∗

v .

Note in particular that Ik is the union of the Ik,S for finite S.

Proposition 12.25 For S finite and large enough, we have Ik = Ik,S · k∗ (and hence
Ck = Ik,S · k∗/k∗).

Proof LetOk be the ring of integers of k if k is a number field (resp. ring of regular
functions on the affine curve X \ {v0}, where X is a smooth projective curve over Fq

with field of functions k, and v0 is a closed point of X , in the casewhere k is a function
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field). The finiteness of the ideal class group ofOk allows to choose places v1, . . . , vr
of k corresponding to prime ideals p1, . . . , pr of Ok such that the pi generate this
ideal class group. Let S be a finite set of places of k containing archimedean places
in the case of a number field (resp. v0 in the case of a function field) and places
v1, . . . , vr .

Let α = (αv) ∈ Ik . Denote by pv the prime ideal associated with a finite place v

of k. The fractional ideal
∏

v /∈Ω∞ pv(αv)
v (resp.

∏
v �=v0

pv(αv)
v if k is a function field) of

Ok is written as (x) · I , where I is a fractional ideal that belongs to the subgroup
generated by the pi . It follows that the idèle α · x−1 is such that all of its components
outside of S are invertible, and hence it is in Ik,S · k∗. �

The following lemma is an easy consequence of Theorem12.21 (cf. [9], Exp. II,
Sect. 18) and will be useful to us later. Let S be a non-empty finite set of places of k,
containing all the archimedean places if k is a number field. Let Ek,S = k∗ ∩ Ik,S be
the group of S-units of k. It is the group of invertible elements O∗

k,S of the ring Ok,S

of S-integers of k.

Lemma 12.26 With the above notations, let V be theR-vector space of maps from S
toR. Let λ : Ek,S → V be the homomorphism defined by λ(a) = fa, where fa(v) =
log |a|v for any v ∈ S. Then λ has finite kernel, and its image is a lattice generating
the R-vector space V 0 consisting of f ∈ V such that

∑
v∈S f (v) = 0.

Proof We first observe that if c and C are constants with 0 < c < C , then the set of
S-units η such that

∀v ∈ S, c � |η|v � C

is finite since it is the intersection of a compact subset in Ik with the discrete subgroup
(cf. Proposition12.20) k∗. In particular, the elements x satisfying |x |v = 1 for any
place v are finite in number and form a multiplicative group. It is thus exactly the
group of roots of units. This shows that ker λ is finite. To prove the statement about
its image, observe that we can define λ by an analogous formula on S-idèles Ik,S , and
the image of I 0S := Ik,S ∩ I 0k generates

2 theR-vector space consisting of f satisfying∑
v∈S f (w) = 0, which is of dimension s − 1. The group λ(Ek,S) is discrete (since

there is a finite number of η ∈ Ek,S with 1/2 � |η|v � 2 for every place v of S)
and λ(I 0S )/λ(Ek,S) is compact via the compactness of I 0S/Ek,S that follows from
Theorem12.21 (Note that I 0S/Ek,S is an open subgroup, hence closed in I 0k /k∗).
Finally λ(Ek,S) is a lattice generating the R-vector space V 0. �

As corollary, we obtain the Dirichlet unit theorem.

Theorem 12.27 The group of S-units Ek,S is isomorphic to a direct product of a
finite group (roots of unity in k∗) and of Zs−1, where s is the cardinality of S.

Let us finish this paragraph with a statement which will be useful for the proof of
the Poitou–Tate duality (Proposition17.10).

2And is even equal to it if k is a number field and S is the set of archimedean places.
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Proposition 12.28 Let k be a global field. Let S be a finite set of places of k (con-
taining the archimedean places if k is a number field). Let n be a positive integer,
prime to the characteristic of k if k is a function field. Let E be the set of elements
a ∈ k∗/k∗n such that the image av of a in k∗

v/k
∗n
v is in O∗

v/O∗n
v for all places v /∈ S

such that n is invertible in Ov . Then E is finite.

Proof After possibly enlarging S, we can assume that n is invertible in all theOv for
v /∈ S (given the assumption made in the case of a function field), and also that the
ring of S-integers Ok,S is principal (by finiteness of the ideal class group of Ok,S).
One observes then that E is the set of a ∈ k∗/k∗n whose image in k∗

v/k
∗n
v belongs to

O∗
v/O∗n

v for every place v /∈ S. This means that the valuation v(a) is a multiple of n
for every v /∈ S. As Ok,S is assumed to be principal, we can find an element b ∈ k∗
satisfying v(b) = v(a)/n for every v /∈ S. Then, the element c := a/bn satisfies
c ∈ O∗

k,S , which shows that E is contained in O∗
k,S/O∗n

k,S . This last group is finite by
Dirichlet unit theorem. �

A finer version of the preceding statement is the following classical theorem
(proved using the geometry of numbers, [41], Chap. III, Sect. 2).

Theorem 12.29 (Hermite–Minkowski) Let k be a number field. We denote by δk/Q
the discriminant of the extension of Dedekind rings Ok/Z, that we can see as a
positive integer. Then, for any integer N > 0, there is only a finite number of number
fields k ⊂ Q whose discriminant is at most N . Furthermore, the only number field
with discriminant 1 is Q.

Corollary 12.30 The only finite extension of Q unramified at every prime number
is Q.

Proof If k is an extension of Q of degree > 1, its discriminant is also > 1, hence
admits a prime divisor, which is then ramified in the extension k/Q. �

Hermite–Minkowski theorem can be used to recover Proposition12.28 (cf. [49],
Part. II, Sect. 6, Lem.6) by proving the theorem of unramified extensions, which
says that if S ⊃ Ω∞ is a finite set of places of k and d is an integer, there is only
a finite number of extensions of k unramified outside S of degree � d (see also
Exercise12.5 for a special case). There is a version of this theorem for the function
fields of characteristic p > 0, provided we restrict ourselves to the extensions of
degree prime to p.

12.4 Some Complements in the Case of a Function Field

In this paragraph, we assume that the reader has some familiarity with the language
of algebraic geometry, in particular with the theory of algebraic curves. For more
details about divisors and the Picard group, one may consult Chapter II.6 of [21];
one can consult [37] and [38] for facts about abelian varieties and Jacobians. Results
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presented here will be useful in the proof of the class field axiom (Corollary13.29,
see also Theorem13.23) for the case of a global field of characteristic p, in particular
in the case where the degree of the extension we consider is divisible by p.

We consider a smooth projective geometrically integral curve X over a perfect
fieldκ (the casewe are interested in iswhenκ is a finite field)with algebraic closureκ.
Thus κ is algebraically closed in the field of functions k := κ(X) of the curve. Let us
set X = X ×κ κ. Denote byκ(X) = k ×κ κ the field of functions of X and by X (1) the
set of its closed points. LetΓκ = Gal(κ/κ) be the absoluteGalois group ofκ. If Div X
stands for the group of divisors on X (i.e., the group

⊕
w∈X (1) Z · w � ⊕

w∈X (1) Z),
we can associate to each function f ∈ κ(X)∗ its divisor Div f ∈ Div X , by taking
the valuation of f at each w ∈ X (1). The image of κ(X)∗ by f is the subgroup of
principal divisorsDiv0 X and the kernel of f consists of constant functions (because
X is projective). The group Div X has a structure of Γκ-module, isomorphic to⊕

v∈X (1) I
Γκ

Γκ(v)
(Z), where κ(v) designates the residue field of v. We thus obtain an

exact sequence of Γκ-modules:

0 −→ κ∗ −→ κ(X)∗ Div−−−→ Div0 X −→ 0. (12.3)

On the other hand let us denote by Pic X the quotient of Div X by Div0 X (it is the
Picard group of X , cf. [21], Part. II, Cor. 6.16). We have another exact sequence of
Γκ-modules:

0 −→ Div0 X −→ Div X −→ Pic X −→ 0. (12.4)

Proposition 12.31 Assume that the field κ is of cohomological dimension � 1 (for
example finite). Then the map H 2(κ,κ(X)∗) → H 2(κ,Div0 X) induced by Div is
an isomorphism.

Proof As cd(κ) � 1, we have Br κ = H 2(κ,κ∗) = 0 by Theorem6.17 and
Remark6.18. Furthermore, H 3(κ,κ∗) = 0 since scd(Γκ) � 2 by Proposition5.8.
The result follows from the long exact cohomology sequence associated to the
sequence (12.3). �

Besides, the structure of the group Pic X is as follows: we have an exact sequence
of Γκ-modules:

0 −→ Pic0 X −→ Pic X
deg−−−→ Z −→ 0, (12.5)

where deg is the degree map and the kernel Pic0 X of deg is identified with the group
J (κ) of κ-points of a κ- abelian variety J , called the Jacobian of X ([38], Th. 1.1).
In particular, the group Pic0 X = J (κ) is divisible ([37], Th. 8.2). Furthermore, the
dimension of the Jacobian is the genus of the curve X .

We have the following important theorem, due to Lang (12.32):

Theorem 12.32 Let A be a smooth algebraic group, assumed to be commutative
and connected (for example an abelian variety) over a finite field κ. Then the group
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H 1(κ, A) := H 1(Γκ, A(κ)) is trivial. In particular, under the above assumptions
and notations, we have H 1(κ,Pic0 X) = 0.

Remark 12.33 The theorem of Lang extends to non-abelian H 1 (that we do not
treat in this book) of connected non-commutative algebraic groups, but not to abelian
varieties over a field of arbitrary cohomological dimension� 1; it is for example not
true in general over C((t)).

Corollary 12.34 Assume that the field κ is finite. Then H 1(κ,Pic X) = 0. Further-
more the map H 2(κ,Div0 X) → H 2(κ,Div X) induced by the inclusion Div0 X →
Div X is injective.

Proof Using the long exact sequence associated with (12.4), we see that it is enough
to show that H 1(κ,Pic X) = 0. As H 1(κ,Z) = 0, the sequence (12.5) and Theo-
rem12.32 give the result. �

12.5 Exercises

Exercise 12.1 Show that the Dedekind ring Z[√−5] is not a unique factorisation
domain.

Exercise 12.2 Let k be a global field. Let K be a finite separable extension (not
necessarily Galois) of k. We denote by F the Galois closure of K , and we set G =
Gal(F/k). For any place λ of F , we denote by Gλ ⊂ G its decomposition group.

(a) Let H be the subgroup Gal(F/K ) of G. Show that

⋂

g∈G
gHg−1 = {1}.

(b) Let v be a place of k and w be a place of K above v. We say that w is split in
K/k if Kw = kv , and that v is totally split in K/k if all the places of K above v are
split (this is an extension to the non-Galois case of the classic definitions). Prove the
equivalence of the three properties:

(i) the place w is split in K/k.
(ii) for every place λ of F above w, we have Gλ ⊂ H .
(iii) there exists a place λ of F above w with Gλ ⊂ H .
(c) Show that a place v of k is totally split in K/k if and only if the decomposition

group Gv of v in F/k is {1} (this is not ambiguous, indeed the group Gv is defined
up to conjugation in G). We will see in Chap.18, as an application of the Čebotarev
theorem, that there are infinitely many places v satisfying this condition.

(d) Let v be a place of k. Let D be the decomposition group of a place of F
above v. Letw1, . . . , wr be the places of K above v. Show that the degrees [Kwi : kv]
for i = 1, . . . , r are the indices [D : (D ∩ gHg−1)] for g ∈ G (or for g ∈ G/H ).
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Deduce from the above that there exists a place w of K above v, split in K/k
if and only if there exists g ∈ G such that Gv ⊂ gHg−1. Show that if furthermore
v is unramified in the extension F/k, the existence of such a place w is equivalent
to Gv ⊂ ⋃

g∈G gHg−1 (we will see in Exercise18.7 that there exist infinitely many
places v of k which do not satisfy this condition).

(e) Show that there exists a unique place of K above v if and only if the image of
Gv by the canonical surjection G → G/H is the whole of G/H (show first that this
condition makes sense, even though Gv is only defined up to conjugation).

Exercise 12.3 Let k be a global field.
(a) Find a sequence of elements of Ik converging to 1 for the topology of Ak , but

not converging for the topology of Ik .
(b) Is the set Ik closed in Ak for the topology of Ak?

Exercise 12.4 Let k = Q(
√
2).

(a) Show that the subgroup H of Ik generated by {±1} and 1 + √
2 is not compact.

(b) Deduce that k∗ is not closed in the restricted product of the k∗
v for v finite

(relatively to O∗
v ), that is, in “finite idèles”.

Exercise 12.5 Let n > 0 be an integer. Let k be a number field (whose algebraic
closure k is fixed) containing the nth roots unity. Let S be a finite set of places of k
(containing the archimedean places). Using Proposition12.28, prove the following
special case of the theorem of unramified extensions: the field k admits only finitely
many cyclic extensions k ′ ⊂ k of degree dividing n and unramified outside S. Gen-
eralise the above to the case where we do not assume that k contains the nth roots
unity, then to the abelian extensions (not necessarily cyclic).

Exercise 12.6 Recall (Corollary12.30) that the only finite extension of the field Q
that is, unramified at every prime number p isQ. Let L be a finite abelian extension
ofQ. The aim of this exercise is to show that L is a cyclotomic extension (Kronecker–
Weber theorem) by purely local methods.

(a) Let p be a prime number ramified in L/Q. Let L p be the completion of L at
a prime above p. Show that there exists an integer np > 0 such that L p ⊂ Qp(μnp ),
where Qp(μnp ) is the extension of Qp obtained by adjoining the npth roots of unity
(cf. Example11.23).

In all that follows, we write np = pep .mp with mp prime to p, and we set n =∏
p p

ep , the product taken over all the prime numbers ramified in L/Q (whose set
we denote by R). We also set M = L(μn).

(b) Show that if a prime number p is ramified in M/Q, then it is ramified in L/Q.
(c) Let (for p ∈ R) Ip ⊂ Gal(Mp/Qp) be the inertia subgroup. Show that Ip is

isomorphic to Gal(Qp(μpep )/Qp).
(d) Let I the subgroup of Gal(M/Q) generated by the Ip. Show that the fixed

field MI est Q.
(e) Show that the cardinality of I is at most [Q(μn) : Q] and deduce that L ⊂

Q(μn).
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Exercise 12.7 (by [13], Lemma 5.32) Let E be a number field. Let u ∈ OE . We set
F = E(

√
u). Let p be a prime ideal of OE .

(a) Show that if 2u /∈ p, then p is unramified in the extension F/E .
(b) Let u = b2 − 4c with b, c ∈ OE . Show that if 2 ∈ p and u /∈ p, then p is

unramified in the extension F/E .



Chapter 13
Cohomology of the Idèles: The Class
Field Axiom

In this chapter, we begin investigating cohomological properties of the groups Ikand
Ck defined in the previous chapter for a global field k. The aim is to prove the global
analogue of Proposition8.2, where the idèle class group will replace the multiplica-
tive group of a local field. It is this result that (like in local class field theory) is the
first step in the computation of the Brauer group of a global field.

13.1 Cohomology of the Idèle Group

In this paragraph, we fix a global field k and a separable closure k of k. We will
consider finite separable extensions K of k, that will always be implicitly assumed
to be contained in k. For any place v of k, we fix a separable closure kv of kv and
a k-embedding iv : k → kv , which fixes a place v of k above v: for v we take the
restriction of the place of kv induced by v. This allows for any separable algebraic
extension K ⊂ k of k to have a distinguished place v• of K above v. For simplicity
we denote by Kv := iv(K )kv the field Kkv (for example (k)v = kkv), which is the
completion of K at v• if [K : k] is finite. We denote by UK ,v the group of units of
K ∗

v , and Gv(K/k) (or even Gv if there is no ambiguity) the decomposition group of
v• in G = Gal(K/k) if K is a Galois extension of k.

Let K be a finite Galois extension of k with group G. We can write the idèle
group of K as the restricted product of the IK (v) for v a place of k with respect to
the UK (v), where we have set

IK (v) :=
∏

w|v
K ∗

w; UK (v) :=
∏

w|v
UK ,w.

(UK ,w is the multiplicative group of the ring of integers of Kw for w a finite place
of K ). Each of the IK (v) and the UK (v) is a G-module via the kv-isomorphism
Kw � Kσw induced by eachσ ∈ G.We can also view IK (v) as the group of invertible
elements of the ring K ⊗k kv , on which the group G acts kv-linearly (via its natural
action on K ).
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Proposition12.14 easily implies that IK (v) (resp. UK (v)) identifies with the
induced module I Gv

G (K ∗
v ) of K ∗

v (resp. to I Gv

G (UK ,v)).

Proposition 13.1 With the above notations:

(a) we have Ik = H 0(G, IK ).
(b) for any i ∈ Z, we have

Ĥ i (G, IK ) =
⊕

v∈Ωk

Ĥ i (Gv, K
∗
v ).

Proof (a) We have a natural injection of Ik into IK via the decomposition (12.1). Let
α ∈ Ik . For any σ ∈ G and any placew of K above a place v of k, the component
(σα)σw of σα at σw is σαw = αw = ασw, hence σα = α. Conversely, if α =
(αw) is in H 0(G, IK ), then

(σα)σw = σαw = ασw

for any σ ∈ G. For σ ∈ Gw, this already gives αw ∈ k∗
v . The fact that G acts

transitively on the places w above v (Proposition12.14) then gives that the αw

for w|v come from the same αv ∈ k∗
v via embeddings k∗

v → K ∗
w, hence α ∈ Ik .

(b) Shapiro’s lemma gives

Ĥ i (G, IK (v)) = Ĥ i (Gv, K
∗
v )

and besides if v is unramified in the extension K/k, we have

Ĥ i (G,UK (v)) = Ĥ i (Gv,UK ,v) = 0

since UK ,v is a cohomologically trivial Gv-module by Proposition8.3. Con-
sider the finite sets S of places of k, containing places ramified in K/k and the
archimedean places. Let us set

IK ,S =
∏

v∈S
IK (v) ×

∏

v /∈S
UK (v).

Then IK is the inductive limit of the IK ,S . We deduce (with the help of the
analogue for modified groups of Proposition1.25, cf. also the comment after
Corollary2.7):

Ĥ i (G, IK ) = lim−→
S

Ĥ i (G, IK ,S)

= lim−→
S

(
Ĥ i

(
G,

∏
v∈S IK (v)

) × Ĥ i
(
G,

∏
v /∈SUK (v)

))
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= lim−→
S

( ∏

v∈S
Ĥ i (G, IK (v)) ×

∏

v /∈S
Ĥ i (G,UK (v)

)

= lim−→
S

∏

v∈S
Ĥ i (Gv, K

∗
v ) =

⊕

v∈Ωk

Ĥ i (Gv, K
∗
v ). �

Corollary 13.2 We have H 1(G, IK ) = H 3(G, IK ) = 0.

Proof By the previous proposition, we need to see that for every place v of k, we
have H 1(Gv, K ∗

v ) = H 3(Gv, K ∗
v ) = 0. The first assertion follows from the Hilbert

90 theorem. The second follows from it for real v by Theorem2.16. For v finite, Tate–
Nakayama theorem (Theorem3.14) gives an isomorphism between H 1(Gv, Z) = 0
and H 3(Gv, K ∗

v ). �

Note also the following lemmaabout the behaviour of the idèle groupswith respect
to the norm.

Lemma 13.3 Let K be a finite Galois extension of k. An idèle α = (αv) ∈ Ik is in
NK/k IK if and only if for every place v of k, its local component αv ∈ k∗

v is a norm
for the extension Kv/kv (recall that Kv is the completion of K for a place w above
v).

Proof This follows immediately from Proposition13.1(b) applied to i = 0. We can
also simply observe that the norm NK/k : IK → Ik is obtained by taking the map
(
∏

w|v NKw/kv
) : IK (v) → k∗

v on each IK (v), where v ranges through the set of places
of k. �

We would like to “pass to the limit” in some of the above assertions. Denote by
I := lim−→K

IK the idèle group of k, the limit being taken over the finite separable

extensions K of k (warning: note that it is not the restricted product of the (k)∗v). We
also call C := I/k

∗
the idèle class group of k, which is the inductive limit of the

CK . Proposition13.1(a) and Hilbert 90 theorem yield:

Proposition 13.4 If K is a finite Galois extension of k with group G, we have
H 0(G,CK ) = Ck. Similarly, we have H 0(k, I ) = Ik and H 0(k,C) = Ck.

By passing to the limit in Proposition13.1(b), we obtain

Hi (k, I ) =
⊕

v∈Ωk

H i (Gv(k/k), (k)
∗
v)

for any i � 1. In this statement we would like to replace (k)v by the separable closure
kv of kv . We effectively have that (k)v = kkv is also kv , but this statement is non-
trivial; it uses the following lemma.
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Lemma 13.5 (Krasner) Let F be a complete field for an ultrametric absolute value
(not necessarily associated to a discrete valuation), with separable closure F. Let
α ∈ F, we denote by α1 = α, . . . ,αn its conjugates over F. Let β ∈ F satisfying

|α − β| < |α − αi |

for i = 2, . . . , n, where |.| is the unique extension of the absolute value of F to F.
Then we have the inclusion of fields F(α) ⊂ F(β).

Proof Let L be the Galois closure over F(β) of the field extension F(α,β)/F(β).
Let σ ∈ G := Gal(L/F(β)). Then σ(β − α) = β − σ(α). We also have that σ pre-
serves |.| by uniqueness of the extension of the absolute value in the complete case,
which follows from the equivalence of the norms on finite dimensional vector spaces
over a complete field (the existence for a finite extension of a complete field can for
example be obtained using the formula (7.1) of Theorem7.7). Thus we obtain

|β − σ(α)| = |β − α| < |αi − α|

for i = 2, . . . , n. We deduce that

|α − σ(α)| < |α − αi |

for i = 2, . . . , n since | · | is ultrametric. Finally σ(α) = α, that is: α ∈ F(β), as
desired. �

We deduce the announced result.

Proposition 13.6 Let k be a global field. Let v be a place of k. Then (k)v (with the
conventions explained at the beginning of the paragraph) identifieswith the separable
closure kv of the completion kv of k at v.

Proof We have a natural inclusion (k)v → kv . We can assume that v is a finite place
(the archimedean case is trivial). Let α ∈ kv with minimal polynomial f ∈ kv[X ].
As k is dense in kv , we can find a separable polynomial g ∈ k[X ] very close to f ,
which implies that |g(α)| can bemade as small aswewish.Write g(X) = ∏

(X − β j )

with β j ∈ k ⊂ (k)v . Then g has a root β which can be made as close as we wish to α,
hence in particular made to satisfy |β − α| < |αi − α| for all the conjugates αi ∈ kv

of α other than α. Krasner’s lemma then implies α ∈ kv(β) = k(β)v ⊂ (k)v . �

Corollary 13.7 For any i � 1, we have Hi (k, I ) = ⊕
v∈Ωk

H i (kv, k
∗
v), where kv is

the separable closure of kv . In particular, H 1(k, I ) = 0.

Note that by what we have just seen, the notation kv is not ambiguous.
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13.2 The Second Inequality

The aim of this paragraph is to show:

Theorem 13.8 Let k be a global field. Let K be a Galois extension of k with Galois
group G assumed to be cyclic of order n. Let h(G,CK ) be the Herbrand quo-
tient of the G-module CK , where CK = IK /K ∗ is the idèle class group of K . Then
h(G,CK ) = n.

We deduce:

Corollary 13.9 (“the second inequality”) Under the assumptions of the preceding
theorem, the cardinality of the group Ck/NK/kCK = Ik/k∗NK/k IK is at least n.

Proof Applying Hilbert 90 and Proposition13.1(a), we have H 0(G,CK ) = Ck ,
hence Ĥ 0(G,CK ) = Ck/NK/kCK = Ik/k∗NK/k IK . The corollary then follows from
the definition of the Herbrand quotient. �

The aim of this chapter is to show that we in fact have #Ĥ 0(G,CK ) = n in
the above corollary. To do this, we will need the first inequality. Even though it
can be proved using Corollary13.9 (see next paragraphs), historically it was proved
earlier using analytic methods (cf. [9], Exp.VIII or Appendix B of this book, Corol-
laryB.23). This explains the terminologywe adopt here (some authors use the inverse
convention, it is for example the case of [9], Exp.VII). Corollary13.9 is mainly used
to show that K = k when one can verify that Ik = k∗NK/k IK .

The Proof of Theorem13.8 uses the following lemma.

Lemma 13.10 Let G be a finite group.

(a) Let M and M ′ be two modules over the ring Q[G], of finite dimension over Q,
and such that the R[G]-modules MR := M ⊗Q R and M ′

R are isomorphic. Then
the Q[G]-modules M and M ′ are isomorphic.

(b) Assume that G is cyclic. Let E be a finite dimensional R-vector space endowed
with an action of G. Let L and L ′ be two lattices in E, stables under the action
of G, and generating theR-vector space E. Then if one of theHerbrand quotients
h(L), h(L ′) is defined, the other is too and we have h(L) = h(L ′).

Proof (a) Each Q[G]-homomorphism ϕ : M → M ′ induces a R[G]-
homomorphism ϕ ⊗ 1 : MR → M ′

R and the map ϕ → ϕ ⊗ 1 induces an iso-
morphism of R-vector spaces:

(HomQ[G](M, M ′)) ⊗Q R −→ HomR[G](MR, M ′
R).

Fix bases of the Q-vector spaces M and M ′ (which have the same dimension).
The determinant of an element of HomQ[G](M, M ′) or of HomR[G](MR, M ′

R)

in these bases is then well defined. Let then (ξi ) be a basis of the Q-vector
space HomQ[G](M, M ′). The above isomorphism shows that it is a basis of
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the R-vector space HomR[G](MR, M ′
R). The assumption that MR and M ′

R are
isomorphic implies that the polynomial

F(t1, . . . , tn) := det(
∑

i

tiξi ) ∈ Q[t1, . . . , tm]

is not identically zero on the whole of Rm , hence it is nonzero on Qm since Q is
infinite. Thus we have a Q[G]-isomorphism between M and M ′.

(b) Let us set M = L ⊗ Q and M ′ = L ′ ⊗ Q. Then MR and M ′
R are both R[G]-

isomorphic to E . By a), there exists a Q[G]-isomorphism ϕ : M → M ′. Then
ϕ induces an injective homomorphism ϕ : L → (1/N )L ′ for a certain integer
N > 0. This implies that f := Nϕ is an injective homomorphism from L to L ′.
As L and L ′ are lattices of the same rank, the cokernel of f is finite and we
conclude by applying Theorem2.20, (c).

�

Proof of Theorem 13.8 By Proposition12.25, we can find a finite non-empty set S
of places of k (containing the archimedean places and the places ramified in K/k)
such that IK = K ∗ IK ,S , where

IK ,S =
∏

v∈S
IK (v) ×

∏

v /∈S
UK (v) =

∏

v∈S
(
∏

w|v
K ∗

w) ×
∏

v /∈S
(
∏

w|v
U ∗

K ,w).

Let T be the (finite) set of places of K which are above a place of S. We then have

CK = IK /K ∗ = IK ,S/EK ,T ,

where we recall that EK ,T := K ∗ ∩ IK ,S is the group of T -units of K . By Theo-
rem2.20, we have, shortening h(G, ·) to h(·),

h(CK ) = h(IK ,S)/h(EK ,T )

whenever the right hand side member is defined (the advantage to introduce S and
T is precisely that it allows this condition to be satisfied, while h(K ∗) is not defined
since Ĥ 0(G, K ∗) = K ∗/NL∗ is in general infinite).

We first compute h(IK ,S) purely “locally”. For v /∈ S, the place v is unramified
in K/k, which implies as we have already seen (consequence of Shapiro’s lemma
and of Proposition8.3) that theG-moduleUK (v) is cohomologically trivial. Let now
v ∈ S, denote by nv := [Kv : kv] the local degree of K/k at v. Shapiro’s lemma
implies that for v in S, we have:

h(IK (v)) = h(Gv, K
∗
v ) = nv

by local class field axiom (Proposition8.2) hence finally
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h(IK ,S) =
∏

v∈S
nv.

We now compute h(EK ,T ), which is the “global” part of the proof. We need to
show that n · h(EK ,T ) = ∏

v∈S nv . To do this, we will use Lemma13.10. Let V be
the vector space of maps from T to R, which is isomorphic to Rt with t = #T .
The group G acts on V by the formula (σ f )(w) = f (σ−1w) for all f ∈ V , σ ∈ G,
w ∈ T . Let N be the lattice consisting of f ∈ V whose image is contained in Z. It
is clear that N generates the R-vector space V and is stable for the action of G. The
G-module N is isomorphic to

∏
v∈S(

∏
w|v Zw), with Zw = Z. More precisely, if we

set (for a fixed v in S) Nv := ∏
w|v Zw, then Nv is a sub-G-module of N and G acts

on Nv by permutation of the Zw. Shapiro’s lemma then yields, for any q ∈ Z:

Ĥq(G, N ) =
∏

v∈S
Ĥq(Gv, Z)

which implies immediately
h(N ) =

∏

v∈S
nv.

For a ∈ EK ,T , denote by fa : T → R themap defined by fa(w) = log |a|w and apply
Lemma12.26. It implies that the map

λ : EK ,T −→ V, a 
−→ fa

has a finite kernel, and that the image of f is a lattice M0 which generates the R-
vector spaceV 0 ⊂ V consisting of f such that

∑
w∈T f (w) = 0.Wehave h(EK ,T ) =

h(M0) byTheorem2.20, (c). Let g ∈ V be defined by g(w) = 1 for anyw ∈ T . Let us
set M = M0 + Zg. Then the lattice M generates the R-vector space V = V 0 + Rg.
As M0 and Z · g are both stable by G, we can write

h(M) = h(M0) · h(Z) = nh(M0) = nh(EK ,T ).

As M and N generate the same R-vector space, Lemma13.10 implies that h(N ) =
h(M). Finally n · h(EK ,T ) = h(N ), or

n · h(EK ,T ) =
∏

v∈S
nv,

as desired. �

We deduce:

Proposition 13.11 Let K be a finite abelian extension of a global field k. We assume
that there exists a subgroup D of Ik satisfying: D ⊂ NK/k IK and k∗D is dense in Ik .
Then K = k.
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Proof If F is a cyclic extension of k contained in K , we have D ⊂ NK/k IK ⊂
NF/k IF by transitivity of the norms. Thus, if we can deal with the case of a cyclic
extension, we obtain that every subextension F of K with F/k cyclic is trivial, which
implies that K/k is trivial by Galois theory as K/k is assumed to be abelian. We can
thus assume that K is a cyclic extension of k.

Now, Theorem11.20, (a) tells us that each NKv/kv
K ∗

v is an open subgroup of K ∗
v .

Furthermore NKv/kv
K ∗

v containsUv := O∗
v for almost all places v since v unramified

implies Ĥ 0(Gv,UK ,v) = 0 with Gv = Gal(Kv/kv) (Proposition8.3). We deduce,
using Lemma13.3, that NK/k IK is an open subgroup of Ik , hence also k∗NK/k IK
(union of open sets). Thus k∗NK/k IK is a closed subgroup (as it is open) and dense (as
it contains k∗D) of Ik , hence k∗NK/k IK = Ik . Corollary13.9 then implies [K : k]= 1,
i.e., K = k. �
Proposition 13.12 Let S be a finite set of places of k, containing all archimedean
places if k is a number field. Let K be a finite abelian extension of k, unramified out-
side S. Then the Galois group G = Gal(K/k) is generated by the Frobenii FK/k(v)

for v /∈ S.

Proof Note that since G is abelian, the Frobenius Fv := FK/k(v) is well defined
as an element of G (and not just up to conjugation). Let G ′ be the subgroup of G
generated by the Fv for v /∈ S and let E be its fixed field. Then the image of Fv in
Gal(E/k) = G/G ′ is trivial for v /∈ S, which gives Ev = kv , and hence each element
of kv is a norm of Ev/kv for v /∈ S. Denote then by D the subgroup of Ik consisting of
the idèles (αv) such that αv = 1 for all v ∈ S. Then by Lemma13.3 and what we just
saw, we have D ⊂ NE/k IE . On the other hand, strong approximation Theorem12.18
(or even its “weak” form, which is the one without a condition outside S) yields that
k∗D is dense in Ik . Proposition13.11 then says that E = k, or that G ′ = G. �
Corollary 13.13 Let K be a non-trivial abelian extension of k. Then there are
infinitely many places v of k which are not totally split in K . If furthermore K/k is
cyclic of degree �m with � prime, there are infinitely many places of k which are inert
in K/k (that is, unramified and such that the associated decomposition group is the
whole of G := Gal(K/k)).

Note that an inert place v corresponds to a Frobenius FK/k(v) that generates
Gal(K/k), or to a place that is, unramified and there is only one place w of K
above v.

Proof The first assertion follows from Proposition13.12 and the fact that places v

totally split in K correspond to FK/k(v) = 1. The second assertion is obtained by
applying the first to the intermediate extension E/k of degree �, that corresponds to
the unique subgroup of order �m−1 of Gal(K/k): we obtain infinitely many places v

for which the Frobenius FK/k(v) has a non-trivial image in the quotient of order �

of G, hence generates G. �
For example, the above corollary implies that an element of Z that is, not a square

can not become a square modulo all primes except finitely many. There is in fact
a more general and precise statement than Corollary13.13, the Čebotarev theorem
(cf. Chap. 18).
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13.3 Kummer Extensions

In this paragraph, we establish general results on Kummer extensions, that will be
useful in the next paragraph and also in the proof of the global existence theorem.

Fix a field k and an integer n > 0 not divisible by the characteristic of k, such that
k contains a primitive nth root of unity ζ.

Definition 13.14 A Kummer extension of k is a field extension K of k of the form
K = k( n

√
Δ), where Δ is a subgroup of k∗, containing k∗n , and such that Δ/k∗n is

finite.1

Note that as ζ ∈ k, the notation k( n
√

Δ) is not ambiguous, and the choice of
a primitive nth root of unity in k identifies the Galois modules μn and Z/n. As
for any a ∈ Δ, the extension k( n

√
a) is cyclic of degree dividing n (it corresponds

to the element of H 1(k, Z/n) � H 1(k,μn) = k∗/k∗n given by the class of a), a
Kummer extension is a finite abelian extension of kwhoseGalois group is of exponent
dividing n (isomorphic to a subgroup of (Z/n)r , where r is the cardinality ofΔ/k∗n).
Conversely, a cyclic extension of k of degree dividing n corresponds to an element
of H 1(k, Z/n) � k∗/k∗n , hence is of the form k( n

√
a). More generally, we have:

Proposition 13.15 Let K be a finite abelian extension of k whose Galois G is of
exponent n. Then K = k( n

√
Δ) with Δ = K ∗n ∩ k∗. Furthermore, we have an iso-

morphism
u : Δ/k∗n −→ Hom(G, Z/n).

Conversely, if Δ′ is a subgroup of k∗ containing k∗n and if we set K = k( n
√

Δ′), then
we have Δ′ = K ∗n ∩ k∗.

Thus, for an abelian extension K of k with Galois group of exponent n, we have
one and only one subgroup Δ of k∗ containing k∗n such that K = k( n

√
Δ).

Proof Weclearly have k( n
√

Δ) ⊂ K . Conversely, the extension K/k is the composite
of all its cyclic subextensions E/k as it is abelian (as a finite abelian group is a direct
product of cyclic groups). Such an extension E is of degree dividing n, hence is of the
form E = k( n

√
a) with a ∈ k∗ ∩ K ∗n , hence E ⊂ k( n

√
Δ) and finally K ⊂ k( n

√
Δ).

We define a morphism u : Δ → Hom(G, Z/n) by u(a) = χa , where

χa(σ) = σ( n
√
a)/ n

√
a (13.1)

is defined using the identification of Z/n with the subgroup of nth roots of unity of
k∗. The kernel of u is k∗n since χa is trivial if and only if n

√
a ∈ k∗. It remains to

show that u is surjective. Let χ ∈ Hom(G, Z/n) = Hom(G,μn), then χ becomes a
1-coboundary (by Hilbert 90) when viewed as a map from G to K ∗. This means that
we have b ∈ K ∗ such that χ(σ) = σ(b)/b for any σ ∈ G. Then

1Some authors do not require this condition, but we will not need the infinite case.
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σ(bn) = (σb)n = χ(σ)nbn = bn

hence a := bn ∈ k∗ ∩ K ∗n = Δ, and finally χ = χa .
Lastly, let Δ′ be a subgroup of k∗ containing k∗n and K := k( n

√
Δ′). Let us

set Δ = K ∗n ∩ k∗ and let us show that Δ = Δ′. The inclusion Δ′ ⊂ Δ is obvious.
Denote by H the subgroup of G = Gal(K/k) consisting of σ such that χa(σ) = 1
for every a ∈ Δ′. That means that H is the orthogonal of the family (χa)a∈Δ′ for
the duality between G and Hom(G, Z/n). By biduality, the orthogonal of H is
the subgroup of Hom(G, Z/n) consisting of the χa for a ∈ Δ′, which means that
the image of Δ′/k∗n by the isomorphism u : Δ/k∗n → Hom(G, Z/n) is exactly
Hom(G/H, Z/n). Besides, the formula (13.1) shows that H fixes each element of
n
√

Δ′, hence fixes the whole of K (which is the extension of k generated by n
√

Δ′).
Galois theory then tells us that H is the trivial group. As u is an isomorphism, this
implies that Δ/k∗n = Δ′/k∗n and finally Δ = Δ′, as desired. �

Remark 13.16 The link between the last proposition and cohomological Kummer
theory seen in Sect. 6.2 (Corollary6.6) is the following: the group H 1(G, Q/Z) =
H 1(Gal(K/k), Z/n) is (by restriction-inflation sequence) given by

H 1(G, Q/Z) = Ker[H 1(k, Z/n) −→ H 1(K , Z/n)].

Identifying (via a choice of ζ) the Galois modules Z/n and μn , we obtain an isomor-
phism between H 1(G, Q/Z) and the kernel of the map k∗/k∗n → K ∗/K ∗n , that is,
with Δ/k∗n .

We will need the following “local” result.

Lemma 13.17 Let K be a local field. Let n > 0 be an integer not divisible by the
characteristic of the residue field κ of K , Assume that K contains primitive nth roots
of unity (and hence n divides q − 1, where q = #κ). Then, for x ∈ K ∗, the extension
L = K ( n

√
x)/K is unramified if and only if x ∈ UK K ∗n.

Proof Assume that x = u · yn with u ∈ UK and y ∈ K ∗. We want to show that
K ( n

√
u) is unramified over K . By Hensel lemma, the polynomial Xn − u factors as

a product of linear factors over the unramified extension K ′ of K whose residue
field is the decomposition field of the reduction Xn − u over κ. Thus n

√
u ∈ K ′ and

we have that K ( n
√
u) is unramified over K . Conversely, if K ( n

√
x)/K is unramified,

let us write x = u · πr with u ∈ UK and π a uniformiser of K . Then the valuation
vL(

n
√
u · πr ) is 1

n vL(π
r ) = 1

n vK (πr ), which shows that n divides r . �

Lastly, Kummer extensions are related to another “local” result, that we will use
in the next paragraph.

Proposition 13.18 Let k be a global field. Let v be a place of k. Let n > 0 be an
integer not divisible by the characteristic of k (which is automatic if k is a number
field), and such that μn ⊂ kv . Then the cardinality of k∗

v/k
∗n
v is n2/|n|v and if v is

finite, the cardinality of O∗
v/O∗n

v is n/|n|v .
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Proof The case where v is archimedean is straightforward, observing that for real v
wenecessarily have n = 1 or n = 2, and for a complex v |n|v = n2 by convention. Let
us nowassume thatv is finite.As k∗

v � Z × O∗
v , it is enough to compute the cardinality

of O∗
v/O∗n

v . To do this, make the group Z/n acts trivially on O∗
v , and consider the

corresponding Herbrand quotient hn(O∗
v). As H

1(Z/n,O∗
v) = Hom(Z/n,O∗

v) is of
cardinality n (because kv ⊃ μn), we have

hn(O∗
v) = #O∗

v/O∗n
v

n
.

We are reduced to showing that hn(O∗
v) = |n|−1

v . If k is a function field of charac-
teristic p, the assumption made on n implies that |n|v = 1. Besides, the subgroup
of finite index U 1

v of Uv = O∗
v is a pro-p-group (Theorem7.18, a), hence satisfies

hn(U 1
v ) = 1 as p does not divide n. We conclude using Theorem2.20. If k is a num-

ber field, the group U 1
v has a subgroup of finite index isomorphic to the additive

group Ov (Theorem7.18, b). As H 1(Z/n,Ov) = Ov[n] = 0, Theorem2.20 implies
that

hn(Uv) = hn(U
1
v ) = hn(Ov) = #(Ov/nOv) = |n|−1

v ,

as desired. �

13.4 First Inequality and the Axiom of Class Field Theory

We start with a linear algebra lemma:

Lemma 13.19 Let � be a prime number and let m be a non negative integer. We set
n = �m. Let A be the ring Z/nZ. Let M be a free finite type A-module and M1 a
sub-A-module of M such that M/M1 is free. Then M1 is free of finite type.

Proof As M2 := M/M1 is free, we have M � M1 ⊕ M2. As an abelian group, M
is isomorphic to (Z/nZ)r with r � 0. The theorem on the structure of finite abelian
groups implies that the abelian n-torsion group M1 is isomorphic to a direct sum of
groups of the form (Z/n′Z), where n′ is a power of �. But the uniqueness part of
this same theorem imposes that n′ = n (we could also have used a more advanced
theorem which says that every projective finite type module over a local ring is free
cf. [36], Part. I, Th. 2.9). �

We are going back to global fields. In the remaining part of this paragraph, k is
a global field; in all the statements before Theorem13.23, we denote by n a power
of a prime number � different from the characteristic of k, such that k contains a
primitive nth root of unity ζ. The first aim will be to compute (by a method due to
Chevalley) the norm group NK/kCK for a Kummer extension K/k (in the sense of
Definition13.14) with Galois group G = (Z/n)r . We start by fixing a finite set S of
places of k, containing all the archimedean places (if k is a number field), all places
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above �, all places ramified in K/k, and such that Ik = Ik,Sk∗ (cf. Proposition12.25).
We denote by s the cardinality of S.

Proposition 13.20 With the above notation, we have s � r . Furthermore, there
exists a set T of places of k, disjoint from S and of cardinality s − r , such that
K = k( n

√
Δ), where Δ is the kernel of the diagonal map

Ek,S −→
∏

v∈T
k∗
v/k

∗n
v ,

with Δ = K ∗n ∩ Ek,S.

(Recall that Ik,S is the group of S-idèles and Ek,S = k∗ ∩ Ik,S is the group of S-units).

Proof We start by showing that K = k( n
√

Δ) with Δ = K ∗n ∩ Ek,S .
Proposition13.15 gives K = k( n

√
D) with D = K ∗n ∩ k∗. For x ∈ D, the choice of

S yields that k( n
√
x)/k is unramified for v /∈ S, hence x = uv ynv with uv ∈ Uv := O∗

v

and yv ∈ k∗
v (Lemma13.17). Let us set yv = 1 for v ∈ S. We obtain an idèle

y = (yv) (indeed, x is of valuation zero outside a finite number of places), that
we can write (again, by the choice of S) y = α · z with α ∈ Ik,S and z ∈ k∗. Then
x/zn ∈ Ik,S ∩ k∗ = Ek,S hence x/zn ∈ Δ. Thus D ⊂ Δ · k∗n , and the reverse inclu-
sion is obvious, hence K = k( n

√
Δ).

Let us set N = k( n
√
Ek,S), then N ⊃ K as Ek,S ⊃ Δ. As Ek,Sk∗n/k∗n = Ek,S/En

k,S
(observe that k∗n ∩ Ek,S = En

k,S , where E
n
k,S is the subgroup of nth powers in Ek,S).

Proposition13.15 yields

Gal(N/k) � Hom(Ek,S/E
n
k,S, Z/n).

On the other hand Ek,S contains the nth roots of unity and hence is an abelian group
isomorphic (by the Dirichlet unit theorem) to Zs−1 × μq , where q is an integer such
that n divides q. This implies that Ek,S/En

k,S is a free Z/n-module of rank s, hence
it is also the case for Gal(N/k). As its quotient G = Gal(K/k) is by assumption a
free Z/n-module of rank r , we already obtain that r � s and Gal(N/K ) is a free
Z/n-module by Lemma13.19.

Choose a Z/n-basis σ1, . . . ,σs−r of Gal(N/K ), and call Ni the fixed field of σi

for i = 1, . . . , s − r . Then K = ⋂
1�i�s−r Ni . By Corollary13.13, we can find for

each i a prime ideal pi of Ni , above a finite place vi of k, such that: the places vi are
pairwise distinct, are not in S, and each pi is inert in the extension N/Ni (Recall that
the N/Ni are cyclic of order n, with n a power of a prime number �). This means that
the Frobenius associated to pi generates Gal(N/Ni ), or that there is only one prime
p′
i = piON of N above Ni . We will show that we can take T = {v1, . . . , vs−r }.
Let us first show that Gal(N/Ni ) is the decomposition group Di of vi in N/k.

The place vi is unramified in the extension N/k by Lemma13.17. In particular, Di

is cyclic, generated by the Frobenius FN/k(vi ). On the other hand Di ⊃ Gal(N/Ni )

as every element of Gal(N/k) which induces the identity on Ni fixes pi , hence p′
i .
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As Gal(N/Ni ) is of order n and Di is cyclic of exponent � n, the only possibility is
Di = Gal(N/Ni ), as desired.

As Gal(N/K ) is the direct product of the Gal(N/Ni ), we obtain that K/k is the
maximal subextension of N/k in which all the places vi are totally split: indeed, this
property comes down to saying that K is the maximal subextension of N/k such
that all the FN/k(vi ) are in Gal(N/K ). Let then x ∈ Ek,S . We obtain:

x ∈ Δ ⇐⇒ k( n
√
x) ⊂ K ⇐⇒ kvi (

n
√
x) = kvi , ∀i = 1, . . . , s − r,

which means exactly that Δ is the kernel of Ek,S → ∏s−r
i=1 k

∗
vi
/k∗n

vi
. �

We are coming to the most difficult result of this paragraph, which includes in
particular the “first inequality” [Ck : NK/kCK ] � [K : k] in the case of a Kummer
extension.

Theorem 13.21 Under the assumptions and notation of Proposition13.20, we set
(for any non-archimedean place v of k) Uv := O∗

v and

Ik(S, T ) :=
∏

v∈S
k∗n
v ×

∏

v∈T
k∗
v ×

∏

v /∈S∪T
Uv.

Let Ck(S, T ) = Ik(S, T ) · k∗/k∗. Then we have

NK/kCK ⊃ Ck(S, T )

and [Ck : Ck(S, T )] = [K : k]. If furthermore the extension K/k is cyclic, we have
Ck(S, T ) = NK/kCK (and hence [Ck : NK/kCK ] = [K : k]).

We start with a lemma.

Lemma 13.22 We have Ik(S, T ) ∩ k∗ = En
k,S∪T .

Proof It is straightforward to see that we have the inclusion En
k,S∪T ⊂ Ik(S, T ) ∩ k∗.

Let conversely y ∈ Ik(S, T ) ∩ k∗. Let us set M = k( n
√
y). To show that M = k, it

is enough by Corollary13.9 to see that Ck = NM/kCM . Let us first show that the
diagonal map f : Ek,S → ∏

v∈T Uv/Un
v is surjective, where Un

v is the subgroup of
nth powers in Uv . Its kernel is Δ by Proposition13.20, and we have

#(Ek,S/Δ) = #Ek,S/En
k,S

#Δ/En
k,S

.

As we have seen in the Proof of Proposition13.20 (consequence of the Dirichlet unit
theorem), the cardinality of Ek,S/En

k,S is ns . On the other hand, the cardinality of
Δ/En

k,S = Δk∗n/k∗n is that of G = Gal(K/k) by Proposition13.15, it is thus nr .
Finally the cardinality of Ek,S/Δ is ns−r , and to obtain the surjectivity it is enough to
see that it is also the cardinality of

∏
v∈T Uv/Un

v . This follows fromProposition13.18,
since v does not divide � if v ∈ T and n is a power of �.
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Let now α = (αv) ∈ Ik,S , with image [α] ∈ Ck = Ik,Sk∗/k∗. We want to show
that [α] ∈ NM/kCM . By surjectivity of f we find an x ∈ Ek,S such that for every
place v in T , we have αv = x · unv with uv ∈ Uv . Let us set α′ = α/x , it is enough
to see that α′ is in NM/k IM , which can be checked component by component by
Lemma 13.3. For v ∈ S, we have y ∈ k∗n

v hence Mv = kv , which obviously implies
thatα′

v is a norm of the extensionMv/kv . For v ∈ T , it alsoworks becauseα′
v = unv is

an nth power. Lastly, for v /∈ S ∪ T , we have that Mv/kv is unramified and α′
v ∈ Uv ,

which is enough to guarantee that α′
v is a local norm, by Proposition8.3. Finally we

have M = k, and therefore y ∈ k∗n ∩ Ik(S, T ) ⊂ En
k,S∪T , as desired. �

Proof of Theorem 13.21 We use the exact sequence:

1 −→ Ik,S∪T ∩ k∗/Ik(S, T ) ∩ k∗ −→Ik,S∪T /Ik(S, T )

−→ Ik,S∪T · k∗/Ik(S, T )k∗ −→ 1

and we calculate the cardinalities of various terms. As Ik = Ik,S∪T · k∗, the order of
the group on the right is [Ck : Ck(S, T )]. By Lemma13.22, the order of the group on
the left is [Ek,S∪T : En

k,S∪T ] = n2s−r as we have already seen (as the cardinality of
S ∪ T is 2s − r ). Lastly, the cardinality of the middle group is that of

∏
v∈S[k∗

v : k∗n
v ],

which is
∏

v∈S n2/|n|v by Proposition13.18. But as S contains all the archimedean
places and those dividing �, by the product formula we have (recall that n is a power
of �):

1 =
∏

v∈Ωk

|n|v =
∏

v∈S
|n|v

hence
∏

v∈S n2/|n|v = n2s . We obtain

[Ck : Ck(S, T )] = nr = [K : k].

as desired.
Let us now show that Ck(S, T ) ⊂ NK/kCK . Let α ∈ Ik(S, T ), it is enough to

check (Lemma13.3) that each component αv of α is a local norm. For v ∈ S, we
have αv ∈ k∗n

v , which is a local norm via local reciprocity isomorphism k∗
v/NK ∗

v �
Gal(Kv/kv) and the fact thatGal(K/k) is of exponent n. For v ∈ T , we have Kv = kv

since Δ ⊂ k∗n
v , hence the required condition is automatically satisfied. Lastly, for

v /∈ S ∪ T , αv is a unit and Kv/kv is unramified by Lemma13.17 and hence it still
works (Proposition8.3).

If now K/k is cyclic, we have r = 1 and the Corollary13.9 implies

[K : k] � [Ck : NK/kCK ] � [Ck : Ck(S, T )] = [K : k],

which proves the equality NK/kCK = Ck(S, T ). �

At last we deduce:
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Theorem 13.23 (The axiom of the global class field theory) Let k be a global field.
Let K be a finite Galois extension of k with cyclic Galois group G. Then Ĥ 0(G,CK )

is of cardinality [K : k], and H 1(G,CK ) = 0.

We will see later on that the triviality of H 1(G,CK ) remains true if G is an
arbitrary finite group. The assertion on Ĥ 0(G,CK ) is also true (in a more precise
form) when G is finite and abelian. This will be a consequence of results that we
will see in the next two chapters. We will deduce that in Theorem13.21, the equality
Ck(S, T ) = NK/kCK remains true if we only assume that the extension K/k is
abelian.

Proof in the case where the characteristic of k does not divide [K : k] We post-
pone to the last paragraph the case where k is a field of functions of charac-
teristic p > 0 dividing [K : k], which needs to be treated separately. We can do
this using the method of [1], Chap. 6, but we thought it would be more insight-
ful to use a geometric approach, based on the results of Sect. 12.4. For now, we
assume that k is a number field, or a function field whose characteristic is prime
to [K : k]. As we know that the Herbrand quotient h(G,CK ) is n := [K : k] by
Theorem13.8, it is enough to see that Ĥ−1(G,CK ) (which is also H 1(G,CK ) by
Theorem2.16) is of cardinality 1. We proceed by induction on n. Consider a sub-
extension M/k of K/k of prime degree �. If � < n, the induction assumption and
the restriction-inflation exact sequence imply H 1(G,CK ) = 0. Let us then assume
that n = � is prime. Denote by μ� the group of �th roots of unity (in the algebraic
closure of k) and let us set k ′ = k(μ�), K ′ = K (μ�). Then K ′/k ′ is a cyclic Kum-
mer extension and Theorem13.21 implies that the group Ĥ 0(Gal(K ′/k ′),CK ′) is
of cardinality [K ′ : k ′], hence H 1(Gal(K ′/k ′),CK ′) = 0 (still by Theorem13.8). As
[k ′ : k] � � − 1, the induction assumption implies also that H 1(Gal(k ′/k),Ck ′) = 0
hence H 1(Gal(K ′/k),CK ′) = 0 by the restriction-inflation sequence, and a fortiori
H 1(G,CK ) = 0 by the same sequence. �

Corollary 13.24 (Hasse norm principle) Let k be a global field and let K be a finite
cyclic extension of k. Then an element x ∈ k∗ is a norm of the extension K/k if and
only if its image xv in k∗

v is a norm in Kv/kv for every place v of k.

Note that this result is not true for an arbitrary abelian extension (see for example
Exercise 5 of [9]).

Proof Let G=Gal(K/k). As Ĥ−1(G,CK )=0, the exact modified cohomology
sequence yields an injection Ĥ 0(G, K ∗) → Ĥ 0(G, IK ), which allows us to con-
clude using Proposition13.1, (b). �

Theorem 13.25 Let K/k be a finite Galois extension of global fields with group G.
Then H 1(G,CK ) = 0.

Proof ForG cyclic, the result is part of the class field axiom (Theorem13.23). On the
other hand, recall that (for any prime number p) the abelianisation of a non-trivial
p-group is a non-trivial p-group. Hence every non-trivial p-group has a quotient
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of order p. We deduce that the theorem is true when G is a p-group by induction
on the cardinality of G, taking a Galois degree p subextension E/k and using the
restriction-inflation exact sequence

0 −→ H 1(Gal(E/k),CE ) −→ H 1(G,CK ) −→ H 1(Gal(K/E),CK ).

Finally, for an arbitrary G, we consider, for every p dividing #G, a p-Sylow Gp

of G and its fixed fixed field Kp. Then, as H 1(G,CK ) is the direct sum of the
H 1(G,CK ){p}, the map

H 1(G,CK ) −→
∏

p

H 1(Gal(K/Kp),CK )

obtained via the restrictions is injective by Lemma3.2, which yields the result by the
case where G is a p-group. �

Corollary 13.26 Let C = lim−→K
CK = Ik/k

∗
. Then H 1(k,C) = 0.

13.5 Proof of the Class Field Axiom for a Function Field

In this paragraph, we consider a global field k of characteristic p, that we view as the
field of functions k = κ(X) of a smooth projective geometrically integral curve X
over a finite field κ. We will follow the method of [39] (Part. I, App.A) to prove the
axiom of the global class field theory (Theorem13.23) in this situation. In a certain
sense, class field theory for a function field is easier than for a number field, once one
knows some geometric results fromSect. 12.4. Indeed, this approachwill for example
yield the axiom of class field theory (as well as Theorem13.25 and Corollary13.26)
much easier than with the method of Kummer extensions that we have followed in
the last paragraph. Furthermore it has the advantage to work in the case where p
divides the degree of the extension as well. The geometric approach also admits vast
generalisations to higher dimensions whose very complete exposition can be found
in [48].

The notations of this paragraph are analogous to those of Sect. 12.4. For any finite
extension κ′ ⊂ κ of κ, set Xκ′ = X ×κ κ′ and denote by κ′(X) = κ(X) ⊗κ κ′ the
field of functions of the curve Xκ′ . Thus κ′(X) is a finite extension of the global
field k. Let Iκ(X) be the inductive limit over these κ′ of the idèle groups Iκ′(X). We
have a natural inclusion i of κ(X)∗ in Iκ(X).

Proposition 13.27 The map H 2(κ,κ(X)∗) → H 2(κ, Iκ(X)) induced by i is injec-
tive.

Proof A closed point w of Xκ′ defines a discrete valuation valw on the completion
κ′(X)w, hence by definition of Iκ′(X) an induced map
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⊕

w∈X (1)
κ′

valw : Iκ′(X) −→
⊕

w∈X (1)
κ′

Z · w = DivXκ′ .

We thus have, by definition of the map Div (cf. Sect. 12.4), a commutative diagram:

κ′(X)∗

Div

Iκ′(X)

Div0 Xκ′ DivXκ′ .

By passing to the limit on the κ′, we obtain a commutative diagram:

κ(X)∗

Div

i
Iκ(X)

Div0 X DivX .

Proposition12.31 and Corollary12.34 tell us that the maps H 2(κ,κ(X)∗) →
H 2(κ,Div0 X) and H 2(κ,Div0 X) → H 2(κ,DivX) induced by this diagram are
injective. The result follows. �

Let us fix a separable closure k of k = κ(X) containing κ and consider a finite
Galois extension k ′ ⊂ k of k. Let κ′ be the algebraic closure of κ in k ′. Denote by
Ik ′ the group of idèles of the global field k ′, and similarly by Iκ′(X) that of κ′(X). We
have a commutative diagram:

k ′ ∗
Ik ′

κ′(X)∗ Iκ′(X)

hence, by passing to the limit over the k ′, we obtain the commutative diagram:

k
∗

Ik

κ(X)∗ Iκ(X)

(13.2)

Here I := Ik is the idèle group of k as defined in Sect. 13.1. We also have the idèle
class group C = I/k

∗
of k.
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Theorem 13.28 The group Br k is isomorphic to H 2(κ,κ(X)∗). The map Br k =
H 2(k, k

∗
) → H 2(k, Ik) induced by the diagram (13.2) is injective.

Proof Consider the algebraic extensions (of infinite degree) of the field k = κ(X) ⊂
κ(X) ⊂ k. The Galois group of κ(X)/κ(X) identifies with �κ = Gal(κ/κ). As
H 1(κ(X), k

∗
) = 0 by Hilbert 90, we have by Corollary1.45 (in its profinite ver-

sion) an exact sequence

0 −→ H 2(κ,κ(X)∗) Inf−−−→ H 2(k, k
∗
) = Br k −→ H 2(κ(X), k

∗
) = Br(κ(X)).

But the field κ(X) is C1 by Tsen theorem (Example6.20, b), hence has a trivial
Brauer group (Theorem6.22), which yields an isomorphism

H 2(κ,κ(X)∗) � Br k.

The first statement follows.
Let us now show that the map

Inf : H 2(κ, Iκ(X)) −→ H 2(k, Ik)

deduced from the diagram (13.2) is injective. Let k ′ ⊂ k be a finite Galois exten-
sion of k and κ′ be the algebraic closure of κ in k ′. It is enough to show that
Inf : H 2(Gal(κ′(X)/k), Iκ′(X)) → H 2(Gal(k ′/k), Ik ′) is injective (we then pass to
the limit on k ′). Let us set K = κ′(X). We apply Proposition 13.1(b) to finite exten-
sions of the global fields K/k and k ′/k, which reduces to showing that if v is a place
of k then the map

Inf : H 2(Gal(Kv/kv), K
∗
v ) −→ H 2(Gal(k ′

v/kv), k
′ ∗
v )

is injective. This is the case by Hilbert 90 and Corollary1.45.
We deduce from diagram (13.2) a commutative diagram:

Br k H 2(k, Ik)

H 2(κ,κ(X)∗)

Inf

H 2(κ, Iκ(X)).

Inf

We have seen that the vertical left hand side map is an isomorphism and the vertical
right hand side map is injective. Proposition 13.27 implies that the horizontal bottom
map is also injective. The result follows. �
Corollary 13.29 (Class field axiom) We have H 1(k,C) = 0. If K is a finite Galois
extension of k with Galois group G, then denoting by CK the idèle class group of
K , we have H 1(G,CK ) = 0. If furthermore G is cyclic, the group Ĥ 0(G,CK ) is of
cardinality [K : k].
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Proof The long cohomology exact sequence associated to

0 −→ k
∗ −→ I −→ C −→ 0

and Theorem 13.28 along with the fact that H 1(k, I ) = 0 (Corollary 13.7) yield the
equality H 1(k,C) = 0. The restriction-inflation exact sequence then implies (using
Proposition 13.4) that H 1(G,CK ) = 0, and we then conclude that for G cyclic, the
cardinality of Ĥ 0(G,CK ) is [K : k] by Theorem 13.8. �

Note that we have proved the triviality of H 1(k,C) and that of H 1(G,CK ) directly
without having to deal with the case the case where G is cyclic like we did in the
case of a number field.

Remark 13.30 The exact sequence (12.3) shows that Br k is isomorphic to
H 2(κ,Div0 X) since we just saw that it is isomorphic to H 2(κ,κ(X)∗), while the
groups Br κ and H 3(κ,κ∗) are trivial since cd(κ) � 1. As H 1(κ,Pic X) = 0 (Corol-
lary12.34) and scd(κ) � 2, the exact sequence (12.4) then yields the exact sequence

0 −→ Br k −→ H 2(κ,DivX) −→ H 2(κ,Pic X) −→ 0.

By Shapiro’s lemma, we have

H 2(κ,DivX) �
⊕

v∈X (1)

H 2(κ(v), Z) �
⊕

v∈X (1)

H 1(κ(v), Q/Z),

and this last group is also isomorphic to
⊕

v∈X (1) Br kv by Theorem8.9. On the
other hand we have Hi (κ,Pic0 X) = 0 for i � 2 since as Pic0 X is divisible, we
have for any n > 0 a surjection from Hi (κ, (Pic0 X)[n]) onto Hi (κ,Pic0 X)[n]. But
Hi (κ, (Pic0 X)[n]) = 0 as cd(κ) � 1. Using the exact sequence (12.5), we deduce
that H 2(κ,Pic X) � H 2(κ, Z) � Q/Z. Finally, we obtain an exact sequence

0 −→ Br k −→
⊕

v∈X (1)

Br kv −→ Q/Z −→ 0,

which is the Brauer–Hasse–Noether sequence that we will encounter a bit later (The-
orem14.11). Here again, we see that this result can be obtained directly in the case
of a function field.

Nevertheless, the identification of the maps obtained by this method with those
of Theorem14.11 is not completely obvious.
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13.6 Exercises

Exercise 13.1 Let K be a local field. Let n be an integer prime to the characteristic
of K , and such that K contains the nth roots of unity. We set L = K (

n
√
K ∗). Show

that L is a finite abelian extension of K and that the group of norms NL/K L∗ is
exactly K ∗n .

Exercise 13.2 Let k be a global field. Let K be a finite Galois extension of k. Show
that we have an injection

Br(K/k) −→
⊕

v∈Ωk

Br(Kv/kv).

Exercise 13.3 Let k be a global field. Let K be a finite non-trivial Galois extension
of k (not necessarily abelian). Show that there are infinitely many places v of k such
that the extension K/k is not totally split at v. Using Exercise12.2, show that this
result (that will be refined in Exercise18.7) still holds true for K/k which is not
Galois.

Exercise 13.4 Let k be a global field. Let F be a finite non-trivial Galois extension
of k with group G. For any place v of k, we denote by Fv the completion of F at a
place above v. Show that we have an exact sequence

k∗/NF/k F
∗ −→

⊕

v∈Ωk

k∗
v/NFv/kv

F∗
v −→ Ĥ 0(G,CF ).

Using Exercise13.3, show that in this exact sequence, the middle term is infinite (for
the sequel, see Exercise15.1).



Chapter 14
Reciprocity Law and the
Brauer–Hasse–Noether Theorem

In this chapter, we compute the Brauer group of a global field, using a method
which is quite similar to the local case, except that the role played by the unramified
extensions will be played by cyclic extensions of a special type, called cyclotomic
(i.e., generated by the roots of unity). A very important step will be to prove the
global reciprocity law associated to the norm residue symbol (a very special case
of which is the classical quadratic reciprocity law). To do this, we will use local
calculations coming from the Lubin–Tate construction for Qp.

In this chapter, we denote by k a global field, by Ik the idèle group of k, and by
Ck = Ik/k∗ its idèle class group. We will also use the groups

I = Ik := lim−→K
IK and C = Ck := lim−→K

CK = I/k∗,

the limit taken over all the finiteGalois extensions K of k.Wedenote byΩk (resp. Ω f ,
ΩR) the set of places (resp. of finite places, of real places) of k.

14.1 Existence of a Neutralising Cyclic Extension

In this paragraph, we show that for any element α of the Brauer group Br k of a
global field, there exists a finite cyclic extension K/k of k such that the restriction
of α to Br K is zero.

Proposition 14.1 Let p be a prime number. Let L/k be an infinite Galois extension
of k. If p = 2 and k is a number field, assume that L is totally imaginary (i.e., does
not have any real embeddings). We make the assumption that for every finite place v

of k, the extension Lv/kv is of degree divisible by p∞ (as defined in Definition 4.5).
Then we have
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H 2(L , I ){p} = 0, H 2(Gal(L/k), IL){p} � H 2(k, I ){p},

where IL = IGal(k/L) is the inductive limit of the IK for the finite Galois subextensions
K/k of L/k.

Recall that Lv is the field Lkv , which is also the union of the Kv for K finite
extension of k contained in L (with the conventions recalled at the beginning of the
Sect. 13.1).

Proof As H 1(K , I ) = 0 (Corollary13.2) for any finite extension K of k contained
in L , we have H 1(L , I ) = 0 by passing to the limit (Proposition4.18). We thus have
a restriction–inflation exact sequence

0 → H 2(Gal(L/k), IL) → H 2(k, I ) → H 2(L , I )

which reduces us to show that H 2(L , I ){p} = 0. Corollary13.7 implies (again by
passing to the limit)

H 2(L , I ){p} =
⊕

v∈Ωk

H 2(Lv, L
∗
v){p}.

Suppose first that v is a finite place of k. Then the assumption that p∞ divides the
degree of Lv over kv gives H 2(Lv, L

∗
v){p} = (Br Lv){p} = 0 by Theorem8.11, (a).

If v is an archimedean place, we again have H 2(Lv, L
∗
v){p} = 0: it is straightforward

if p �= 2, and follows from the assumption for p = 2. �

Let k(μ) be the extension of k obtained by adjoining all the roots of unity to k. If k
is the field of functions of a curve over Fq , with Fq algebraically closed in k (recall
that we can always reduce to this situation, by replacing Fq by its algebraic closure
in k), the field k(μ) is simply obtained by taking the field of functions Fq(C) = kFq .
We then set k̃ = k(μ), and observe that Gal(̃k/k) is isomorphic to Ẑ. In the case of
a number field, denote by (for any p prime) k(μp∞) the field obtained by adjoining
to k all roots of unity of order a power of p. The group Gp := Gal(k(μp∞)/k) is an
open subgroup of Gal(Q(μp∞)/Q) � Z∗

p, hence Γp := Gp/(Gp)tors is isomorphic
(by Theorem7.18) to the additive group Zp. Let k̃(p) be the subfield of k(μp∞) fixed
by (Gp)tors. It is an extension of k with Galois group isomorphic to Zp.

Definition 14.2 We call k̃(p) the Zp-cyclotomic extension of k. The composite k̃ of
all extensions k̃(p) for p prime is called the Ẑ-cyclotomic extension1 of k.

We thus have Gal(̃k/k) � Ẑ, which implies that each finite extension K of k
contained in k̃ is cyclic (as finite quotients of Ẑ are cyclic). In the case of a number
field, all archimedean places of k are totally split in k̃, since Ẑ is torsion-free.

We also have:

1Thanks to JoëRiou for pointing out a lack of precision in the initial definition and in the first version
of Lemma14.3.
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Lemma 14.3 Let v be a finite place of k. Then the decomposition group Dv :=
Gv(̃k/k) is isomorphic to Ẑ.

Proof The group Dv is a closed subgroup of Ẑ. As every abelian profinite group is
the direct product of its pro-p-Sylow (cf. Proposition4.10, d), we obtain that Dv is
isomorphic to a group of the form

∏
p Hp, where Hp is a closed subgroup of Zp and

the product is taken over all the primes p. It is then enough to show that each Hp

is isomorphic to Zp, or that each Hp is nonzero. But, by construction of k̃(p), there
exists a finite extension of k̃(p) (and hence also a finite extension L(p) of k̃) which
contains all the roots of unity of order a power of p. If one of the Hp were zero,
a completion of L(p) at a place above v would be a finite extension of kv (as k̃/k
would be totally split at v), and hence a finite extension of Q� (where � is the prime
number that divides v) would contain all the roots of unity of order a power of p,
which is impossible (e.g. by Theorem7.18). �

Proposition 14.4 The group H 2(k, I ) is the union of the H 2(Gal(K/k), IK ) where
K ⊂ k ranges through the finite cyclic extensions of k. We can furthermore restrict
to subextensions K of k̃ if k has no real places (resp. of k̃1, where k1 is any quadratic
totally imaginary extension of k, if k has at least one real place).

In particular, taking k1 = k(
√−1), we see that we can always choose for K a

cyclic cyclotomic extension (i.e., generated by the roots of unity) of k. The case
of a function field over Fq is in a certain way more pleasant, since K can then be
chosen (like in the local case) everywhere unramified, which simplifies for example
the proof of the reciprocity law (Theorem14.9).

Proof Let K be a finite Galois extension of k with group G. As H 1(K , I ) = 0
(Corollary13.2), we have an exact sequence

0 → H 2(G, IK ) → H 2(k, I ) → H 2(K , I ),

which allows us to identify H 2(G, IK ) with the subgroup of H 2(k, I ) consisting of
elements whose restriction to H 2(K , I ) is zero. Let x ∈ H 2(k, I ). By Corollary13.7,
we can decompose x as x = xa + x f with

xa ∈ ⊕
v∈ΩR

H 2(kv, k∗
v) and x f ∈ ⊕

v∈Ω f
H 2(kv, k∗

v).

Proposition14.1 (or rather its proof) along with the last lemma implies that the
restriction of x f to H 2(̃k, I ) is zero. Hence we obtain a finite extension K ⊂ k̃ such
that the restriction of x f to H 2(K , I ) is zero. This finishes the proof in the case
where k has no real places since the extension K/k is then automatically cyclic.

In the case where k is a number field with at least one real place and k1 is a totally
imaginary quadratic extension of k, denote by K1 the cyclic extension of degree
2[K : k] of k contained in k̃. In particular K1 is a quadratic extension of K , and
it is disjoint from k1 over k (as it is totally split at real places of k while k1 has
no real places). We thus have K1 = K (

√
a) and k1 = k(

√
b) with a, b in K . We
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also have Gal(K1/k) � Z/2n (where n := [K : k]) and Gal(k1K1/k) is isomorphic
to Z/2n × Z/2. If we set L = K (

√
ab), the extension L of k is cyclic: indeed, its

Galois group is isomorphic to the quotient of Z/2n × Z/2 by the subgroup of order
2 generated by (n, 1). The number field L is totally imaginary because for any real
place v of K , we have av > 0 and bv < 0 since K1 is totally split at real places
of k and k1 is totally imaginary. This implies that the restriction of x to H 2(L , I ) is
zero. �

We deduce the first step in the computation of Br k:

Proposition 14.5 The Brauer groupBr k is the union of theBr(K/k) for finite cyclic
extensions K/k (we can even restrict ourselves to K as in Proposition14.4).

Proof Let K be a finiteGalois extension of k with groupG. As the groups H 1(K ,C),
H 1(k,C), H 1(G,CK ) are zero and so are H 1(K , k∗) and H 1(K , I ), we have a
commutative diagram with exact rows and columns:

0 Br K H 2(K , I )

0 Br k H 2(k, I )

0 H 2(G, K ∗) H 2(G, IK )

0 0

We conclude with Proposition14.4. �

14.2 The Global Invariant and the Norm Residue Symbol

In this section, we will construct analogues of the local invariant and of the local
reciprocity map in the global case.

Definition 14.6 Let K/k be a finite Galois extension with group G. For any place
v of k, we denote by Gv = Gal(Kv/kv) the decomposition subgroup associated to
v. We define

invK/k : H 2(G, IK ) → 1

[K : k]Z/Z ⊂ Q/Z

by the formula:
invK/k(c) =

∑

v∈Ωk

invKv/kv
(cv),

where cv is the component at v of c ∈ H 2(G, IK ) = ⊕
v∈Ωk

H 2(Gv, K ∗
v ).

Here invKv/kv
is the local invariant induced by invv : Br kv → Q/Z (for a real

v it is simply the isomorphism between Br R and Z/2, and for a complex v it is
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the zero map). On the other hand for any place v of k, we have the reciprocity map
(., Kv/kv) : k∗

v → Gab
v and its composite (still denoted by(., Kv/kv)) with the natural

map Gab
v → Gab (if v is archimedean we take for (·, Kv/kv) the map induced by the

surjective homomorphism from k∗
v/k

∗2
v to Gab

v ). We then define the norm residue
symbol associated to the extension K/k by

(., K/k) : Ik → Gab, (α, K/k) = ∏
v∈Ωk

(αv, Kv/kv). (14.1)

The product is well defined since if v is unramified in K/k and αv ∈Uv =O∗
v , then

(αv, Kv/kv) = 1 (indeed, all the elements of Uv are norms of Kv/kv by Proposi-
tion8.3).

Proposition9.3 easily implies the following:

Proposition 14.7 Let K/k be a finite Galois extension with group G. Then for any
χ ∈ H 1(G, Q/Z) and for any α ∈ Ik , we have

χ((α, K/k)) = invK/k(α ∪ χ),

where, for the purposes of taking the cup-product, α is seen as an element of
H 0(G, IK ) and χ as an element of H 2(G, Z).

We deduce that if M is a finite Galois extension (that we can assume to be abelian)
of k containing K , there is a compatibility between (., K/k) and (., M/k) analogous
to that of the local case (Corollary9.4).

The properties of the local invariant (Theorem8.9) also imply:

Proposition 14.8 Let L be a finite Galois extension of k. Let K be a subextension.
Then we have the commutative diagrams:

H 2(Gal(L/K ), IL)
invL/K 1

[L:K ] Z/Z

H 2(Gal(L/k), IL)

Res
invL/k 1

[L:k] Z/Z

·[K : k]

and

H 2(Gal(L/K ), IL)

Cores

invL/K 1
[L:K ] Z/Z

j

H 2(Gal(L/k), IL)
invL/k 1

[L:k] Z/Z

where the map

j : 1

[L : K ] Z/Z → 1

[L : k] Z/Z



202 14 Reciprocity Law and the Brauer–Hasse–Noether Theorem

is the inclusion. If furthermore K/k is Galois, then invL/k extends invK/k via the
inclusion H 2(Gal(K/k), IK ) → H 2(Gal(L/k), IL).

We also have, by passing to the limit over the finite Galois extensions K of k, a
map

inv : H 2(k, I ) → Q/Z.

An essential property for all this theory is the following theorem:

Theorem 14.9 (global reciprocity law) Let K be a finite extension of k with abelian
Galois group G. Then:

(a) the map invK/k : H 2(G, IK ) → Q/Z is zero on the image of H 2(G, K ∗) in
H 2(G, IK ).

(b) Let a be a principal idèle. Then we have: (a, K/k) = 1.

Proof Note first that (a) implies (b) by Proposition14.7 and the fact that an element
of the abelian group G is trivial if and only if its image by every character of G
is trivial. To prove (a), it is enough to show that the map inv : H 2(k, I ) → Q/Z is
trivial on the image of Br k = H 2(k, k∗) (by the last assertion of Proposition14.8).

Let α ∈ Br k. By Proposition14.5, in the case of a function field, we can assume
that α ∈ Br(K/k) with K = k(ζn), where n is prime to the characteristic of k. In
the case of a number field, we first reduce ourselves to k = Q by observing that if
α ∈ Br(L/k)with L finite andGalois over k, then inv(α) = invL/Q(Cores α), where
Cores is the corestriction from Br k to Br Q (this follows from Proposition14.8).
Proposition14.5 allows to further assume that α ∈ Br(K/Q), where K is a cyclic
subextension of Q(ζn)/Q for a certain n.

Let then G = Gal(K/k) and let χ be a generator of the group H 1(G, Q/Z). The
cup-product with δχ ∈ H 2(G, Z) is an isomorphism from Ĥ 0(G, K ∗) to H 2(G, K ∗)
(Remark2.29). Thus we can write every element of H 2(G, K ∗) in the form a ∪ δχ

with a ∈ k∗. By Proposition14.7, we are reduced to prove the assertion (b) of the
theorem in two special cases:

(i) k function field over Fq and K = k(ζn) with n prime to the characteristic of k;
(ii) k = Q and K = k(ζ), where ζ is a root of unity (recall that if E is a subex-

tension of k(ζ), then (a, E/k) is the image of (a, k(ζ)/k) in the quotient Gal(E/k)
of Gal(k(ζ)/k)).

The case (i) is easier: indeed, for any place v of k, the extension Kv/kv is unram-
ified and Lemma9.8(a) applies. We obtain that (a, Kv/kv) is F(v)v(a), where F(v)

is the Frobenius at v (which acts on ζn by raising to the power n(v), where n(v) is
the cardinality of the residue field at v). We thus have

(a, Kv/kv) · ζn = ζn(v)v(a)

n

hence

(a, K/k) · ζn = ζ

∏
v∈Ωk

n(v)v(a)

n = ζn
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by the product formula since n(v)v(a) = |a|−1
v , which concludes the proof in this

case.
In the case (ii), we will use explicit local computations coming from the Lubin–

Tate theory. Let θp : Q∗
p → Gal(Kp/Qp) be the local reciprocity map defined for p

prime or p = ∞ (with the convention that Q∞ = R). We already have that

θ∞(x) · ζ = ζε(x),

where ε(x) is the sign of x . For p prime, let x = pmu with u ∈ Z∗
p and m ∈ Z.

Corollary11.24 implies:

θp(x) · ζ = ζ pm , ∀ζ ∈ U ′
p

θp(x) · ζ = ζu
−1

, ∀ζ ∈ Up∞ ,

where U ′
p (resp. Up∞ ) is the set of roots of unity of order prime to p (resp. of order

a power of p). To prove the formula
∏

p θp(a) = 1 (a ∈ Q∗) in the group Gal(K/k)
(where the product corresponds to the composition of automorphisms), it is enough
to deal with the case a = −1 and the case a = q with q prime, and look at the action
of

∏
p θp(a) = 1 on a root of unity ζ ∈ U�∞ with � prime. This follows from the

formulas (for p prime or p = ∞):

θ∞(−1) · ζ = ζ−1; θ�(−1) · ζ = ζ−1; θp(−1) · ζ = ζ, ∀p �= �,∞.

For q �= �:

θp(q) · ζ = ζ, ∀p �= �, q ; θ�(q) · ζ = ζq
−1; θq(q) · ζ = ζq .

and lastly:
θp(�) · ζ = ζ ; ∀p. �

Corollary 14.10 Let K be a finite cyclic extension of k with group G. Then we have
the exact sequence

0 → H 2(G, K ∗) → H 2(G, IK )
invK/k−−−−−→ 1

[K : k]Z/Z → 0. (14.2)

Proof Let us first show the surjectivity of invK/k in the case where [K : k] = pm

with p prime. By Corollary13.13, there exists a finite place v of k which is inert in
K . As we then have [Kv : kv] = [K : k], the fact that the local invariant invKv/kv

is
an isomorphism from H 2(Gv, K ∗

v ) onto 1
[Kv :kv ] Z/Z implies that invK/k is surjective

onto 1
[K :k] Z/Z. We deduce immediately the same surjectivity for any cyclic G by

Proposition14.8.
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Now, the equalities H 1(G,CK ) = 0 and H 3(G, K ∗) = H 1(G, K ∗) = 0 (recall
that G is cyclic) yield the exact sequence

0 → H 2(G, K ∗) → H 2(G, IK ) → H 2(G,CK ) → 0.

Thus the cokernel of the map H 2(G, K ∗) → H 2(G, IK ) has the same cardinality
as H 2(G,CK ) = Ĥ 0(G,CK ), which is [K : k] by the class field axiom. On the
other hand, Theorem14.9 implies that the sequence (14.2) is a complex and we have
furthermore seen that its last arrow is surjective. We finally deduce that this sequence
is exact. �

We deduce the main theorem of this chapter:

Theorem 14.11 (Brauer–Hasse–Noether) Let k be a global field. Then we have the
exact sequence

0 → Br k →
⊕

v∈Ωk

Br kv

invk−−−−→ Q/Z → 0,

where the map invk is defined as the sum of local invariants invv : Br kv → Q/Z.

Proof We take the limit over the cyclic extensions K of k in Corollary14.10. Propo-
sitions14.4 and 14.5 tell us that we obtain an exact sequence

0 → Br k → H 2(k, I ) → Q/Z → 0.

The map H 2(k, I ) → Q/Z is obtained by identifying H 2(k, I ) with
⊕

v∈Ωk
Br kv

(cf. Proposition13.1), and then taking the sum of local invariants (by Definition14.6,
which constructs invK/k when K is a finite Galois extension of k). The result fol-
lows. �
Remark 14.12 Let n > 0. If k contains a primitive nth root of unity, then for a, b ∈
k∗, the sum (over all the places v of k) of the local symbols (cf. Definition9.10)
(a, b)v ∈ Br kv ↪→ Q/Z is zero.

Let us take n = 2 and k = Q. If p and q are two distinct odd primes, we can
compute local Hilbert symbols (p, q)v for any place v of Q by the formulas of the
Example9.11. For any odd integer x , let ε(x) be the class of (x − 1)/2 modulo 2.We
obtain, using multiplicative notation (i.e., considering local Hilbert symbols (p, q)v
as taking values in {±1}):

(p, q)2 = (−1)ε(p)ε(q); (p, q)∞ = 1; (p, q)p =
( q
p

)
; (p, q)q =

( p

q

)
,

and (p, q)� = 1 for primes numbers � /∈ {p, q}. The global reciprocity law then
yields the classical quadratic reciprocity law:

( p

q

)
=

( q
p

)
· (−1)ε(p)ε(q) =

( q
p

)
· (−1)(p−1)(q−1)/4.
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Remark 14.13 There exists a geometric interpretation of the Brauer group of a field
k: it classifies the Severi–Brauer varieties, that is, algebraic k-varieties that become
isomorphic to the projective space over the separable closure k. In particular, over a
field of characteristic different from 2, the Hilbert symbol (a, b) corresponds to the
projective conic with equation x2 − ay2 − bz2 = 0. Saying that this Hilbert symbol
is trivial is equivalent to saying that the conic has a k-point (or that it is isomorphic
over k to the projective line).

When k is a number field, the injectivity of the map Br k → ⊕
v∈Ωk

Br kv from
Brauer–Hasse–Noether theorem means that a projective conic which has a kv-point
for every place v has in fact a k-point. This result (originally due to Legendre) extends
to a projective quadric of arbitrary dimension: it’s the Hasse–Minkowski theorem,
whose complete proof over Q can be found in [46], Chap. IV.

Corollary 14.14 Let p be a prime number. Let L be an algebraic separable field
extension of k„ assumed totally imaginary if k is a number field and p = 2. Assume
that p∞ divides [Lv : kv] for every finite place v of k. Then cdp(L) ≤ 1.

Recall that Lv := Lkv . Of course, this corollary does not apply to finite extensions
of k.

Proof It is enough to check that (Br L ′){p} = 0 for any separable algebraic extension
L ′ of L by Theorem6.17. As L ′ satisfies the same assumptions as L , we are reduced
to proving that (Br L){p} = 0. But Br L injects into the direct sum (for v a place
of k) of the Br Lv (pass to the limit in Brauer–Hasse–Noether theorem).We conclude
using Theorem8.11. �

14.3 Exercises

Exercise 14.1 Let k be a number field. Let p be a prime number. Assume that p �= 2
or that k is totally imaginary. Show that the cohomological dimension cdp(k) is 2
(use Corollary14.14 for a well chosen extension of k). State and prove an analogue
for global fields of positive characteristic.

Exercise 14.2 Let k be a global field. Let S be a set of places of k. Give a necessary
and sufficient condition on S for the diagonal map

Br k →
⊕

v∈S
Br kv

to be surjective. Same question replacing “surjective” by “injective”.



Chapter 15
The Abelianised Absolute Galois Group
of a Global Field

We keep the notations of the previous chapter. In particular k is a global field whose
idèle group is denoted by Ik and idèle class group is denoted by Ck . We denote
by Gk = Gal(k/k) the absolute Galois group of k. We also denote by I = Ik the
inductive limit of the IK for K finite Galois extensions of k, and C = I/k∗ that of
the CK .

15.1 Reciprocity Map and the Idèle Class Group

In the last chapter we have defined a map invk : H 2(k, I ) → Q/Z by passing to the
limit over the maps invK/k : H 2(Gal(K/k), IK ) → Q/Z. We would like to deduce
from it analogous maps on H 2(k,C). One difficulty is that in general the group
H 2(Gal(K/k), IK ) does not surject onto H 2(Gal(K/k),CK ), but we will see that
this problem disappears when we pass to the limit.

Lemma 15.1 Let K be a finite Galois extension of k with group G. Then the cardi-
nality of H 2(G,CK ) divides [K : k].
Proof This is very analogous to the corresponding local statement (Lemma8.7). The
case of a cyclic extension is part of the class field axiom (Theorem13.23). We prove
the statement in the case where G is a p-group by induction on [K : k], using the
exact sequence (which is valid by Corollary1.45, because H 1(Gal(K/E),CK ) = 0
for any Galois subextension E of k):

0 −→ H 2(Gal(E/k),CE ) −→ H 2(G,CK ) −→ H 2(Gal(K/E),CK ).

The general case is dealt with by considering (for p dividing #G) a p-Sylow Gp =
Gal(K/Kp) of G and using the injectivity of the restriction map

H 2(G,CK ) −→
⊕

p

H 2(Gal(K/Kp),CK ).

�
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Let now k̃ be the Ẑ-cyclotomic extension of k (Definition14.2). Let us set G̃ =
Gal(̃k/k). As scd Ẑ = 2 (Example5.12), we have H 3(G̃, k̃∗) = 0, hence we have an
exact sequence

0 −→ H 2(G̃, k̃∗) −→ H 2(G̃, Ĩk) −→ H 2(G̃,Ck̃) −→ 0.

But on the other hand by passing to the limit in the Corollary14.10, we also have an
exact sequence

0 −→ H 2(G̃, k̃∗) −→ H 2(G̃, Ĩk) −→ Q/Z −→ 0,

where the last map is induced by invk . Recall that if K ⊂ k̃ is a finite extension
of k, the map H 2(Gal(K/k),CK ) → H 2(k,C) is injective by Corollary1.45 as
H 1(K ,C) = 0. We obtain an isomorphism

invk̃/k : H 2(G̃,Ck̃) � Q/Z.

The next proposition is a global analogue of the local Theorem8.6.

Proposition 15.2 The sequence

0 −→ Br k −→ H 2(k, I ) −→ H 2(k,C) −→ 0

is exact.

Proof Let K be a finite Galois extension of k of degree n, with Galois group
G := Gal(K/k). Let K̃ be the Ẑ-cyclotomic extension of K . Let kn be the unique
subextension of k̃ of degree n over k. We will prove exactly as in Lemma8.8 that
the subgroups H 2(G,CK ) and H 2(Gal(kn/k),Ckn ) of H

2(k,C) coincide. The class
field axiom implies that the cardinality of H 2(Gal(kn/k),Ckn ) (which is also this of
Ĥ 0(Gal(kn/k),Ckn ) as kn/k is cyclic) is n, and Lemma 15.1 then says that the cardi-
nality of H 2(G,CK ) divides n = #H 2(Gal(kn/k),Ckn ). We observe that H 2(G̃,Ck̃)

is a subgroupof H 2(Gal(K̃/k),CK̃ )byTheorem13.25 andCorollary1.45. Similarly,
we have inclusions

H 2(Gal(kn/k),Ckn ) ↪−→ H 2(G̃,Ck̃) ↪−→ H 2(k,C).

Using Proposition14.8, we obtain a commutative diagram whose first line is exact:
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0 H 2(G,CK ) H 2(k,C)
Res

H 2(K ,C)

H 2(Gal(kn/k),Ckn ) H 2(G̃,Ck̃)
Res

invk̃/k

H 2(Gal(K̃/K ,CK̃ )

invK̃/K

Q/Z · n Q/Z.

As H 2(Gal(kn/k),Ckn ) is of cardinality n and invK̃/K is an isomorphism, the second
row of the diagram is a complex. We deduce that H 2(Gal(kn/k),Ckn ) is included
in H 2(G,CK ) and as we already know that the cardinality of H 2(G,CK ) divides
that of H 2(Gal(kn/k),Ckn ), we finally obtain H 2(G,CK ) = H 2(Gal(kn/k),Ckn ),
as desired.

This implies that H 2(k,C) is the union of the H 2(Gal(kn/k),Ckn ) and, in partic-
ular, the union of the H 2(Gal(K/k),CK ) for K a cyclic extension of k. Besides, we
have an analogous statement for K ∗ and IK (Propositions14.4 and 14.5). We obtain
the desired result by taking the limit of the exact sequence

0 −→ Br(K/k) −→ H 2(G, IK ) −→ H 2(G,CK ) −→ 0

which is valid for any cyclic extension K of k. �
Corollary 15.3 The map inv : H 2(k, I ) → Q/Z induces an isomorphism invk :
H 2(k,C) → Q/Z.

Proof This follows immediately from Brauer–Hasse–Noether theorem, combined
with the last proposition. �

Let now K/k be a finite Galois extension with group G. As the restriction
H 2(k,C) → H 2(K ,C) corresponds to multiplication by [K : k] in Q/Z by Propo-
sition 14.8, we obtain an isomorphism

invK/k : H 2(G,CK ) −→ 1

[K : k] Z/Z.

As in the local case, we call the fundamental class of H 2(G,CK ) the element which
is sent to 1/[K : k] by invK/k .

The above properties along with the fact that H 1(G,CK ) = 0, will in Chap.16
imply that the isomorphisms invK : H 2(GK ,C) → Q/Z form a class formation on
the Gk-module C . The next theorem is by the way a special case of a general result
on class formation (Proposition16.6) and it is analogous to the one we saw in the
local case (Theorem9.2).

Theorem 15.4 Let K be a finite Galois extension of k with group G. The cup-
product with the fundamental class uK/k of H 2(G,CK ) induces an isomorphism
Gab → Ck/NK/kCK . The reciprocal isomorphism
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ωK/k = (., K/k) : Ck/NK/kCK −→ Gab

is obtained by passing to the quotient from the norm residue symbol (., K/k) : Ik →
Gab. We call it the reciprocity isomorphism.

Proof The fact that the cup-product wit uK/k induces an isomorphism between
Gab � H−2(G, Z) and Ck/NK/kCK � Ĥ 0(G,CK ) is an immediate consequence of
the Tate–Nakayama theorem (Theorem3.14). The second assertion follows from the
definition of the local reciprocity maps and that of the norm residue symbol given
by the formula (14.1). �
Remark 15.5 Let K be a finite abelian extension of k. Let S be a finite set of places
of k, containing the archimedean places and the ramified places in the extension K/k.
Let Ik be the group of fractional ideals ofOk and I S

k the subgroup of Ik generated by
the prime ideals of Ok which are not in S. In the traditional formulation of the class
field theory in terms of ideals (cf. for example [26], Sect. IV.8 of [40], or Sect.B.5
of the Appendix B of this book), the Artin map is defined by

ψK/k : I S
k −→ Gal(K/k),

m∏
i=1

℘
ei
i �→

m∏
i=1

σei
℘i

,

where for each prime ideal ℘i not in S, we denote by σ℘i ∈ Gal(K/k) the Frobenius
at ℘i (which is well defined as the extension K/k is abelian and unramified at ℘i ).
The disadvantage of this definition is that it does not extend to the whole of Ik ,
and therefore one has to work hard to show that ψK/k is surjective (this can be
deduced easily from the analytic statement of the Appendix B, PropositionB.20)
and determine its kernel (which is more difficult). This is one of the reasons why
the cohomological definition of Theorem 15.4 and the idelic approach (rather than
in terms of ideals) is more convenient. Note that by formula (14.1) and Lemma9.8,
(a), the map ψK/k allows to recover the reciprocity map ωK/k on the idèles whose
component at each place of S is 1, by sending such an idèle (xv) to

∏
v /∈S vval(xv) ∈

I S
k , where val(xv) designates the valuation of xv ∈ k∗

v at the place v (this place
corresponds to a prime ideal of Ok not in S).

The compatibility of the norm residue symbols (which follows from Proposi-
tion14.7) allows, by passing to the limit to define a reciprocity homomorphism

reck = rec : Ck −→ Gab
k

which is continuous. Its image is dense and its kernel
⋂

K NK/kCK (the intersection
taken over all the finite Galois extensions or all finite abelian extensions; we will
see in Lemma 15.8(c) that this is also the intersection of the NK/kCK over finite
separable extensions K ) is the universal norm group. Theorem 15.4 immediately
implies:

Corollary 15.6 For any finite abelian extension of k with group G, the cardinality
of Ĥ 0(G,CK ) is [K : k].
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Thus the statement of the axiom of global class field theory generalises to each
abelian extension (not necessarily cyclic). We also deduce Lemma15.7, which will
be useful in the next paragraph.

Lemma 15.7 With the assumptions and notation of Theorem13.21, the equality

Ck(S, T ) = NK/kCK

is valid without the assumption that K/k is cyclic.

Indeed, the theorem says that [Ck : Ck(S, T )] = [K : k] and Ck(S, T ) ⊂
NK/kCK , but we know that [Ck : NK/kCK ] = [K : k] as soon as K is a finite abelian
extension of k.

15.2 The Global Existence Theorem

The aim of this paragraph is to state the global version of the local Theorem11.20,
and to prove it in the case of a number field (in the case of characteristic p > 0, we
will see that there is a difficulty related to subgroups of Ck of index divisible by p).
If k is a global field, we define a group of norms (or norm group) inCk as a subgroup
of Ck of the form NK/kCK , where K is a finite abelian extension of k. We start with
a lemma which collects the results analogous to the local case. These results will be
extended later to class formations (Propositions16.31 and 16.29).

Lemma 15.8 (a) Each subgroup of Ck containing a norm group is a norm group.
(b) The intersection of two norm groups is a norm group.
(c) If K is a finite separable extension of k (not necessarily Galois), then NK/kCK

is a norm group.

Proof (a) The argument is exactly the same as in the local case (Lemma9.9, a).
(b) (cf. also Exercise11.1 for the local case). If K and L are two finite abelian

extensions of k and E = K L is the composite field, then we have by transitivity
of the norms:

NK/kCK ∩ NL/kCL ⊃ NE/kCE ,

which allows to conclude using (a). The above inclusion is in fact an equality:
indeed, the two members correspond to the kernel of the reciprocity map ωE/k

by compatibility of the reciprocity maps (which comes from Proposition14.7)
and the triviality of the kernel of Gal(E/k) → Gal(K/k) × Gal(L/k).

(c) Once we know Theorem15.4, the argument is identical to the one in the local
case, which is given in Proposition9.7, (a) and (b). �

Recall also that we denote by C0
k = I 0k /k∗ the kernel of the homomorphism
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| · | : Ck −→ R∗
+, (αv) �−→ ∏

v∈�k

|αv|v.

It is a compact subgroup of Ck (Theorem12.21).

Theorem 15.9 (global existence theorem) Let k be a global field. Then the open
subgroups of finite index of Ck are exactly the norm subgroups, i.e., subgroups of the
form NK/kCK , where K is a finite abelian extension of k. Furthermore, every norm
subgroup N is associated to a unique finite abelian extension K ⊂ k of k, that we
call the class field of N.

Proof Let K be a finite abelian extension of k. Then NK/kCK is of finite index in
Ck by Theorem15.4. Let us show that NK/kCK is a closed subgroup of Ck . The map
NK/k is continuous onCK , which means that the image of the compact subgroup C0

K
is compact. Besides, if k is a number field, the topological group Ck is isomorphic
to C0

k × R∗+: more precisely we obtain a subgroup Γ of representatives of Ck/C0
k

isomorphic to R∗+ by considering an archimedean place v0 of k, then by defining Γ

as the image inCk of the idèles of the form (x, 1, 1, . . . , 1, . . . ), with x in R∗+, where
the first component is that at v0. The image of Γ in CK is then also a subgroup of
representatives of CK /C0

K and we have

NK/kCK = NK/kC
0
K × NK/kΓ = NK/kC

0
K × Γ n = NK/kC

0
K × Γ

with n := [K : k], since Γ is divisible. As NK/kC0
K is compact, NK/kC0

K × Γ is
closed inCk = C0

k × Γ . The argument is analogous in the casewhere k is the function
field of a smooth projective curve X over a finite field, by choosing a closed point v0
of X and replacing Γ by the subgroup dZ of Z, where d is the degree of v0.

On the other hand if N is a norm group, the uniqueness of the extension K such
that N = NK/kCK is proved exactly as in the local case (cf. Lemma9.9, (b), which
will be generalised to class formations in Proposition16.31). Let N be an open finite
index subgroup ofCk .Wewish to show that N is a subgroup of norms.We distinguish
two cases.

(a) The case of a number field, or of a function field when the index [Ck : N ] is
not divisible by the characteristic of k.

It remains, by Lemma15.8 (a), to show that N contains a norm group. We first
reduce to the case where n is a power of a prime number � (different from Car k), by
factoring n as n = ∏

i p
mi
i (with pi prime), and then by observing that if Ni ⊂ Ck

is the subgroup of index pni containing N , then N is the intersections of a (finite)
family of the Ni (and each Ni contains N , hence is open). Hence by Lemma15.8(b),
it is enough to know that each Ni is a norm group.

Let J ⊂ Ik be the preimage of N . It is an open subgroup of Ik . This implies that
J contains a subgroup of the form

US
k := ∏

v∈S
{1} × ∏

v /∈S
Uv,
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where S is a finite set of places of k, containing the archimedean places. We can
furthermore assume that S contains the places dividing � and (by Proposition12.25)
that Ik = Ik,Sk∗. Besides, as J is of indexn in Ik , it also contains the group

∏
v∈S k∗n

v ×∏
v /∈S{1}, and hence J contains the group

Ik(S) = ∏
v∈S

k∗n
v × ∏

v /∈S
Uv.

It is thus enough to show that Ck(S) := Ik(S).k∗/k∗ contains a norm group.
We startwith the casewhere k contains thenth roots of 1. Let us set K = k( n

√
Ek,S).

It is a Kummer extension (cf. Chap.13, Sect. 13.3) which, by Proposition13.15, sat-
isfies

Gal(K/k) � Hom((Ek,S/E
n
k,S), Z/n).

In particular, the extension K/k is of degree [Ek,S : En
k,S] = ns , where s is the cardi-

nality of S (cf. Proposition13.20). Theorem13.21 and its consequence (Lemma15.7)
apply with r = s, which means T = ∅. We thus obtain Ck(S) = NK/kCK .

In the general case, we denote by k ′ the cyclotomic extension of k obtained
by adjoining to k the nth roots of 1. By the case where μn ⊂ k, we can suppose
(enlarging S if necessary) that Ik ′ = Ik ′,S′k ′∗ and Ck ′(S′) = NK ′/k ′CK ′ , where S′ is
the set of places of k ′ above a place of S and K ′ := k ′( n

√
k ′
S′). The formula (easy to

check), valid for β ∈ Ik ′ :

(Nk ′/k(β))v = ∏
w|v

Nk ′
w/kv

βw

gives Nk ′/k(Ik ′(S′)) ⊂ Ik(S) hence

NK ′/k(CK ′) ⊂ Nk ′/k(NK ′/k ′CK ′) = Nk ′/k(Ck ′(S′)) ⊂ Ck(S).

Thus Ck(S) contains NK ′/k(CK ′). Even if we do not even know whether K ′ is Galois
over k, we can conclude using Lemma15.8, (c).

(b) The case of a global field k of characteristic p and a subgroup of Ck of index
divisible by p.

In this book we will not give a complete proof in this case (see also Remark15.15
below) but in the next paragraph we will explain how this theorem can be deduced
from the triviality of the universal norm group for such a field k (which is shown in
[1], Sect. 6.5). �

We will deduce from the existence theorem a description of the abelian Galois
group of a number field.

Theorem 15.10 Let k be a number field with Galois group Gk. Then we have an
exact sequence of topological groups:

0 −→ Dk −→ Ck
rec−−−→ Gab

k −→ 0, (15.1)
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where Dk is the neutral connected component Ck. The group Dk is equal to the
universal norm group

NGkC =
⋂

K

NK/kCK ,

where K ranges through finite abelian extensions of k (or all finite extensions of k), it
is also the kernel of the profinite completionmorphismCk → C∧

k , i.e., the intersection
of open subgroups of finite index of Ck.

Proof AsR∗+ does not have a non-trivial finite quotient, the image ofCk = C0
k × R∗+

by the reciprocity map rec is the same as that of C0
k . This image is thus dense and

compact, i.e., it is the whole of Gab
k . Besides we know that the kernel of rec is NGkC .

We define Dk as the neutral connected component of Ck . Observe that in the
decomposition Ck = C0

k × R∗+, we have R∗+ ⊂ Dk (because R∗+ is connected) hence
we have a decomposition Dk = D0

k × R∗+, where D0
k is the neutral connected com-

ponent of Dk . The group Ck/Dk is compact since it is isomorphic to C0
k /D

0
k . It is

profinite since it is completely disconnected. All its open subgroups Ũi are thus of
finite index and their intersection is trivial. Thus the intersection of their inverse
images Ui in Ck is Dk and each open subgroup of Ck contains Dk (its intersection
with the connected subgroup Dk is non-empty, open, and closed in Dk , hence this
intersection is Dk). Finally Dk is the intersection of the open subgroups of finite index
of Ck . Theorem15.9 then gives that Dk is also the intersection of norm subgroups,
i.e., Dk = NGkC (that we can define by taking the intersection of NK/kCK over all
the finite extensions of K or over the finite abelian extensions, by Lemma15.8c).
Besides, the compactness of Ck/Dk implies that the topology on the profinite group
Gab

k corresponds to the quotient topology on Ck/Dk , which means that (15.1) is an
exact sequence of topological groups. �

For global duality theorems, we will need some supplementary properties of the
neutral connected component Dk .

Theorem 15.11 With the above notation:

(a) for any finite extension K of k, the norm NK/k : D0
K → D0

k is surjective, and the
same holds for NK/k : DK → Dk.

(b) the abelian group Dk is divisible and we also have

Dk =
⋂

n>0

Cn
k ,

where Cn
k ⊂ Ck is the subgroup of nth powers in Ck.

(c) the map rec induces an isomorphism between Ck modulo its maximal divisible
subgroup1 and Gab

k .

1Recall that an abelian group A always possesses one largest divisible subgroup D, which is a
subgroup of D′ := ⋂

n>0 nA. But it may happen that D is strictly contained in D′.
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Proof (a) Theorem15.10 and the decompositions

Ck = C0
k × R∗

+ ; Dk = D0
k × R∗

+

seen above, give that D0
k is the group of universal norms NGkC

0 = ⋂
K NK/kC0

K
ofC0. Let us fix a finite extension K of k. Let a ∈ D0

k . For any finite extension L
of K , let E(L) be the set of elements b ∈ C0

K such that NK/kb = a and such that
furthermore there exists c ∈ C0

L such that b = NL/K c. Then E(L) is non-empty
since as a is a universal norm ofC0, it can bewritten as a = NL/k(c)with c ∈ C0

L
and the element b = NL/K (c) is then in E(L) by transitivity of the norms. The
E(L) then form a filtered decreasing family of non-empty compacts (as C0

K , C
0
L

and C0
k are compact and the norm is continuous). Their intersection is therefore

non-empty (Lemma4.9), and any element b in this intersection satisfies NK/kb =
a, as well as b ∈ NGKC

0 = D0
K . Finally NK/k : D0

K → D0
k is surjective (for a

similar statement in the case of class formations, see Proposition16.33). The
analogous assertion for NK/k : DK → Dk is deduced immediately, noting that
the map induced byNK/k on R∗+ is x �→ x [K :k], which is also surjective.

(b) As R∗+ is divisible, it is enough to show that D0
k is divisible, or that for every

prime number �, the map x �→ x� is surjective from D0
k to itself. Let K be

a finite extension of k containing all the �th roots of 1. For S a finite set of
places of K (containing the archimedean places and places above �), let us set
K ′ = K ( �

√
EK ,S), where EK ,S is the group of S-units in K . We define, as in the

proof of Theorem15.9:

IK (S) = ∏
v∈S

K ∗�

v × ∏
v /∈S

O∗
v

and CK (S)= IK (S)K ∗/K ∗ ⊂CK . For S large enough, we have IK = IK ,SK ∗
(Proposition12.25), and then (Lemma15.7) CK (S)=NK ′/K (CK ′). As DK is the
universal normgroup inCK , we deduce that DK ⊂CK (S), hence DK ⊂(CK )�US ,
where US consists of idèle classes (uv) with uv = 1 if v ∈ S and uv ∈ O∗

v if
v /∈ S. As each element u ofUS satisfies |u| = 1,we thus obtain D0

K ⊂ (C0
K )�US .

AsUS and (C0
K )� are compact, Remark4.11 implies that the intersection (over all

the S large enough) of the (C0
K )�US is (C0

K )� · (
⋂

S US) = (C0
K )�. Thus D0

K ⊂
(C0

K )� and, by taking the norm, we find

D0
k ⊂ (NK/kC

0
K )�

by (a).

Let us fix a ∈ D0
k . For any finite extension K of k containing the �th roots of 1,

denote by XK the set of the x ∈ NK/kC0
K ⊂ C0

k such that x� = a. We just saw
that the XK are non-empty and they are compact by compactness of C0

k and C
0
K

(and the continuity of the norm). Their intersection is then non-empty. But, if b
is in this intersection, we have b� = a and b is also a universal norm, hence by
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Theorem15.10, we have b ∈ C0
k ∩ Dk = D0

k . Finally D0
k is �-divisible.

Conversely, if x ∈ ⋂
n>0 C

n
k , then x is in the kernel of Ck → C∧

k since it is in
every subgroup of finite index in Ck , and hence x ∈ Dk by Theorem15.10.

(c) By (b), the group Dk is the maximal divisible subgroup of Ck . We conclude
using Theorem15.10. �

Remark 15.12 For k = Q, we easily see that DQ � R∗+ and for k imaginary
quadratic, we have Dk � C∗ (cf. Exercise15.2), But in general the structure of Dk

can be very complicated. For other properties of Dk , see [42], Chap.VIII, Sect. 2.

15.3 The Case of a Function Field

In this paragraph, assume that k is a global field of characteristic p > 0. To obtain
the existence theorem, also for subgroups of Ck with index divisible par p, the key
step is the following theorem, whose proof can be found in [1], Sect. 6.5:

Theorem 15.13 For a global field k of characteristic p > 0, the reciprocity map
rec : Ck → Gab

k is injective. In other words the group of universal norms NGkC is
trivial.

Let us recall the following topological result ([22], Theorem 3.5 of Chap. I and
Theorem7.11 of Chap. II).

Proposition 15.14 Let G be a locally compact topological group which is totally
disconnected. Let H be a closed subgroup of G. Then the quotient G/H is also
locally compact and totally disconnected.

Remark 15.15 Proposition15.14 implies that Ck is totally disconnected (as a quo-
tient of a locally compact and totally disconnected group Ik by the closed subgroup
k∗), henceC0

k is profinite. The quotientCk/C0
k is isomorphic to Z, which implies that

NGkC is contained in C0
k , and therefore is profinite (it is closed in C0

k ). In order to
prove Theorem15.13, it is enough to know that NGkC is �-divisible for every prime
number �. The method of Theorem15.11, (b) still works for � 
= p, but one needs
specific arguments for the case � = p.

We would now like to deduce the existence theorem from Theorem15.13, also
for subgroups of index divisible by p. To do this, it is more convenient (unlike
what we have done in the case of a number field) to first determine the structure
of the abelianised Galois group of k. Consider k to be the field of functions of a
curve (projective and smooth) C over a finite field κ = Fq . We can assume κ to be
algebraically closed in k (i.e., the curve C is geometrically integral over κ). For any
place v of k, corresponding to a closed point of C , denote by κ(v) the residue field
of v; it is a finite extension of κ. We define the degree map
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deg : Ik −→ Z, α = (αv)v∈�k �−→
∑

v∈�k

v(αv) · [κ(v) : κ].

Lemma 15.16 (a) Let α ∈ Ik . Let F be the canonical topological generator x �→
xq of Gal(κ/κ). Then the image of rec(α) ∈ Gab

k by the canonical surjection
π : Gab

k → Gal(κ/κ) � Ẑ is Fdegα. In other words, π(rec(α)) corresponds to
the integer (degα) ∈ Z ⊂ Ẑ.

(b) the map deg factors as a surjective map (still denoted by deg) from Ck to Z, with
kernel C0

k .

Proof (a) Let us set α = (αv)v∈�k . For any finite abelian extension K of k, let
ωK/k : Ik → Gal(K/k) be the norm residue symbol.Wehave, by formula (14.1):

ωK/k(α) = ∏
v∈�k

ωKv/kv
(αv),

where ωKv/kv
: k∗

v → Gal(Kv/kv) ⊂ Gal(K/k) is the local reciprocity map
associated to the extension Kv/kv . Let us set fv = [κ(v) : κ]. Let FK/k be the
automorphism x �→ xq of Gal(K/k) and πK/k : Gal(K/k) → Gal(K (v)/κ(v))

the projection, where K (v) is the residue field of Kv . By Lemma9.8(a), we have
in Gal(K/k):

πK/k(ωKv/kv
(αv)) = (F fv

K/k)
v(αv)

as F fv
K/k is the canonical generator of Gal(K (v)/κ(v)). We deduce:

πK/k(ωK/k(α)) = ∏
v∈�k

F fv ·v(αv)

K/k .

By passing to the limit over the K in the last equality, we obtain in Gal(κ/κ):

π(rec(α)) = ∏
v∈�k

F fvv(αv) = Fdegα.

(b) By point (a), the integer degα depends only on the image ofα by rec. The global
reciprocity law (Theorem14.9) implies that deg factors as a map from Ck to Z.
Furthermore, as rec has dense image and π is surjective, the image of π ◦ rec is
dense in Gal(κ/κ) � Ẑ which, by formula from (a), shows that deg : Ik → Z is
surjective. Lastly, the kernel of deg : Ik → Z is by definition I 0k , which implies
the last assertion since C0

k = I 0k /k∗. �

Remark 15.17 To prove (b), we can also use [21], Part. II, Corollary6.10 and (for
surjectivity of deg) the fact that the curve C has points over Fqn for n large enough
(corollary of the Lang–Weil theorem [34]).
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We deduce a description of the abelianised Galois group of k, which is in a certain
sense simpler than the case of a number field since it is completely analogous to the
local case.

Theorem 15.18 Let k be a global field of characteristic p > 0. Then, we have an
exact sequence

0 −→ Ck
rec−−−→ Gab

k −→ Ẑ/Z −→ 0.

Furthermore, the reciprocity map rec induces an isomorphism of profinite groups
between C0

k and G0
k := ker[π : Gab

k → Ẑ].
Proof By Lemma15.16, we have a commutative diagram with exact rows:

0 C0
k

rec

Ck
deg

rec

Z

i

0

0 G0
k Gab

k
π Ẑ 0.

(15.2)

Let us fix an element c of Ck with deg c = 1. Theorem15.13 implies that rec is
injective. Its image is dense and Ck is the direct product of C0

k and the subgroup
generated par c, which implies, using the diagram, that the image of C0

k by rec is
dense in G0

k . As C
0
k is compact and G0

k is separated, we deduce that rec induces
an isomorphism between C0

k and G0
k . We immediately obtain the desired exact

sequence. �
Proof of Theorem 15.9 for a function field, from Theorem 15.18 Wecannowdeal
with the general case of the existence theorem for a global field of characteristic p > 0
(keeping inmind that we have not in this book given a proof of Theorem15.13, which
is the difficult point). As we have seen in Sect. 15.2, it remains to show that every
finite index open subgroup of Ck is a norm subgroup (including the case where the
index is divisible by the characteristic p of k).

Let U be an open finite index subgroup of Ck . The image of U by the map
deg : Ck → Z is of the form dZ with d > 0. Let us setU0 = U ∩ C0

k . ThenU0 is an
open subgroup (hence compact) of C0

k , and by Theorem15.18, the map rec induces
an isomorphism betweenU0 and a compact subgroup Ũ0 of G0

k . Let Ũ be the closure
of rec(U ) in Gab

k . The diagram (15.2) implies that π(Ũ ) = dẐ. The same argument
as in the Proof of Theorem15.18 (using the fact that U is the direct product of the
compact subgroupU0 and a subgroup isomorphic to dZ) shows that rec(U0) is dense
in the kernel of π : Ũ → dẐ, which means that this kernel is exactly Ũ0. We thus
have an exact sequence

0 −→ Ũ0 −→ Ũ
π−−→ dẐ −→ 0.

This shows that Ũ is a compact subgroup of finite index (hence also open) of Gab
k .

This implies that Ũ = Gal(kab/K ), where K is a finite abelian extension of k.
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Let us show that U = NK/kCk . We have by construction rec(U ) ⊂ Ũ , hence the
image ofU by the reciprocity map ωK/k : Ck → Gal(K/k) is reduced to the neutral
element, which shows that U ⊂ NK/kCk . On the other hand

[Ck : U ] = [C0 : U0] · d = [G0
k : Ũ0] · d = [Gab

k : Ũ ] = [K : k] = [Ck : NK/kCK ],

which allows to conclude that U = NK/kCk . �

15.4 Ray Class Fields; Hilbert Class Field

In this paragraph, we will use the existence theorem to establish a relation between
the abelian extensions of k and ray class fields which historically came about before
the idelic formulation of theory. To simplify notation, we will assume that k is a
number field. Similar results hold for a field of functions of a smooth projective
curve C over Fq with a few alterations (in particular replacing cycles by cycles of
degree 0, the ideal class group of Ok by Pic0C , etc.).

Definition 15.19 Let k be a number field. A cycle M of k is a formal product
M = ∏

v∈�k
vnv , where nv ∈ N, nv is zero for almost all v, and nv ∈ {0, 1} if v is

archimedean. We say that a place v0 of k divides the cycle M if nv0 ≥ 1.

For a finite v and nv ≥ 1, we denote by Unv
v the multiplicative group consisting

of x ∈ O∗
v such that v(x − 1) ≥ nv , and we also set U 0

v = Uv = O∗
v . For a complex

v, we set Unv
v = k∗

v � C∗. For a real v, we set U 1
v = R∗+ ⊂ k∗

v and U 0
v = k∗

v � R∗.
The notation αv ≡ 1 mod vnv will mean v(αv − 1) ≥ nv if v is finite and nv ≥ 1 (by
convention for nv = 0 the condition is always satisfied). For a complex v or a real v
with nv = 0, this condition will by definition always be satisfied and for a real v with
nv = 1, will simply mean that αv > 0. Let M = ∏

v vnv be a cycle and let α ∈ Ik .
We will write α ≡ 1 mod M to indicate: αv ≡ 1 mod vnv for every place v of k.

Definition 15.20 Let M be a cycle of k. Let us set

IMk = {α ∈ Ik,α ≡ 1 mod M} = ∏
v∈�k

Unv

v .

The image CM
k = IMk · k∗/k∗ of the group IMk in Ck is called the congruence

subgroup moduloM ofCk . The quotientCk/CM
k is the ray class groupmoduloM.

The case where M = 1 is the trivial cycle is particularly interesting: we then
have I 1k = ∏

v∈�∞ k∗
v × ∏

v∈� f
Uv , hence we deduce that Ck/C1

k
∼= Ik/Pk (an iso-

morphism is obtained by sending the class of an idèle (xv) to the class of the fractional
ideal

∏
v∈� f

vval(xv), cf. Remark15.5) is the ideal class group ofOk . Its cardinality is
the class number h(k).

Theorem 15.21 A subgroup of Ck is a norm group if and only if it contains a
congruence subgroup CM

k .
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Proof LetM = ∏
v vnv be a cycle. The group CM

k is an open subgroup of Ck since
IMk = ∏

v∈�k
Unv

v is open in Ik . Besides,CM
k is of finite index inCk since [Ck : C1

k ] =
h(k) is finite and [C1

k : CM
k ] is bounded above by the order of I 1k /IMk = ∏

v Uv/Unv
v

which is finite (recall that nv = 0 for almost all places v andU 0
v := Uv). Finally,CM

k
is a norm group by Theorem15.9.

Conversely, let N be a norm group. Then its inverse image J in Ik is open, hence
J contains a subset of the form

∏
v∈S Wv × ∏

v /∈S Uv , where S ⊃ �∞ is a finite set of
places and Wv is an open neighbourhood of 1 in k∗

v . For v ∈ S finite, we can assume
thatWv = Unv

v withnv ∈ N since theUm
v ,m ≥ 0 formabasis of neighbourhoods of 1.

For v archimedean, the only subgroups of k∗
v generated by an open neighbourhood

of 1 are k∗
v or R∗+ if v is real. We deduce that J contains a subgroup of the form IMk ,

and hence that N contains a congruence subgroup CM
k . �

Definition 15.22 The class field kM associated to the congruence subgroup CM
k is

called the ray class field moduloM. The field k1 is called theHilbert class field of k.

We thus have Gal(kM/k) � Ck/CM
k , and any finite abelian extension of k is

contained in a ray class field. We also have

M|M′ =⇒ kM ⊂ kM
′ =⇒ CM

k ⊃ CM′
k .

In particular, we have Gal(k1/k) � Ik/Pk , which implies that the degree [k1 : k] is
the class number h(k) of k.

Definition 15.23 Let K be a local field and let L be a finite Galois extension ofK
with group G. The conductor F(L/K ) of the extension L/K is the smallest integer
n ≥ 0 such that the reciprocity map ωL/K : K ∗ → Gab is trivial on Un

K (with the
usual convention that U 0

K = UK ).

Note that as the kernel of ωL/K is an open subgroup of K ∗, this subgroup contains
Un

K for n large enough and the conductor is well defined. Besides, the computation
of the reciprocity map via Lubin–Tate theory (Theorem11.17) implies:

Proposition 15.24 The conductor F(L/K ) is trivial if and only if the extension
L/K is unramified.

We generalise the notion of conductor to K = R or K = C, by takingF(L/K ) =
0 or F(L/K ) = 1 depending on whether the extension L is equal to K or not.

Definition 15.25 Let k be a number field. Let K be a finite abelian extension of k,
associated to the norm group NK := NK/kCK . The conductor F of the extension
K/k (or of NK ) is the greatest common divisor of cyclesM such that K ⊂ kM (or
that CM

k ⊂ NK/kCK ).

In other words, kF is the smallest ray class field containing K . Note that this does
not imply that the conductor of kM is M as M �→ CM

K is decreasing, but not in
general injective (see Exercise15.3).
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Proposition 15.26 Let K be a finite abelian extension of a number field k, with
conductor F . Then we have

F = ∏
v∈�k

vF(Kv/kv).

Proof We start with a lemma:

Lemma 15.27 For xv ∈ k∗
v , denote by [xv] the idèle (1, . . . , 1, xv, 1, . . . , ). Let K

be a finite abelian extension of k. Then the class of [xv] in Ck is in NK/kCK if and
only if xv ∈ NKv/kv

K ∗
v . Furthermore, if α is an idèle such that the class of [αv] in Ck

is in NK/kCK for every place v of k, then the class of α in Ck is also in NK/kCK .

Proof of the lemma. Assume that xv ∈ NKv/kv
K ∗

v . Then we have by definition of
the norm residue symbol:

([xv], K/k) = (xv, Kv/kv) = 1

which shows that the class of [xv] belongs to NK/kCK by Theorem15.4. Conversely,
assume that the class of [xv] is in NK/kCK . This means that there exists β ∈ IK and
a ∈ k∗ such that [xv] · a = NK/kβ. This implies that a is a norm of Ku/ku for any
place u of k other than v. But then, we obtain that a is also a norm of Kv/kv by
reciprocity law (Theorem14.9, b), which proves that xv ∈ NKv/kv

K ∗
v .

To prove the second assertion, we note that if α = (αv) is an idèle such that for
every place v of k, we have αv ∈ NKv/kv

K ∗
v , then α ∈ NK/k IK by Lemma13.3, and

hence a fortiori the class of α in Ck is in NK/kCK . �
We can now prove Proposition15.26. Let N = NK/kCK and letM = ∏

v vnv be
a cycle. For any idèle α ∈ Ik , consider the following three conditions:

(i) α ≡ 1 mod M.
(ii) the class of [αv] in Ck is in N for every place v of k.
(iii) the class of α in Ck is in N .
By second part of Lemma15.27, (ii) implies (iii). Furthermore, if α satisfies (i),

then [αv] also satisfies (i) for any place v. Hence the two following conditions are
equivalent:

(a) Each α ∈ Ik satisfying (i) also satisfies (ii).
(b) Each α ∈ Ik satisfying (i) also satisfies (iii).
Now, the conditionCM

k ⊂ N means precisely that (b) is satisfied. It is then equiv-
alent to saying that (a) is satisfied, and with the first part of Lemma15.27, it is
equivalent to saying that:

αv ≡ 1 mod vnv for every place v implies αv ∈ NKv/kv
K ∗

v for every place v,

or that:

for every place v, we have Unv
v ⊂ NKv/kv

K ∗
v .

Finally, we have shown that CM
k ⊂ N is equivalent to F(Kv/kv) ≤ nv for every

place v, which exactly means that F = ∏
v vF(Kv/kv). �
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Remark 15.28 Note on the other hand that, as J.Riou pointed out, the above condi-
tion (iii) does not imply condition (ii). To see this, it is enough to take a principal idèle
α ∈ k∗ which is not a local norm at some place v. It is to overcome this difficulty
that we have introduced idèles of the form [αv] instead of working with the αv ∈ k∗

v .

Corollary 15.29 Let K be a finite abelian extension of a number field k, with con-
ductor F . Then a place v is ramified in K/k if and only if v divides F (with the con-
vention that for an archimedean place, unramified means totally split). The Hilbert
class field is the maximal abelian extension of k which is unramified at all places
of k (including archimedean places).

Proof If v is a finite place, the previous proposition says that it divides F if and
only if the local conductor F(Kv/kv) is nonzero, in other words if and only if
Kv/kv is ramified (by Proposition15.24). If v is complex, we automatically have
F(Kv/kv) = 0, hence Proposition15.26 says that v does not divide F , while by
definition Kv/kv is a totally split extension. If v is real, we obtain that v divides F
if and only if F(Kv/kv) = 1, i.e., if and only if Kv/kv is a non-trivial extension,
which is equivalent to v being ramified in K/k in the sense of the statement of this
corollary.

Propositions15.26 and 15.24 say that a finite abelian extension K of k is unrami-
fied at every place of k if and only if its conductor is 1, or in other words (by definition
of the conductor) if and only if the Hilbert class field k1 contains K . Thus k1 is the
maximal abelian extension of k unramified at every place of k. �

We also have the following property of the Hilbert class field:

Proposition 15.30 Let ℘ be a prime ideal of the ring of integersOk of k. Then ℘ is
a principal ideal of Ok if and only if it is totally split in the extension k1/k.

Proof We already know that ℘ is unramified in k1/k. We also know that we have an
isomorphism between Ck/C1

k = Ck/Nk1/kCk1 and the ideal class group Ik/Pk , the
isomorphism that sends the class of an idèle of the form a := (1, 1, . . . ,πv, 1, . . . )
(where πv is a uniformiser of kv at the place v that corresponds to ℘) to the class
of ℘. The reciprocity map ωk1/k : Ck/C1

k → Gal(k1/k) is an isomorphism, and we
thus have that ℘ is principal if and only if ωk1/k(a) = 0. As k1/k is unramified at v,
this means by the formula (14.1) and Lemma 9.8, (a) that the local extension k1v/kv

is trivial, which is that v is totally split in k1/k. �

The properties of the Hilbert class field have applications to questions about rep-
resentation of an integer by a quadratic form: see the book by D. Cox [13] (Chap. 2).
In Exercises15.7 and 15.8 we give a foretaste of these applications.

The following statement is the famous principal ideal theorem. The reduction
of this statement to a result from group theory that we have already encountered
(Theorem2.13) is due to Artin.

Theorem 15.31 Let k be a number field. Let K1 be its Hilbert class field. Then every
ideal of Ok becomes principal in OK1 .
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Proof Let K2 be the Hilbert class field of K1, which is an abelian extension of K1.
The definition of the reciprocity map and the interpretation of transfer (resp. of the
inclusion i : Ck ⊂ CK1 ) as the restriction

Ĥ−2(Gal(K2/k), Z) −→ Ĥ−2(Gal(K2/K1), Z)

H 0(Gal(K2/k),CK2) −→ H 0(Gal(K2/K1),CK2) resp.

yields a commutative diagram2:

Ck

ωK2/k

i

Gal(K2/k)ab

V

CK1

ωK2/K1
Gal(K2/K1)

ab,

where V is the transfer. We have seen that K1 is the maximal abelian extension of k
everywhere unramified and totally split at archimedean places. It is then the maximal
abelian subextension of K2/k. In other words, Gal(K1/k) is the abelianisation of
Gal(K2/k) and Gal(K2/K1) is the derived subgroup of Gal(K2/K ). As K2 is an
abelian extension of K1, we finally obtain a commutative diagram:

Ik/Pk = Ck/NK1/kCK1

ωK1/k

i

Gal(K1/k)

V

IK1/PK1 = CK1/NK2/K1CK2

ωK2/K1
Gal(K2/K1),

where horizontal maps are isomorphisms. Theorem2.13 then says that the map V of
the diagram is zero, which yields the result. �

Remark 15.32 When contemplating the last theorem, one can naturally wonder
whether the tower of class fields K0 = k ⊂ K1 ⊂ K2 ⊂ · · · (where, for i ≥ 0, Ki+1 is
the Hilbert class field of Ki ) is necessarily finite, which would imply that the last field
in the tower has class number 1 (and not just that the ideals of Ok become principal
there). This question, asked by Furtwängler, was finally solved in the negative by
Golod and Shafarevich in 1964. See Exercises15.5 and 15.6, which are taken from
[49], Part. I, Sect. 4.4 and Ann.3.

Remark 15.33 Let S be a non-empty set of places of k, containing the archimedean
places. The same proof yields a result analogous to Theorem15.31 (which corre-
sponds to the case S = �∞) for ideals of the ringOk,S of S-integers: they all become
principal in a finite extension of k, namely in the maximal abelian extension of k

2We have an analogous diagram for any class formation, see Proposition16.30, and also Exercise9.3
in the local case.
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unramified outside S and totally split at places in S. This also holds for a function
field (by assumption S 
= ∅, which ensures the finiteness of the class group ofOk,S).

We conclude this paragraph with the Kronecker–Weber theorem (that can also be
deduced from its version over Qp, cf. Exercise12.6).

Theorem 15.34 Themaximal abelian extensionof the fieldQ is the extensionQ(μ∞)

generated by all the roots of unity.

Let ζm be a primitive mth root of unity. Note that if a prime number p does
not divide m, then the extension Q(ζm)/Q is unramified at p (indeed the reduction
modulo p of the polynomial Xm − 1 is then a separable polynomial over Fp). We
already know that every cyclotomic extension Q(ζm) is abelian. It is thus enough to
show that every finite abelian extension of Q is contained in Q(ζm) for a certain m.
To do this, we will prove the following more precise form.

Theorem 15.35 Let m = ∏
pnp ∈ N∗. Let p∞ be the real place of Q. LetM be the

cycle m · p∞. Then the ray class field modulo M of Q is Q(ζm).

Proof Let us set m = m ′ · pnp (for p fixed). Then U
np
p is contained in the norm

group of the unramified extension Qp(ζm ′)/Qp, and also in that of Qp(ζpnp )/Qp by
Lubin–Tate (cf. Example11.23). We deduce thatU

np
p is contained in the norm group

of Qp(ζm)/Qp, as by compatibility of the reciprocity maps, its image by ωQp(ζm )/Qp

is trivial. As IMQ = ∏
p 
=p∞ U

np
p × R∗+, we obtain CM

Q ⊂ NCQ(ζm ) by Lemma13.3.
Besides, we have

[CQ : CM
Q ] = [I 1Q.Q∗ : IMQ .Q∗] = [I 1Q : IMQ ] / [I 1Q ∩ Q∗ : IMQ ∩ Q∗]

since [CQ : C1
Q] = 1 as Z = OQ is principal. But IMQ ∩ Q∗ = {1} and I 1Q ∩ Q∗ =

{±1} hence

[CQ : CM
Q ] = 1/2 · ∏

p 
=p∞
[Up : Unp

p ] · 2 = ∏
p 
=p∞

ϕ(pnp ) = ϕ(m).

Finally, we have [CQ : CM
Q ] = [Q(ζm) : Q] = [CQ : NCQ(ζm )], which concludes. �

15.5 Galois Groups with Restricted Ramification

It is often useful in applications to work not with the absolute Galois group Gk of a
global field k, but with certain quotients GS of Gk associated to non-empty subsets S
of the set�k of all places of k. This in particular will occur whenwewill be obtaining
a relatively general version of the Poitou–Tate duality.

In all that follows, we denote by S a non-empty subset of �k , containing all the
archimedean places if k is a number field. We attract the readers attention to the fact
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that here (contrary to the conventions we have usually adopted before), the set S is
not assumed to be finite. We denote by �∞ the set of archimedean places of k and
by �R the set of its real places. We fix an algebraic closure k of k and we denote by
Ok,S the ring of S-integers of k. For example, if S = �k , we simply have Ok,S = k;
if k is a number field and S = �∞, we haveOk,S = Ok . If v is a finite place of k, we,
as usual, denote byOv the ring of integers of kv (and by convention we setOv = kv

if v is archimedean).

Definition 15.36 We denote by kS the maximal extension of k contained in k which
is unramified outside S and we set GS = Gal(kS/k). We say that GS is the Galois
group with ramification restricted to S of k.

Example 15.37 If S is finite, the extension kS is “mildly ramified”. In the language
of algebraic geometry, the group GS is the étale fundamental group of the affine
scheme U = Spec(Ok,S). Here U is a Zariski open set of Spec(Ok) if k is a number
field (resp. an affine open set of X if k is the function field of a smooth projective
curve X over a finite field). If for example S = �∞, then kS is the maximal extension
of k, unramified at every prime ideal ofOk . If we furthermore assume that k does not
have real places, the extension k�∞ is the Hilbert class field of k (cf. Corollary15.29)
and G�∞ is the ideal class group of Ok .

If on the other hand, S contains almost all places of k (i.e., all places with the
exception of a finite number of them), the extension kS is “close” to k. The case
S = �k corresponds to kS = k.

Wewould like to generalise some results of Sect. 15.2 to the restricted ramification
group GS . We will work with finite extensions F of k (that we will usually assume
to be Galois). To simplify notations, we will often still denote by S the set of places
of F dividing a place of k that belongs to S. It appears that we have an analogue of
the idèle class group in this context, which is the following.

Definition 15.38 Let F be a finite extension of k, with idèle group IF and idèle
class group CF = IF/F∗. Let UF,S � ∏

w/∈S O∗
w be the subgroup of IF consisting

of families (aw)w∈�F whose component at w is trivial (resp. invertible) if the place
w ∈ �F is in S (resp. is not in S). We set

CS(F) := IF/F∗UF,S

(in other words CS(F) is the quotient of CF by the image of UF,S modulo F∗), and
we call CS the inductive limit of the CS(F) whenF runs through the finite Galois
extensions of k contained in kS .

Note that the assumption S 
= ∅ implies F∗ ∩UF,S = {1}, which allows us to
view UF,S as a subgroup of CF .

We begin with a lemma which compares CS(F) with a group CF,S which may
seem more natural to define. The reason why CS(F) is more useful is that, as we
will see (Proposition15.40, c), it satisfies a good Galois descent property, which is
not the case for CF,S in general.
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Lemma 15.39 We define JF,S as the subgroup of IF consisting of families (aw)w∈�F

whose component at w is trivial for any place w ∈ �F not in S. Let

CF,S := JF,S/O∗
F,S

be the quotient of JF,S by the group of units of OF,S. Then there exists an exact
sequence

0 −→ CF,S −→ CS(F) −→ ClF,S −→ 0,

where ClF,S is the ideal class group of OF,S. If S contains almost all places of k,
then CF,S = CS(F).

Note that JF,S is a kind of the “idèle group truncated at S”: indeed it identifies
with the restricted product of the F∗

w forw places of F above places of S. One should
not confuse it with the group IF,S of S-idèles introduced in Proposition12.25.

Proof The group O∗
F,S identifies with a subgroup of JF,S via the map i : a �→

(a, a, . . . , a, 1, 1, . . . ) (where the a appears at places of S and the 1 at places not in
S). In IF , we then have

JF,S ∩ (F∗ ·UF,S) = i(O∗
F,S) � O∗

F,S.

We deduce an embedding

j : CF,S ↪−→ CF/UF,S = CS(F).

On the other hand the group JF,S ·UF,S is the subgroup of IF consisting of idèles
whose component at each place v /∈ S is in O∗

v . The cokernel of j identifies with
IF/JF,S ·UF,S.F∗, i.e., to the quotient of IF/JF,S ·UF,S � ⊕

v /∈S Z by the image of
F∗ under the map

F∗ −→
⊕

v /∈S
Z, a �−→ (w(a))w/∈S.

Thus this cokernel is isomorphic to the ideal class groupofOF,S (note that the nonzero
prime ideals ofOF,S correspond to places of F not in S; in geometric language ClF,S

is the class group of divisors of Spec(OF,S), cf. Theorem12.24).
Finally if S contains almost all places of k, then OF,S is a Dedekind ring with

only finitely many prime ideals, it is thus a principal ideal domain (Proposition12.5),
which implies that its class group is trivial. �

Next proposition will be useful later to define a P-class formation associated to
GS (Theorem17.2).

Proposition 15.40 (a) The group CS = lim−→F⊂kS
CS(F) is also the inductive limit of

the CF,S.
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(b) For any finite Galois extension F of k, theGal(F/k)-module UF,S is cohomo-
logically trivial. The GS-module US := lim−→F⊂kS

UF,S is cohomologically trivial.

(c) We have CGS
S = CS(k).

Proof (a) By the last lemma, it is enough to check that lim−→F⊂kS
ClF,S = 0. This

is an immediate consequence of the principal ideal theorem (Theorem15.31 and
Remark15.33).

(b) The same argument as in Proposition13.1 yields

Ĥ i (Gal(F/k),UF,S) =
⊕

v /∈S
Ĥ i (Gal(Fv/kv),O∗

v)

for any i ∈ Z. With this, the result for UF,S follows from Proposition8.3 since for
v /∈ S, the extension Fv/kv is unramified. We deduce the result forUS by passing to
the limit, since UF,S = UGal(kS/F)

S .
(c) Let C(kS) be the inductive limit of the CF for F finite Galois extension of k

contained in kS . By passing to the limit in the definition ofCS(F), we obtain an exact
sequence

0 −→ US −→ C(kS) −→ CS −→ 0. (15.3)

We then apply the cohomology exact sequence for the action of the group GS (note
thatUGS

S =Uk,S is obvious and we also have C(kS)GS =Ck , cf. Proposition13.4). As
US is a cohomologically trivial GS-module, we have H 1(GS,US) = 0 and hence
CGS

S = Ck/Uk,S = CS(k). �
Lemma 15.41 Let A be a locally compact abelian group, with neutral connected
component A0. Let K be a compact subgroup of A. Then the image B of A0 by
the projection π : A → A/K is the neutral connected component of A/K (endowed
with the quotient topology).

Proof We already know that B is connected, since it is the image of the con-
nected set A0 by the continuous map π. It is then enough to check that the quo-
tient (A/K )/B = A/(K + A0) is totally disconnected. But the topological group
A/(K + A0) is the quotient of the locally compact and totally disconnected group
A/A0 by the compact (and hence closed) subgroup (K + A0)/A0, which allows us
to conclude using Proposition15.14. �

Below are analogues of Theorems15.11 and 15.18.

Proposition 15.42 (a) Let k be a number field. Let DS(k) be the connected compo-
nent of the identity in CS(k). Then we have DS(k) = DkUk,S/Uk,S. The group DS(k)
is divisible and we have an exact sequence

0 −→ DS(k) −→ CS(k)
ω−−→ Gab

S −→ 0,

where ω is the morphism induced by the reciprocity map reck : Ck → Gab
k

(cf. Theorem15.4).
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(b) Let k be a function field over Fq . Then we have an exact sequence

0 −→ CS(k)
ω−−→ Gab

S −→ Ẑ/Z −→ 0.

Proof (a) The group CS(k) is the quotient of Ck by the compact subgroup Uk,S .
Lemma15.41 then implies that the image of the neutral component Dk of Ck by p
is the neutral component of CS(k), which proves the first assertion. Then DS(k) is
divisible as it is a quotient of Dk , which is divisible by Theorem15.11(b).

Now, we see that the image of Uk,S by reck : Ck → Gab
k is, by Lemma9.8 and

formula (14.1), the subgroup H of Gab
k generated by the inertia subgroups Iv for

v /∈ S, which means that the fixed field of H is the maximal subextension of kab

unramified outside of S, which is kabS (indeed, a subgroup of Gab
k contains Iv if

and only if the corresponding extension of k is unramified at v). We thus have, by
Theorem15.10, a commutative diagram whose rows are exact and vertical arrows
are injective:

0 Dk ∩Uk,S Uk,S Gal(kab/kabS ) 0

0 Dk Ck
reck

Gal(kab/k) 0.

As DS(k), CS(k) and Gab
S are the respective cokernels of the left, middle and right

vertical arrows, the result follows from the snake lemma.
(b) The argument is exactly the same as in (a). Simply apply Theorem15.18

instead of Theorem15.10. �

15.6 Exercises

Exercise 15.1 Let k be a global field. Let F be a finite Galois non-trivial extension
of k. Using Exercise13.4, show that the group k∗/NF/k F∗ is infinite (see Exer-
cise18.8 for a generalisation to the non-Galois case).

Exercise 15.2 Let k = Q(
√−d) (with d a strictly positive squarefree integer) a

quadratic imaginary field. Let Ck = Ik/k∗ be the idèle class group of k and Dk be
the neutral connected component of Ck .

(a) Show that k has one and only one archimedean place, which is complex.
(b) We denote by I f

k the restricted product of the k∗
v for v a finite place of k (with

respect to the O∗
v ). Show that there exists an injective group morphism C∗ → Ck

such that the topological group quotient Ck/C∗ is isomorphic to I f
k /k∗.

(c) Deduce that Dk is isomorphic to C∗.

Exercise 15.3 Let k = Q. We denote by M the cycle p∞, where p∞ is the real
place of Q. Show that the conductor of kM is 1, so it is notM (use Corollary12.30).
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Exercise 15.4 Let K be a cyclic extension of Q of degree �m with � prime. Let
F ⊂ K be the intermediate extension such that [F : Q] = �. Let p 
= � be a prime
number ramified in the extension F/Q. We denote by Kp the completion of K at a
place dividing p.

(a) Show that the extension Kp/Qp is totally ramified.

(b) Show that every x ∈ 1 + pZp satisfies x ∈ Q∗�m

p .
(c) Deduce that the conductor of the extension Kp/Qp is 1.
(d) Show that p ≡ 1 mod �m (you may first show that the reciprocity map induces

a surjection from Z∗
p to Gal(Kp/Qp)).

(e) Let E be a quadratic extension of Q, unramified and inert at 2. Show that E
can be written as E = Q(

√
m), where m is an integer with m ≡ 5 mod 8 (use

the Example7.11).
(f) Deduce from (d) and (e) that if K is a cyclic extension of Q of degree 8, then 2

cannot be unramified and inert in K/Q (“Wang’s counter-example toGrunwald’s
theorem”, 1948).

Exercise 15.5 Let k be a number field. In this exercise wewill say that a finite Galois
extension of k is unramified if it is unramified at every finite place of k, and totally
split at every archimedean place of k. Fix a prime number p.

Let K be a finite Galois unramified extension of k, whose Galois group G =
Gal(K/k) is a p-group. Assume that K has no extensions which are unramified
and cyclic of order p at the same time. We denote by �K ,∞ (resp. �K , f ) the set of
archimedean (resp. finite) places of K .

(a) (i) Show that the cardinality h(K ) of the ideal class group Cl(K ) of K is not
divisible by p.

(ii) Compute Ĥq(G,Cl(K )) for any q ∈ Z.
(b) Let IK be the idèle group of K . We denote by I 1K the subgroup of IK defined

by
I 1K := ∏

w∈�K ,∞
K ∗

w × ∏
w∈�K , f

Uw,

where Uw = O∗
w is the group of units of the ring of integers of K ∗

w.
We denote by CK = IK /K ∗ the idèle class group of K and EK = K ∗ ∩ I 1K the

group of units of OK .
(i) Show that Ĥq(G, I 1K ) = 0 for any q ∈ Z (you can draw inspiration from

Sect. 13.1).
(ii) Show that for anyq ∈ Z,wehave an isomorphism Ĥq(G,CK ) � Ĥq+1(G, EK).

(c) (i) Show that the groups Ĥ 0(G, EK ) and Ĥ−3(G, Z) are isomorphic.
(ii)Deduce that the rankof Ĥ−3(G, Z) (which is itsminimal number of generators)

is at most r , where r is the number of archimedean places of k. Show that the same
is true of the group H 3(G, Z) (use Exercise2.1).

(iii) With the notation of Exercise1.10, show that

r(G) − n(G) ≤ [k : Q].
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Exercise 15.6 (sequel to the previous one) Let p be a prime number. We admit the
Golod–Shafarevich inequality ([49], Part. I,Ann.3)which says thatwith the notations
of Exercises1.10 and 15.5, we have

r(G) > n(G)2/4

for any finite p-group G 
= {1}.
(a) Let k be a number field, assumed to be totally imaginary if p = 2. Let k(p) be

the largest unramified Galois extension of k whose Galois group G is a pro-p-group.
Show that there exists a constant C(d) (depending only on the degree d := [k : Q])
such that if the degree [k(p) : k] is finite, we have

n(G) ≤ C(d).

Deduce that the rank of the p-primary component of the ideal class group Cl(k) is
at most C(d).

(b) We take p = 2.
We consider the imaginary quadratic fields k = Q(

√−p1 · · · pN ), where the pi
are pairwise distinct prime numbers congruent to 1 modulo 4, and their extensions
ki = k(

√
pi ). Show that the extension ki/k is unramified at every place of k (you can

use Exercise7.2). Show that there exists such a field k such that the degree [k(2) : k]
is infinite (analogous examples exist for any prime number p).

(c) Deduce that for such a field k, every finite extension of k has class number
divisible by 2. In particular, the “tower of class fields”, obtained by k0 = k and
ki+1 := the Hilbert class field of ki for i ≥ 0, is infinite. It is the famous negative
answer to the class field tower problem posed by Furtwängler, which remained open
for about forty years until it was solved in 1964 by Golod and Shafarevich, see also
article IX in [9].

Exercise 15.7 (AfterD.Cox, [13], Theorem5.1 et 5.26) Let n be a squarefree natural
number, not congruent to 3 modulo 4. Set K = Q(

√−n) and denote by h the class
number of K . Recall that the ring of integers of K is thenOK = Z[√−n]. We denote
by L the Hilbert class field of K . For any odd prime number p not dividing n, we
say that p verifies property (E) if there exists x, y ∈ Z such that p = x2 + ny2.

(a) Show that O∗
K = {±1}.

(b) For any prime ideal ℘ of OK , we denote by ℘ the prime ideal consisting of
x with x ∈ ℘, where x is the conjugate of the complex number x . Show that
p verifies (E) if and only if there exists a principal prime ideal ℘ of OK with
pOK = ℘℘ and ℘ 
= ℘.

(c) Let τ be the complex conjugation. Show that τ (L) = L (observe that L is an
unramified extension of τ (K ) = K ), then show that L is a finite Galois extension
of Q.

(d) Deduce that p verifies (E) if and only if it is totally split in the extension L/Q.
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(e) We view L as a subfield of C and set L1 = L ∩ R. Show that L1 is an extension
of Q of degree h = [L : K ], then show that there exists a real algebraic integer
α satisfying: L1 = Q(α) and L = K (α).

(f) We denote by f the minimal polynomial of α over Q (by e), it is a monic
polynomial in Z[X ] of degree h). Let disc( f ) ∈ Z be the discriminant of f
(which is the resultant of polynomials f and f ′). Let p be an odd prime number
not dividing n.disc( f ).

Prove the equivalence of the two assertions: (i) p verifies (E); (b) the Legendre
symbol (−n

p ) is 1 and the equation f (x) = 0 mod p has a solution in Z/pZ. You can
use Example12.15.

Exercise 15.8 (sequel to the previous exercise) Let K = Q(
√−14). We admit

(cf. For example [13], Theorem 5.30, where the link is established between the class
group of a quadratic imaginary field and the theory of integral binary quadratic
forms due to Gauss) that the class number of K is 4. We set β = 2

√
2 − 1 and

β′ = −2
√
2 − 1, then α = √

β. Consider the fields K1 = K (
√
2) and L = K (α) =

K (
√
2
√
2 − 1).

(a) Show that K1 = K (
√−7) and L = K1(α) = K1(

√
β′).

(b) Deduce that L/K is a finite Galois extension with group Z/4Z.
(c) Using Exercise12.7, show that the extension L/K is unramified at every prime

ideal of OK , and deduce that L is the Hilbert class field of K .
(d) Let p a prime number different from 2 and 7. Using Exercise15.7, show that p

can be written as p = x2 + 14y2 (with x, y ∈ Z) if and only if: (−14
p ) = 1 and

the equation (x2 + 1)2 = 8 has a solution in Z/pZ.



Part IV
Duality Theorems

In this last part, we are interested in the arithmetic duality theorems. Our aim is to
prove the Poitou–Tate theorems, which are essential tools in many modern number
theoretic questions. We attain this objective in Chap. 17, after a chapter devoted to
class formations in which we present an abstract duality theorem which will be a
crucial step in the proof of the Poitou–Tate theorems and also allow us to recover
and extend the Tate local duality theorem of Chap. 10. We end this book with a
chapter devoted to a few classical applications, such as Grunwald–Wang theorem
and a calculation of the strict cohomological dimension of a number field.

There is a number of generalisations of duality theorems covered in this book.
One finds a very complete exposition, within particular many extensions to étale and
flat cohomology in [39]. Let us mention that the étale cohomology is a powerful
tool which provides for example a proof of the Poitou–Tate theorems which is in a
certainwaymore natural, via what we call theArtin-Verdier duality theorem (loc. cit.,
paragraph II.3). A complete proof of Theorem 17.13 using this approach is covered
in [25]. Duality theorems and their applications are still objects of active research;
see for example papers [10, 17, 19] and [20].

http://dx.doi.org/10.1007/978-3-030-43901-9_17
http://dx.doi.org/10.1007/978-3-030-43901-9_10


Chapter 16
Class Formations

In this chapter, we develop a kind of “abstract” class field theory, by introducing the
general formalism of class formation. The main goal is to prove the general duality
Theorem 16.21 (due to Tate), which allows to recover and extend the local duality
Theorem 10.9, and will be an important tool in the proof of Poitou–Tate duality
theorems for global fields. The main examples of class formations are associated to
the absolute Galois group of a local or global field, using properties proved in parts
II and III (cf. Example 16.5).

16.1 Notion of Class Formation

Let G be a profinite group. Let C be a discrete G-module. We consider a family1 of
isomorphisms invU : H 2(U,C) � Q/Z indexed by the open subgroups U of G.

Definition 16.1 We say that the system (C, {invU }) (that we will also denote by
(C,G)) as above is a class formation (associated toG) if the two following properties
are satisfied:

(a) for every open subgroup U of G, we have H 1(U,C) = 0.
(b) for all open subgroups U , V of G with V ⊂ U , the following diagram is com-

mutative:

H 2(U,C)
Res

invU

H 2(V,C)

invV

Q/Z · n Q/Z

(16.1)

where n := [U : V ].

1The definition that we adopt here is that of [39], §I.1. It is slightly less general than that of Artin
and Tate ([1], Chap.14; [47], Chap.XI), but it will be sufficient for applications.
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Let (C, {invU }) be a class formation. Definition and Corollary 1.45 yield, for any
pair of open subgroupsU and V of G with V normal of index n inU , a commutative
diagram with exact rows:

0 H 2(U/V,CV )

invU/V

H 2(U,C)
Res

invU

H 2(V,C)

invV

0

0 1
nZ/Z Q/Z · n Q/Z 0.

In particular, if U is an open normal subgroup of G of index n, we have an isomor-
phism invG/U : H 2(G/U,CU ) � 1

nZ/Z.

Definition 16.2 We denote by uG/U the unique element of H 2(G/U,CU ) which is
sent to 1/n by invG/U ; We say that uG/U is the fundamental class of G/U .

Remark 16.3 We note that with our definition, the existence of a class formation
associated to G implies that the order of G (as a supernatural number) is divisi-
ble by each element of N∗. Assume indeed there was a prime number p such that
this order is not divisible by pr+1 with r ∈ N. Then for U open and normal in G,
H 2(G/U,CU ){p} would be killed by pr (since each element of H 2(G/U,CU ){p}
is killed by the order of G/U and by a power of p, hence by their gcd). Thus
H 2(G,C){p}would be killed by pr and hencewould not be isomorphic to (Q/Z){p}.
Proposition 16.4 Let (C, {invU }) be a class formation. Let U, V be open subgroups
of G with V ⊂ U. Then:

(a) We have a commutative diagram:

H 2(V,C)
Cores

invV

H 2(U,C)

invU

Q/Z Id Q/Z.

(b) Assume furthermore U and V to be normal in G. Then the image of the fun-
damental class uG/U ∈ H 2(G/U,CU ) by the inflation map H 2(G/U,CU ) →
H 2(G/V,CV ) is [U : V ] · uG/V .

Proof (a) follows immediately from the axioms of class formation and the formula
Cores ◦Res = · [U : V ]. For (b), we write a commutative diagram:

H 2(G/U,CU )
Inf

Inf

H 2(G,C)
invG Q/Z

H 2(G/V,CV )
Inf

H 2(G,C)
invG Q/Z
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and the result then follows from the definitions of uG/U and uG/V , that are sent to
1/[G : U ] and 1/[G : V ] (respectively) in Q/Z. �

Example 16.5 (a) Let G = Gal(K/K ) be the absolute Galois group of a p-adic
field K . Let us set C = K ∗. Then by Hilbert 90 and Proposition 8.4, the iso-
morphisms invL : Br L → Q/Z (defined for any open subgroupU = Gal(K/L)

of G, i.e., for any finite extension L of K ) define a class formation.
(b) Let G = ̂Z (for example G may be the Galois group of a finite field). Take

C = Z, endowed with the trivial action ofG. Let σ a topological generator of G.
For m > 0, the unique subgroup U of index m of G is topologically generated
by σm . The exact sequence

0 −→ Z −→ Q −→ Q/Z −→ 0

induces an isomorphism δ : H 1(U,Q/Z) → H 2(U,Z). We obtain a class for-
mation by taking invU : H 2(U,Z) → Q/Z as the composite of δ−1 :
H 2(U,Z) → H 1(U,Q/Z) with the evaluation χ �→ χ(σm) of H 1(U,Q/Z) in
Q/Z.

(c) Let k be a global field with absolute Galois group Gk . Let C be the inductive
limit (for K/k finite separable extension) of the idèle class groupsCK = IK /K ∗.
The properties we saw in Sect. 15.1 tell us that the isomorphisms

invK : H 2(GK ,C) −→ Q/Z

constitute a class formation on the Gk-module C .

Proposition 16.6 Let (C, {invU }) be a class formation. Let U be an open normal
subgroup of G. Then for any torsion-free G/U-module M, the cup-product with
uG/U :

̂Hr (G/U, M) −→ ̂Hr+2(G/U, M ⊗ CU )

is an isomorphism for any r ∈ Z.

Proof It is the Tate-Nakayama theorem (Theorem 3.14). �

Proposition 16.7 Let (C, {invU }) be a class formation. Then we have a canonical
homomorphism

ωG : CG −→ Gab

with dense image, and such that the kernel is the group of universal norms
⋂

U NG/UCU (the intersection is taken over open normal subgroups U of G). We
say that ωG is the reciprocity map associated to the class formation (C, {invU }).
Proof It is exactly the same argument as the one we have used in Theorem 9.2 and
Definition 9.5. We take r =−2 and M=Z in the previous proposition. We obtain
isomorphisms (G/U )ab → CG/NG/UCU , and converse isomorphisms
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ωG/U : CG/NG/UC
U −→ (G/U )ab

which are compatible with each other in an obvious way (cf. Corollary 9.4, a), by the
same calculation as in Proposition 9.3. This allows us to pass to the limit to obtain
an isomorphism

lim←−
U

CG/NG/UC
U −→ Gab.

We then obtain ωG by composing the canonical homomorphism

CG −→ lim←−
U

CG/NG/UC
U

with this isomorphism. The assertion about the kernel of ωG is then evident and
the density of Im ωG follows from the fact that its composite with the projection
Gab → (G/U )ab is surjective for any U . �

Remark 16.8 The same argument as in Corollary 9.6 gives, for any c in CG and for
any character χ of Gab, the formula

invG(c ∪ χ) = χ(ωG(c)),

where, to form the cup-product, c is viewed as an element of H 0(G,C) and χ of
H 2(G,Z).

Remark 16.9 To define the universal norm group, we can limit ourselves to form-
ing the intersection of the NG/UCU for the U which satisfy the additional condition
that the G/U are abelian. This will follow from Proposition 16.29 (b) below (also
see Exercise 9.1). In the case of class formation associated to a local field (Exam-
ple 16.5, a), the universal norm group is trivial as a corollary of the existence theorem
(cf. Exercise 11.2 or Corollary 9.15 for the p-adic case).

16.2 The Spectral Sequence of the Ext

In this paragraph, we will recall some standard results on a spectral sequence which
often occurs in group cohomology. We always denote by G a profinite group and
by CG the category of discrete G-modules. The category of abelian groups will be
denotedAb. Consider objectsM and N ofCG . A difficulty is that ifM is not assumed
to be of finite type the G-module Hom(M, N ) = HomZ(M, N ) (the action of G is
defined by the usual formula, cf. Example 1.3, d) is in general not discrete (in other
words, the stabiliser of an element is not always open), cf. Exercise 16.1.

Definition 16.10 Let M and N be discrete G-modules. We define the discrete
G-module Hom(M, N ) by the formula
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Hom(M, N ) =
⋃

U

Hom(M, N )U ,

where U runs through the set of open subgroups of G (or that of normal open
subgroups, which is the same as these form a basis of neighbourhoods of 1). For any
normal closed subgroup H of G, we similarly denote

HomH (M, N ) = Hom(M, N )H =
⋃

U⊃H

Hom(M, N )U ,

where the union is taken over the set of open subgroups of G containing H . It is a
discrete G/H -module.

Definition 16.11 Let H be a closed subgroup of a profinite group G. We assume
H to be normal in G. Let M be a discrete G-module. For any r � 0, we define
ExtrH (M, N ) to be the r th right derived functor of the functor

N �−→ HomH (M, N ) : CG −→ CG/H .

Thus ExtrH (M, N ) is a discrete G/H -module.

Remark 16.12 The G/H -moduleHomH (M, N ) corresponds to the internal Hom
in the category CG/H , for the G/H -modules MH and NH , and the Ext H (M, N )

to the corresponding internal Ext . When G is the Galois group of a field k, we
can identify M and N to étale sheaves on Spec k ([36], Part. II) and we recover the
distinction between Hom (resp. Ext) and Hom (resp. Ext) for sheaves.
Remark 16.13 Recall that we also have the ExtrH (M, .), defined as derived functors
of HomH (M, .) (from the category CH to the category Ab of abelian groups). By
Proposition 4.25, we see2 that if we restrict these functors ExtrH (M, .) to the category
CG (viewing the discrete G-modules as discrete H -modules), we also obtain derived
functors of HomH (M, .) from the category CG to Ab (or to CG/H ). If furthermore
M is of finite type, we have HomH (M, N ) = HomH (M, N ) for any N ∈ CG , and
there is thus no need to distinguish between Extr(M,N )

H and ExtrH (M, N ). Recall also
that Remark 1.37 still applies to a profinite G, and so does Proposition 1.39 if the
subgroup H is assumed to be open. Lastly, we prove in exactly the same way as
Shapiro’s lemma (cf. also Exercise 1.5) that we have, for any discrete G-module A
and any discrete H -module B, canonical isomorphisms

ExtiG(A, I HG (B)) � ExtiH (A, B).

When H = {1}, we will write Extr (M, N ) instead of Extr{1}(M, N ). We also
denote by Extr(M,N ) or ExtrZ(M, N ) the Ext in the category of abelian groups (cor-
responding to Extr(M,N )

H for H = {1}).

2The importance to know here Proposition 4.25 does not seem to have been observed in the earlier
texts.
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Theorem 16.14 Let H be a closed normal subgroup of a profinite group G. Let
N , P ∈ CG and let M be a discrete G/H-module without torsion. Then we have a
spectral sequence

Er,s
2 = ExtrG/H (M, ExtsH (N , P)) =⇒ Extr+s

G (M ⊗ N , P).

As usual TorZ(M, N ) = 0 (instead of M torsion-free) would be enough.

Proof Let M be any discrete G/H -module (for now we do not assume it to be
torsion-free). We can consider M as a discrete G-module with a trivial action of H .
We then have

HomG/H (M,HomH (N , P)) = HomG(M,HomH (N , P))

= HomG(M ⊗ N , P)
(16.2)

since
HomG(M,HomH (N , P)) = HomG(M,Hom(N , P))

(the action of H on M is trivial) and

HomG(M,Hom(N , P)) = HomG(M,Hom(N , P))

(since M is a discrete G-module, union of the MU for U open subgroup of G). We
deduce that for any injective I ofCG and any N ∈ CG torsion-free, theG/H -module
Q := HomH (N , I ) is injective in CG/H since HomG/H (., Q) is the composite of
three exact functors: M �→ M from CG/H to CG , . ⊗ N and HomG(., I ).

Assume now that M is torsion-free and N is any module in CG . To apply the
Grothendieck spectral sequence of composed functors (Appendix, Theorem A.67),
it is enough to check that for every injective I ofCG , theG/H -moduleHomH (N , I )
is acyclic in CG/H for the functor HomG/H (M, .). To do this, we write a resolution
of N by discrete torsion-free G-modules N1 and N0

0 −→ N1 −→ N0 −→ N −→ 0.

This is possible since every x of N generates a G-module which is a quotient of
Z[G/U ] for a certain open subgroup U of G, which implies that N is a quotient of
a direct sum of such modules (which are torsion-free). Then I remains injective as
a U -module for any open subgroup U of G (it is a special case of Proposition 4.25,
which by the way can be dealt with directly as the special case where G is finite,
cf. Lemma 1.38). For such a U , we thus obtain an exact sequence

0 −→ HomU (N , I ) −→ HomU (N0, I ) −→ HomU (N1, I ) −→ 0.

By passing to the inductive limit over the U which contain H , we obtain an exact
sequence
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0 −→ HomH (N , I ) −→ HomH (N0, I ) −→ HomH (N1, I ) −→ 0

which is then (by what has been seen above regarding Q) an injective resolution
of the G/H -module HomH (N , I ). This already implies that if r � 2, we have
ExtrG/H (M,HomH (N , I )) = 0. For r = 1, we just need to check that the map

HomG/H (M,HomH (N0, I )) −→ HomG/H (M,HomH (N1, I ))

remains surjective. By (16.2), this map identifies with to the natural map

HomG(M ⊗ N0, I ) −→ HomG(M ⊗ N1, I )

which is surjective since I is injective and the map M ⊗ N1 → M ⊗ N0 remains
injective since M is torsion-free (the kernel is TorZ(M, N )). Finally we have

ExtrG/H (M,HomH (N , I )) = 0

for any r � 1. In other words HomH (N , I ) is acyclic for the functor
HomG/H (M, .). �

Example 16.15 (a) For M = N = Z, we recover the Hochschild-Serre sequence
since ExtrH (Z, .) = ExtrH (Z, .) = Hr (H, .) for any r � 0.

(b) Let M = Z and H = {1}. We obtain a spectral sequence

Hr (G, Exts(N , P)) =⇒ Extr+s
G (N , P).

Proposition 16.16 Let N and P be discrete G-modules. Assume N to be of finite
type.

(a) We have an exact sequence

0 −→ H 1(G,Hom(N , P)) −→ Ext1G(N , P) −→ H 0(G,Ext1Z(N , P))

−→ H 2(G,Hom(N , P)) −→ · · ·
(16.3)

Furthermore, the ExtrG(N , P) are torsion for any r � 1.
(b) If furthermore N is torsion-free, we have

Hr (G,Hom(N , P)) = ExtrG(N , P)

for any r � 0.
(c) Let (Gi ) be a projective system of profinite groups. Let (Pi ) be an inductive

system of discrete Gi -modules, the transition maps being compatible with those
of the (Gi ). Let G = lim←−Gi and P = lim−→ Pi . Then we have isomorphisms
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lim−→
i

ExtrGi
(N , Pi ) � ExtrG(N , P).

Proof (a) As N is of finite type, the spectral sequence of the Example 16.15 (b)
becomes

Hr (G,Exts(N , P)) =⇒ Extr+s
G (N , P).

Using the fact that ExtsZ(N , P) is zero for s � 2 (Appendix, Proposition A.54),
we obtain the desired exact sequence by Proposition A.65 (c) of the appendix.

As the abelian group N is the direct sum of copies of Z/n and of Z, and
Ext1Z(Z, P) = 0, this implies that there exists an integer m > 0 such that
Ext1Z(N , P) is m-torsion; using the exact sequence, all ExtrG(N , P) are also
m-torsion for r � 1.

(b) Note that Ext1Z(N , P) = 0 is zero if N is furthermore torsion-free, since as an
abelian group N is then isomorphic to the direct sum of a finite number of copies
of Z. Then (a) yields

Hr (G,Hom(N , P)) = ExtrG(N , P)

for any r � 0.
(c) We write the exact sequence (16.3) for Gi and Pi , then we pass to the inductive

limit. As N is of finite type, the functors Hom(N , .) and Ext1Z(N , .) commute
with inductive limits. Proposition 4.18 then yields for any r � 0 isomorphisms

lim−→
i

Hr (Gi ,Hom(N , Pi )) � Hr (G,Hom(N , P)),

lim−→
i

Hr (Gi ,Ext
1
Z(N , Pi )) � Hr (G,Ext1Z(N , P)).

We conclude with the five lemma. �

Let now M , N and P be discrete G-modules. We have a pairing (cf. appendix,
Definition A.57, see also [39], p. 4)

ExtrG(M, N ) × ExtsG(P, M) −→ Extr+s
G (P, N ).

As Hs(G, .) = ExtsG(Z, .) for any integer s, we deduce (taking P = Z) a pairing

ExtM,N : ExtrG(M, N ) × Hs(G, M) −→ Hr+s(G, N ) (16.4)

which, for r = 0, is the map ( f, a) �→ f∗(a) of HomG(M, N ) × Hs(G, M) in
Hs(G, N ). This pairing is functorial in M and N . It is also compatible (in an obvious
way) with the long exact sequences associated to the exact sequences
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0 −→ M −→ M ′ −→ M ′′ −→ 0

(“left” compatibility) and to the exact sequences

0 −→ N −→ N ′ −→ N ′′ −→ 0

(“right” compatibility).
This pairing also admits the following compatibility with the cup-product:

Proposition 16.17 Let M, N, P be discrete G-modules. Let

ϕ : M × N −→ P

be a pairing of G-modules (i.e., bilinear map compatible with the action of G).
Denote by u : M → Hom(N , P) the corresponding homomorphism of G-modules.
Let

v : Hr (G, M) −→ ExtrG(N , P)

be the composite of u∗ : Hr (G, M) → Hr (G,Hom(N , P)) with the map

Hr (G,Hom(N , P)) −→ ExtrG(N , P)

coming from the spectral sequence of Theorem 16.14. Then the following diagram
is commutative:

Hr (G, M) × Hs(G, N )
∪

(v, Id)

Hr+s(G, P)

Id

ExtrG(N , P) × Hs(G, N )
ExtN ,P

Hr+s(G, P).

For a proof3 (in a more general case), see [36], Prop.V.1.20.
Wewill also need the following compatibility between the above pairings, Shapiro

isomorphisms, and those of the Proposition 1.39 (in their versionwhereG is profinite,
cf. Remark 16.13):

Proposition 16.18 Let G be a profinite group. Let U be an open subgroup of G. Let
M and N be discrete G-modules. Let M∗ = IUG (M). Then we have a commutative
diagram:

3This type of verification is much simpler when one knows the formalism of derived categories,
see Remark A.58 of the appendix.
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Ext pU (M, N ) × Hq(U, M)

� i

H p+q(U, N )

Cores

Ext pG(M∗, N ) × Hq(G, M∗)

Sh�
H p+q(G, N ),

where the left vertical map is the isomorphism given by the profinite version of the
Proposition 1.39, the middle one is the isomorphism of Shapiro’s lemma and the
right one is the corestriction.

Proof We start with the case q = 0. We need to show that the diagram

Ext pU (M, N ) × MU

� i

H p(U, N )

Cores

Ext pG(M∗, N ) × (M∗)G H p(G, N )

commutes. For p = 0, this follows from the explicit definition of the left isomor-
phism, given by Proposition 1.15 (which extends immediately to the case of an open
subgroup of a profinite group), and from the definition of the corestriction in degree
zero: indeed we find that for all ϕ ∈ HomU (M, N ) and any a ∈ MU = (M∗)G , the
pairing at the top ϕ · a is ϕ(a) ∈ NU ; while the image of ϕ in HomG(M∗, N ) is
f �→ ∑

g∈G/U g · ϕ( f (g−1)) which, paired at the bottom with the constant function
f = a, gives

∑

g∈G/U g · ϕ(a) ∈ NG . But this last term is Cores(ϕ(a)). To deal with
the case of an arbitrary p (still in the case q = 0), we proceed by shifting, writing
an exact sequence

0 −→ N −→ I −→ N1 −→ 0

with I injective in CG . Assume the result to be true for p, and let us prove it for
p + 1. The induction assumption and the compatibility of the pairing (16.4) with the
“right” coboundaries yield a commutative diagram:

Ext p+1
G (M∗, N ) × (M∗)G H p+1(G, N )

Ext pG(M∗, N1) × (M∗)G
∂

H p(G, N1)

∂

Ext pU (M, N1) × MU

�i

∂

H p(U, N1)

Cores

∂

Ext p+1
U (M, N ) × MU H p+1(U, N ).

(16.5)

Besides, the compatibility with the coboundaries of the corestriction and of iso-
morphisms i (Proposition 1.39, in profinite version) yield commutative diagrams:
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H p(G, N1)
∂

H p+1(G, N )

H p(U, N1)
∂

Cores

H p+1(U, N )

Cores

Ext pU (M, N1)
∂

i

Ext p+1
U (M, N )

i

Ext pG(M∗, N1)
∂ Ext p+1

G (M∗, N ).

In addition, the coboundary ∂ : Ext pU (M, N1) → Ext p+1
U (M, N ) is surjective (and

even bijective if p > 1) as Ext p+1
U (M, I ) = 0 since I is injective inCG (hence also in

CU , Proposition 4.25 in the special case of an open subgroup). We obtain the desired
commutative diagram (which corresponds to the rectangle relating the first row of
the diagram (16.5) to the last) for q = 0, by induction on p.

The case where q is arbitrary is dealt with using exactly the same shifting method
(i.e., by induction on q) writing an exact sequence

0 −→ M −→ I −→ M1 −→ 0

with I injective of CG . The sequence

0 −→ M∗ −→ I∗ −→ (M1)∗ −→ 0

then remains exact. Consider the diagram

Ext pU (M, N ) × Hq+1(U, M)

�∂

H p+q+1(U, N )

Ext p+1
U (M1, N ) × Hq(U, M1)

�i

� ∂

H p+q+1(U, N )

Cores

Ext p+1
G ((M1)∗, N ) × Hq(G, (M1)∗)

� Sh

∂

H p+q+1(G, N )

Ext pG(M∗, N ) × Hq+1(G, M∗)

∂

H p+q+1(G, N ).

It is commutative by compatibility of the “left” pairing (16.4) with the cobound-
aries and the induction assumption. The coboundary Hq(U, M1) → Hq+1(U, M) is
surjective (since I is an injective of CG , hence of CU ), and we also have compati-
bility of Shapiro isomorphisms with the coboundaries of the long exact cohomology
sequences and the compatibility of isomorphisms i with the boundaries of long exact
homology sequences (cf. the last assertion of the Proposition 1.39). We deduce the
desired commutative diagram (with q + 1), which again corresponds to the rectangle
relating the first row to the last. �
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16.3 The Duality Theorem for a Class Formation

In this paragraph,G is a profinite group and (C, {invU }) is a class formation associated
toG. The expression “G -module” as usual refers to a discreteG-module. To simplify
the notation, we set Hi (G, . . . ) = 0 if i is a strictly negative integer.

For any G-module M , we have (for r ∈ N) a pairing

ExtrG(M,C) × H 2−r (G, M) −→ Q/Z

obtained by composing ExtM,C : ExtrG(M,C) × H 2−r (G, M) → H 2(G,C) with
invG : H 2(G,C) → Q/Z. We deduce, for r ∈ N, a homomorphisms of abelian
groups (functorial and compatible with coboundaries associated with short exact
sequences):

αr (G, M) : ExtrG(M,C) −→ H 2−r (G, M)∗.

For r = 0 and M = Z, the homomorphism α0(G,Z) goes from CG to Gab =
H 2(G,Z)∗. We also have Ext1G(Z/m,C) = CG/m. This follows from the exact
sequence

0 −→ Z
· m−−−→ Z −→ Z/m −→ 0 (16.6)

and the axiom H 1(G,C) = 0. Similarly, Ext2G(Z/m,C) = H 2(G,C)[m].
We begin by writing explicitly the αr (G, M) for M = Z and M = Z/m.

Lemma 16.19 (a) The map α0(G,Z) is the reciprocity map ωG : CG → Gab. The
source and the target of the homomorphism α1(G,Z) are zero and α2(G,Z) :
H 2(G,C) → Q/Z is equal to invG.

(b) The composite of the map α0(G,Z/m) : (CG)[m] → H 2(G,Z/m)∗ with the
natural map H 2(G,Z/m)∗ → H 2(G,Z)∗[m] = Gab[m] is the restriction
CG[m] → Gab[m] of the map ωG. The map α1(G,Z/m) : CG/m
→ H 1(G,Z/m)∗ = Gab/m is induced by ωG and the map

α2(G,Z/m) : H 2(G,C)[m] −→ 1
mZ/Z

is induced by invG.

Proof The statements about the maps α1(G,Z) and α2(G,Z) are straightforward.
Proposition 16.17 along with the fact that the homomorphism ωG : H 0(G,C) →
H 2(G,Z)∗ is induced by the cup-product (Remark 16.8) imply the assertion about
α0(G,Z). The assertions about the αr (G,Z/m) then follow immediately from those
on theαr (G,Z) from identifications Ext1G(Z/m,C) = CG/m and Ext2G(Z/m,C) =
H 2(G,C)[m], which result from long exact sequences associated to the exact
sequence (16.6). �

Lemma 16.20 Let M be a finite type G-module. Then ExtrG(M,C) = 0 if r � 4. If
we assume furthermore M to be torsion-free, then Ext3G(M,C) = 0.
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Proof We can find an exact sequence of G-modules

0 −→ M1 −→ M0 −→ M −→ 0

with M0 of finite type and torsion-free, and hence M1 is also of finite type (as it is
a submodule of a finite type module over Z) and torsion-free. Using the long exact
sequence, we are thus reduced to showing that if r � 3, we have ExtrG(M,C) = 0
for M of finite type and torsion-free. Let then N be the G-module N = Hom(M,Z).
The G-modules N ⊗ C and Hom(M,C) are isomorphic, via the map

ϕ ⊗ c �−→ (m �−→ ϕ(m)c), ϕ ∈ Hom(M,Z), c ∈ C,m ∈ M,

hence we get an isomorphism

ExtrG(M,C) � Hr (G, N ⊗ C)

by Proposition 16.16 (b). As N is of finite type, we have N = NU (and hence the
U -module N is isomorphic to Zm with m ∈ N) for U an open normal small enough
subgroup of G, which means that we have

Hr (G, N ⊗ C) = lim−→
U

Hr (G/U, N ⊗ CU ),

where the limit is taken over open normal subgroups U of G such that N = NU .
Proposition 16.6 (immediate consequence of the Tate-Nakayama theorem) implies
then that for any r � 3 (this assumption is necessary to guarantee that the Tate
modified groups coincide with the usual cohomology groups), the cup-product with
the fundamental class uG/U provides an isomorphism

Hr−2(G/U, N ) � Hr (G/U, N ⊗ CU ).

We then have, for V open and normal contained inU , a commutative diagram, whose
horizontal arrows are isomorphisms:

Hr−2(G/U, N )
∪ uG/U

[U : V ] · Inf
Hr (G/U, N ⊗ CU )

Inf

Hr−2(G/V, N )
∪ uG/V

Hr (G/V, N ⊗ CV ).

The fact that the diagram is commutative follows from the formulas

Inf(uG/U ) = [U : V ] · uG/V

(Proposition 16.4) and
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Inf(a ∪ b) = Inf(a) ∪ Inf(b)

(Proposition 2.27, d). On the other hand for r � 3, the group Hr−2(G/U, N ) is
torsion and the order of U (as a supernatural number) is divisible by any integer
n (Remark 16.3). We deduce that the inductive limit of the Hr−2(G/U, N ) (for
transition maps [U : V ] · Inf) is zero: indeed, if α is anm-torsion element (withm >

0) in an Hr−2(G/U, N ), we can find an open normal subgroup V of G contained in
U such that the index [U : V ] is divisible bym, and the image ofα in Hr−2(G/V, N )

is then zero. Finally Hr (G, N ⊗ C) is zero, as desired. �

We are now reaching themain theorem of this chapter, which is the general duality
theorem for a class formation.

Theorem 16.21 (Tate) Let M be a finite type G-module.

(a) The homomorphism

αr (G, M) : ExtrG(M,C) −→ H 2−r (G, M)∗

is bijective for any r � 2 and if M is torsion-free, α1(G, M) is also bijective. In
particular, ExtrG(M,C) = 0 for any r � 3.

(b) Assume α1(U,Z/m) to be bijective for every m > 0 and every open (normal)
subgroup U of G. Then α1(G, M) is bijective.

(c) Keep the assumptions of (b) and assume furthermore M to be finite. We also
make the assumption that α0(U,Z/m) is surjective (resp. bijective) for every
m > 0 and every open (normal) subgroup U of G. Then α0(G, M) is surjective
(resp. bijective).

Proof By Lemma 16.20, we have the result if r � 4. Assume then r � 3. Let us
first prove the theorem when G acts trivially on M . In this case, M is a direct sum
of G-modules isomorphic to either Z or to Z/n and it is enough to treat these two
cases. For M = Z (where we limit ourselves to 1 � r � 3 as Z is not finite), this
is Lemma 16.19 (a) and Lemma 16.20. For M = Z/n, this is Lemma 16.19 (b) if
r = 2 and assumption (b) (resp. c) of the theorem if r = 1 (resp. r = 0). Lastly, for
r = 3, we deduce Ext3G(Z/m,C) = 0 from Ext3G(Z,C) = 0 (Lemma 16.20) using
the exact sequence

0 −→ Ext2G(Z,C)/m −→ Ext3G(Z/m,C) −→ Ext3G(Z,C)

(which follows from the exact sequence (16.6)) and the fact that Ext2G(Z,C) � Q/Z
is divisible. We obtain that the theorem is valid when the action of G on M is trivial.

Let us now treat the general case. As M is of finite type, we can find an open
normal subgroup U with G acting trivially on M . Write the exact sequence

0 −→ M −→ M∗ −→ M1 −→ 0
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withM∗ = IUG (M). Shapiro’s lemma implies Hr (G, M∗) � Hr (U, M). On the other
hand we have ExtrU (M,C) � ExtrG(M∗,C) (profinite version of Proposition 1.39).
We obtain a commutative diagram (the non-obvious commutations4 come from
Proposition 16.18 and the fact that the corestriction H 2(U,C) → H 2(G,C) induces
via invU and invG the identity on Q/Z by Proposition 16.4 (a)) with exact rows:

· · · ExtrG(M1,C)

αr (G, M1)

ExtrU (M,C)

αr (U, M)

ExtrG(M,C)

αr (G, M)

Extr+1
G (M1,C)

αr+1(G, M1)

· · ·

· · · H 2−r (G, M1)
∗ H 2−r (U, M)∗ H 2−r (G, M)∗ H 1−r (G, M1)

∗ · · ·

For r = 3, we already know, by Lemma 16.20 and the case where the action of G
is trivial, that Ext3U (M,C) and Ext4G(M1,C) are zero. The same then holds true for
Ext3G(M,C). As this is true for any G-module of finite type M , it also applies to M1

hence Ext3G(M1,C) = 0. Finally all the terms in the diagram are zero for r = 3. For
r = 2, we now know that α3(G, M1) has zero as both source and target. On the other
hand α2(U, M) is an isomorphism (the action ofU on M is trivial). Thus α2(G, M)

is surjective (for any M), hence also α2(G, M1). The five lemma then implies that
α2(G, M) is an isomorphism. If furthermore M is torsion-free, it is also the case for
M∗ and M1 and we show in the same way that α1(G, M) is an isomorphism. Lastly
the proof of assertions (b) and (c) follows exactly the same scheme. �
Remark 16.22 We easily verify that in the assertions (b) and (c), it is enough to
assume that for a fixed m, the assumptions on α1(U,Z/m) and α0(U,Z/m) are
valid for U small enough. Indeed, in the proof of the general case, we can always
replace the subgroup U by any open subgroup contained in U .

Example 16.23 (a) Let G be a group isomorphic to ̂Z (for example the absolute
Galois group of a finite field) and let C be the class formation associated to a topo-
logical generator σ of G (cf. Example 16.5, b). Here the reciprocity map is the
inclusion n �→ σn of Z into G. By Lemma 16.19, the source and the target of the
map α0(U,Z/m) are zero for any integer m and any open subgroupU of G (indeed,
cd(G) = 1, hence also cd(U ) � 1, which implies that H 2(U,Z/m) = 0). The map
α1(U,Z/m) is also an isomorphism since it is the natural map Z/m → ̂Z/m.
The theorem then implies that if r � 1, then αr (G, M) is an isomorphism for any
G-module of finite type M , and the same property is valid when r = 0 if M is finite.

(b) Let K be a field with the absolute Galois group G = Gal(K/K ) and assume
we have a class formation (G,C) associated to G. Let M be a finite type torsion-
free G-module, and let N be the G-module N = Hom(M,Z) (M can be seen as
the Galois module of characters of an algebraic K -torus T and N as its module of
co-characters). By Theorem 16.21, we have isomorphisms

ExtrG(M,C) −→ H 2−r (G, M)∗

4Thanks to Clément Gomez for pointing out this difficulty.
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for any r � 1. But on the other hand ExtrG(M,C) = Hr (G,HomZ(M,C)) (Propo-
sition 16.16). As HomZ(M,C) = N ⊗ C , Proposition 16.17 yields that the cup-
product

Hr (G, N ⊗ C) × H 2−r (G, M) −→ H 2(G,C) � Q/Z

induces an isomorphism Hr (G, N ⊗ C) → H 2−r (G, M)∗ for r � 1. For r = 1, we
even obtain a perfect duality of finite groups (use the fact that H 1(U,Z) = 0, and
hence by restriction-inflation sequence we have H 1(G, M) = H 1(G/U, M), where
U is a open normal subgroup G such that M = MU . Then apply Corollary 1.50).
For r ∈ {0, 2}, one has to be slightly careful since if for example we take for K a
p-adic field (with the usual class formation associated to C = K ∗) and M = Z, we
obtain N = Z hence

H 0(G, N ⊗ C) = K ∗; H 2(G, M) = (Gab)∗

but the dual of the discrete group (Gab)∗ is the profinite group Gab = ̂K ∗ (Corol-
lary 9.15), profinite completion of K ∗. Similarly H 2(G, N ⊗ C) = Br K � Q/Z,
whose dual is ̂Z, the completion of H 0(G, M) = Z. The fact that we have to “com-
plete the H 0” to obtain good duality theorems involving these groups is a frequent
problem when we no longer work with finite modules.

A bit later we will see how Theorem 16.21 applies to the Galois group of a local
field to recover (and extend) the Tate duality theorem (Tate’s initial proof used the
cohomology of tori, mentioned in Example 16.23 b). At the end of this book we will
apply Theorem 16.21 to prove the Poitou–Tate duality over global fields.

16.4 P-Class Formation

It is sometimes useful to consider a slightly more general notion than that of class
formation as we have defined it. For a profinite group G and a set P of prime
numbers, we define a P-class formation (C, {invU }) by the same axioms as a class
formation except that instead of asking for the invU to be isomorphisms, we are only
asking for them to be injections satisfying the following two axioms:

(a) for open subgroups U and V of G with V normal in U , the map

invU/V : H 2(U/V,CV ) −→ [U : V ]−1Z/Z

is an isomorphism.
(b) for every open subgroup U of G and every � ∈ P , the restriction

invU : H 2(U,C){�} −→ Q�/Z�

is an isomorphism.
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Remark 16.24 (a) If P is the set of all primes, a P-class formation is then a class
formation as we have defined it previously, and if P = ∅ it is a class formation
as defined by Artin and Tate (cf. [47], Chap.XI).

(b) If all the other axioms are satisfied, the axiom (b) is equivalent to the requirement
that the order of G is divisible by �∞ for every � ∈ P . Note also that if (G,C) is
a class formation and H is a closed normal subgroup of G, then (G/H,CH ) is a
P-class formation, where P is the set of prime numbers � such that �∞ divides
[G : H ].

Theorem 16.21 extends immediately to the P-class formations provided one
restricts everywhere to �-primary components of groups under consideration with
� ∈ P (recall that, for r � 1, the groups ExtrG(M, N ) are always torsion when M is
a G-module of finite type by Proposition 16.16. For r = 0, we limit ourselves to M
finite). This will be useful for the Poitou–Tate duality, when we will have defined
the P-class formation associated to a restricted ramification group (Theorem 17.2).

16.5 From the Existence Theorem to the Duality Theorem
for a p-adic Field

In this paragraph, we follow a somehow reverse procedure to that of Chap. 10: assum-
ing known the existence theorem, we will reprove (and even slightly generalise)
Theorem 10.9 (Tate local duality) from the general duality Theorem 16.21 for class
formations.

In all that follows, we denote by K a p-adic field and we set Γ = Gal(K/K ). We
have defined in Sect. 16.3 themapsαr , for which we have the duality Theorem 16.21,
that we will now apply.

Proposition 16.25 Let M be a discrete Γ -module of finite type. Then the maps

αr (Γ, M) : ExtrΓ (M, K ∗) −→ H 2−r (Γ, M)∗

are isomorphisms for every r � 1. If furthermore M is finite, then α0 is also an
isomorphism (of finite groups).

Proof We apply the duality Theorem 16.21 to the class formation (Γ, K ∗). Let
U = Gal(K/L) be an open subgroup of Γ . Then α1(U,Z/n) is the map

L∗/L∗n −→ U ab/n

induced by the reciprocity map ωL (Lemma 16.19, b). The existence theorem (Theo-
rems 9.13 and 11.20) identifies the profinite completion (L∗)∧ = lim←−n

L∗/L∗n with
the projective limit of the L∗/NK/L F∗, the limit being taken over the finite abelian
extensions F of L . It follows that the reciprocity map ωL induces an isomorphism
ω̂L between (L∗)∧ and U ab, and hence (viewing this isomorphism modulo n) that
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α1(U,Z/n) is an isomorphism. Theorem 16.21 then says that αr (Γ, M) is an iso-
morphism for r � 1.

If now M is finite of order s it is enough to check that α0(U,Z/n) is bijective
for any n dividing s and any U sufficiently small (see Remark 16.22). We can thus
assume that L contains the nth roots of unity. Then we have maps

μn(L) −→ H 2(L ,Z/n)∗ −→ (U ab)[n]

and we know that the composed map (induced by the reciprocity map via
Lemma 16.19, b) is an isomorphism, since ω̂L is an isomorphism, while L∗ and
its profinite completion have the same n-torsion subgroup.

We deduce that the first map (which is α0(U,Z/n)) is injective, but as
H 2(L ,Z/n) = H 2(L ,μn) = (Br L)[n] � Z/n is of cardinality n, we deduce that
α0(U,Z/n) is also surjective. �

We obtain a new proof (and an extension to modules of finite type) of the Tate
local duality theorem:

Theorem 16.26 (Tate) Let K be a p-adic field. Let M be a finite Γ -module with
dual M ′ = Hom(M, K ∗). Then for any r � 0 the cup-product

Hr (K , M) × H 2−r (K , M ′) −→ Br K = Q/Z

is a perfect pairing of finite groups. For r = 1, the same statement is true if we only
assume M to be of finite type.

Proof Assume first M to be finite. We already know that all the intervening groups
are finite (Corollary 8.15). Besides, we have the compatibility of pairings defined
by the Ext and the cup-products (Proposition 16.17). It is then enough to apply the
preceding result noticing that

ExtrΓ (M, K ∗) = Hr (K , M ′)

for any r � 0 by Proposition 16.16, since ExtiZ(M, K ∗) = 0 for i > 0 by divisibility
of K ∗ (this point is essential and has no analogues in the case of a totally imaginary
number field, cf. [49], Part. I, Ann.1).

The proof for M of finite type when r = 1 is exactly the same, provided we check
that H 1(K , M) remains finite (cf. Exercise 8.3). To do this, we first reduce to the
case where M is free by noticing that Mtors is finite and M/Mtors is free of finite
type. If L is a finite Galois extension of K such that the action of Gal(K/L) on M is
trivial, we obtain H 1(K , M) = H 1(Gal(L/K ), M) by restriction-inflation, and we
conclude with Corollary 1.50. �

Remark 16.27 For M of finite type (but not finite), we need, for r = 0 or r = 2,
to replace the H 0 by their profinite completions to find a good duality theorem, see
Exercise 16.3 or [49], Part. II, Sect. 5.8.
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16.6 Complements

In this paragraph, we provide some complements on class formations, which gener-
alise the properties already seen in the special case of a class formation associated
to a local field or to a global field.

In what follows, we will denote by (C,G) a class formation (one can check that
all results in this paragraph remain valid for a P-class formation, where P is any set
of prime numbers, for example P = ∅ which is the minimal assumption. The point
being, Proposition 16.6 remains valid as stated).

For any pair (U, V ) of open subgroups of G with V ⊂ U , we have a norm
homomorphism

NU/V : CV −→ CU x �−→
∑

s∈U/V

s · x .

We also have the transitivity of the norms: if W ⊂ V ⊂ U , then NU/W is the com-
posite of NV/W and NU/V .

Definition 16.28 A norm subgroup of CU is a subgroup of the form NU/V (CV ) for
a certain open subgroup V of U .

The next proposition generalises Proposition 9.7 (in the global case, we have also
seen it in the proof of the existence theorem). Its proof is very similar.

Proposition 16.29 Let (C,G) be a class formation. Let (U, V ) be a pair of open
subgroups of G with V ⊂ U.

(a) Assume that V is normal in U. Then we have a (reciprocity) isomorphism

CU/NU/VC
V −→ (U/V )ab.

In particular, if U/V is abelian (i.e., if V contains the profinite derived subgroup
D(U ) of U), we obtain an isomorphism between CU/NU/VCV and U/V .

(b) In the general case, let W be the smallest closed subgroup of U containing V ,
normal in U, and such that U/W is abelian (W is the subgroup generated by V
and D(U )). Then we have

NU/V (CV ) = NU/W (CW ).

(c) The groupof norms NU/V (CV ) is of finite index inCU . This index divides [U : V ],
and is equal to it and only if V is normal in U with U/V abelian.

Note that if U is the absolute Galois group of a field K and V corresponds to an
extension L of K , thenW corresponds to the largest abelian extension of K contained
in L . When V is a normal subgroup of U , we denote by (x,U/V ) the image of an
element x of CU by the reciprocity map CU → (U/V )ab of (a).
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Proof (a) This is Proposition 16.6 (which is a corollary of Tate-Nakayama) applied
to the class formation (U,C) and to the subgroup V ofU , with r = −2 and M = Z.

(b) The inclusion NU/V (CV ) ⊂ NU/W (CW ) follows from the transitivity of the
norms. Let a ∈ NU/W (CW ), let us show that a ∈ NU/V (CV ). Let Z be an open
subgroup of U contained in V and normal in U . Let us set J = U/Z and H =
V/Z . Then W/Z = J ′.H , where J ′ is the derived subgroup of J . The inclusion
H → J induces a canonical homomorphism i : H ab = H/H ′ → J ab = J/J ′. The
image (a,U/W ) of a in U/W = J/J ′H is trivial, which means that (a,U/Z) ∈
(J/J ′) is coming from H/H ′. We have a commutative diagram, which follows
from the definition of the reciprocity map as the inverse of the map “cup-product
with the fundamental class”, and from the compatibility of the cup-product with the
corestrictions (Proposition 2.27, e):

CV
NU/V

(., V/Z)

CU

(.,U/Z)

H/H ′ i
J/J ′.

(16.7)

As CV is surjective onto H/H ′ by the reciprocity map, the diagram then provides
the existence of an a′ in CV such that

(a,U/Z) = (NU/V a
′,U/Z).

Thus NU/V a′ − a can be written as NU/Z (a′′) with a′′ ∈ CZ , hence

a = NU/V (a′ − NZ/V (a′′)).

(c) By (b), we have CU/NU/V (CV ) = CU/NU/W (CW ), which is finite with car-
dinality [U : W ] by (a). The result follows. �

We also have the following compatibility formula (that we will compare with that
of diagram (16.7)), which in the global case appears in the Proof of Theorem 15.31.

Proposition 16.30 Let U and V be open subgroups of G with V ⊂ U and V normal
in G. Then we have a commutative diagram:

CG i

ωG/V

CU

ωU/V

(G/V )ab
v

(U/V )ab

where i is the inclusion,ωG/V andωU/V are the reciprocitymaps and v : (G/V )ab →
(U/V )ab is the transfer (cf. Definition 2.11) associated to the inclusion U/V →
G/V .
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Proof This follows immediately from the definition of the reciprocity map and
from the fact that the transfer (resp. the inclusion i) corresponds to the restric-
tion ̂H−2(G/V,Z) → ̂H−2(U/V,Z) (resp. to the restriction ̂H 0(G/V,CV ) →
̂H 0(U/V,CV )). �

We also have a generalisation of the Lemma 9.9, (a) and (b) (and in the global
case these arguments have also been used in the proof of the existence theorem):

Proposition 16.31 Let U be an open subgroup of the group G. We denote by AbU
the set of open subgroups V of U such that V is normal in U and U/V is abelian
(i.e., such that V contains the derived subgroup D(U ) of U). For V in AbU , set
IV = NU/VCV . Then the map V �→ IV is an increasing bijection from AbU to the
set of norm subgroups of CU . We furthermore have, for all V,W in AbU :

IV∩W = IV ∩ IW

and any subgroup of CU which contains a norm group is a norm group.

Proof Note that if V and W are in AbU , then V ∩ W is too. The fact that
V �→ IV is increasing follows from the transitivity of the norms, which in particular
gives the inclusion IV∩W ⊂ IV ∩ IW . Conversely, if a ∈ IV ∩ IW , then the element
(a,U/(V ∩ W )) of U/(V ∩ W ) has a trivial image in U/V and U/W , hence is
trivial, which implies that a ∈ IV∩W .

If now IV ⊃ IW , then IV∩W = IW hence V ∩ W and W have the same index
in U , which gives V ⊃ W . Using Proposition 16.29 (b), we finally obtain that the
correspondence is bijective.

Let I be a subgroup of CU which contains a subgroup of norms NU/VCV . We
can assume (always by Proposition 16.29, b) that U/V is an abelian group. Then
the image of I by the reciprocity map CU → U/V is a subgroup W/V , where W
is an open subgroup of U which contains V . We deduce that I is the kernel of the
reciprocity map CU → U/W , hence I = NU/WCW is a norm group. �

Assume furthermore that we have a structure of a Hausdorff topological group on
each CU , such that for V ⊂ U the topology on CU is that induced by CV ⊃ CU , and
for every s of G the map CU → CsUs−1

, a �→ s · a is continuous (which implies that
NU/V : CV → CU is continuous). A typical example is whereG = Gal(K/K ) is the
Galois group of local field K andC = K

∗
. Then the open subgroupsU correspond to

finite extensions L of K and we endow CU = L∗ with the usual topology associated
to its valuation. The map NU/V is the norm (in the usual sense) NL/K : L∗ → K ∗.
Another example is that of the class formation (C,Gk) associated to a global field k
(Example 16.5, c), by endowing each CK = IK /K ∗ with the quotient topology.

Let us make one further assumption, which is satisfied in the two previous exam-
ples (cf. Proof of the Lemma 9.9, c) and the Proof of Theorem 15.11).

Hypothesis (H) For every pair V ⊂ U of open subgroups of G, the norm NU/V :
CV → CU has a closed image and a compact kernel (if weworkwith locally compact
countable at infinity groups, this means that NU/V is a proper map).
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This assumption implies that NU/VCV is an open subgroup of CU : indeed, it is
of finite index by Proposition 16.29, (c).

Definition 16.32 LetU be an open subgroup ofG.We denote by DU the intersection
of all the subgroups of norms of U . This is also the kernel of the reciprocity map
CU → UAb.

For U = G, we have already encountered DG , the group of universal norms of
CG , in Sect. 16.1.

Proposition 16.33 Assume (H) to be satisfied. Then for any pair V ⊂ U of open
subgroups of G, we have NU/V DV = DU.

Proof The inclusion NU/V DV ⊂ DU follows from the transitivity of the norms. Let
conversely a ∈ DU . For any open subgroup W of V , denote by K (W ) the set of
b of CV of norm a (in CU ), and which are the norm of some element of W . The
assumption (H) implies that K (W ) is compact. It is non-empty since a ∈ DU , hence
a is the norm of an element c ofCW and we can take b = NV/W (c) via the transitivity
of the norms. As the family of the K (W ) is filtering and decreasing, its intersection
over all of the W is non-empty. But an element b of this intersection clearly satisfies
to b ∈ DV and NU/V (b) = a. �

To obtain the general existence theorem for a class formation , it is necessary to
make a few further assumptions. This is the object of [47], Chap.XI, Sect. 5, that we
have taken up in the Exercises 16.5 and 16.6.

16.7 Exercises

Exercise 16.1 Give an example of a profinite group G and of discrete G-modules
M, N , such that the G-module HomZ(M, N ) is not discrete (we can take for G the
absolute Galois group of a field and for M an infinite direct sum of copies of Z).

Exercise 16.2 (a) Let A be a finite abelian group. Show that ExtrZ(A,Z) = 0 if
r �= 1 and Ext1Z(A,Z) = A∗, where A∗ = Hom(A,Q/Z) is the dual of A.

(b) Let G = ̂Z, endowed with its usual class formation. Show that for r = 0, 1, the
cup-product

Hr (G, M) × H 1−r (G, M∗) −→ H 1(G,Q/Z) = Q/Z

is non degenerate if M is a finite G-module.

Exercise 16.3 (after [39], pages 26–28) Let G=Gal(K/K ) be the Galois group
of a p-adic fieldK . Let M be a discrete G-module of finite type. We denote by
M ′ = Hom(M, K ∗) the Cartier dual of M . You can use the fact that if
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0 −→ A −→ B −→ C −→ 0

is an exact sequence of abelian topological groups with B locally compact, totally
disconnected, generated by a compact subset, such that A → B is a strict morphism
(this notion is recalled in the notations and conventions at the beginning of the
book) with closed image and the map B → C is open, then the sequence of profinite
completions

0 −→ A∧ −→ B∧ −→ C∧ −→ 0

remains exact (cf. [20], Appendix).

(a) With the notation of the Proposition 16.25, show that α0(G, M) induces an
isomorphismbetween the profinite completionHomG(M, K ∗)∧ and H 2(G, M)∗
(you may first deal with the case where G acts trivially on M).

(b) Show that the cup-product induces a Pontryagin duality between the profinite
group H 0(K , M)∧ and the discrete group H 2(K , M ′) and also between the
profinite group H 0(K , M ′)∧ and the discrete group H 2(K , M) (you can use
Proposition 16.16 and (a) of this exercise).

(c) Suppose furthermore that M is unramified and of prime to p torsion. Let N be
the submodule Hom(M,Onr∗

K ) of M ′. We denote by I ⊂ G the inertia group of
K . Show that in the duality

H 1(G, M) × H 1(G, M ′) −→ Q/Z,

the groups H 1(G/I, M) and H 1(G/I, N ) are orthogonal to each other (you
may reduce to the finite case by showing first that if M is torsion-free, then N is
cohomologically trivial and H 1(G/I, M) = H 1(G, M)).

Exercise 16.4 Let (C,G) be a class formation. In this exercise, we have adopted
the notation of Sect. 16.6. Let U and V be open subgroups of G with V a normal
subgroup of U . Let s ∈ G. Show that we have a commutative diagram:

CU s1

ωU/V

CsUs−1

ωsUs−1/sV s−1

(U/V )ab
s2

(sUs−1/sV s−1)ab,

where s1 sends every c ∈ CU to s · c and s2 sends g ∈ (U/V )ab to sgs−1.

Exercise 16.5 Consider a class formation (C,G). Assume that theCU are endowed
with a structure of topological group as at the end of Sect. 16.6 and that the assumption
(H) is satisfied. Furthermore assume that for every prime number p and every open
subgroup U of G, the kernel of the multiplication by p in CU is compact. Lastly,
assume that G contains an open subgroup Up such that for every open subgroup V
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of Up, the image of the multiplication by p in CV contains DV (intersection of all
the subgroups of norms of V ).

(a) Show that if p is a prime number, then DU = pDU (let a ∈ DU . You may
consider, for any open subgroup V ofU ∩Up, the set L(V ) of b ∈ CU such that
pb = a and b ∈ NU/VCV ).

(b) Show that DU = ⋂

n>0 nC
U .

We now additionally assume that for every open subgroup U of G, there exists
a compact subgroup H of CU such that every closed subgroup of finite index
of CU which contains H is a norm group. Let I be a closed subgroup of finite
index n of CU .

(c) Show that DU ⊂ I .
(d) Let I ′ be the complement of I inCU . Show that there exists a subgroup of norms

N of CU such that I ′ ∩ N ∩ H = ∅, i.e., such that I ⊃ N ∩ H .
(e) Show that N ∩ (H + (N ∩ I )) ⊂ I .
(f) Show that if A is a Hausdorff topological abelian group, F is a closed subgroup

of A, and G is a compact subgroup of A, then F + G is a closed subgroup of A.
(g) Deduce that H + (N ∩ I ) is a closed subgroup of finite index in CU , then that

I is a norm group.

Exercise 16.6 (sequel to Exercise 16.5) Let K be a p-adic fieldwith absolute Galois
group Γ . Let (K

∗
, Γ ) be the associated class formation. The aim of this exercise is

to recover the existence theorem for K directly from the general existence theorem
of Exercise 16.5. You may not assume known Theorem 9.13 or its corollaries.

(a) Let � be a prime number (distinct or not from p). Let K� be the field obtained
by adjoining to K all the �th roots of unity, we set U� = Gal(K/K�). Let V =
Gal(K/L) be an open subgroup of U�. Show that if x ∈ L∗ is a universal norm,
then x ∈ L∗�

(you may use Proposition 9.12).
(b) Let H = UK be the group of units of OK . Let I be a subgroup of finite index

of K ∗ that contains H . Show that there exists an integer n such that I is the
preimage of nZ by the valuation. Then show that if K ′ denotes the unramified
extension of K of degree n, the group I is the kernel of the reciprocity map
ωK ′/K : K ∗ → Gal(K ′/K ).

(c) Apply the result of the Exercise 16.5 (g) to recover the existence theorem for K .



Chapter 17
Poitou–Tate Duality

This chapter is devoted to the statement and to the proof of the difficult Poitou–Tate
theorems, which are the duality theorems for the Galois cohomology of global fields.
Even though totally imaginary number fields and function fields are of cohomological
dimension 2 (cf. Exercise 14.1, or Corollary 17.14 and Remark 17.15), the method
using the dualising module (that we have used in Chap. 10 for the local fields) does
not work very well here. The problem is that the dualising module is not divisible.
The same obstacle makes it difficult to obtain the Poitou–Tate duality as a direct
application of the duality theorem for class formations, unlike in the local case
(Theorem 16.26). Instead, we will therefore follow the method of [39], Chap. I.4,
which uses in an essential way the duality Theorem 16.21 for a (P)-class formation.
For another method (relying on more elaborate notions, namely étale cohomology,
but more readily generalisable), one can consult [25].

17.1 The P-Class Formation Associated to a Galois Group
with Restricted Ramification

We use notations and conventions of Sect. 15.5, which will be used throughout this
chapter. In particular, k is a global field and S is a non-empty set of places of k,
containing all the archimedean places if k is a number field. The readers wishing to
familiarise themselves with the Poitou–Tate duality are invited to skip this paragraph
in the first reading and to assume for the rest of this chapter that S is the set Ωk of
all the places of k. This avoids some complications due to restricted ramification.

We have the maximal extension kS of k unramified outside S and the Galois group
GS = Gal(kS/k). We denote by P the set of prime numbers � such that �∞ divides
the order of GS (as a supernatural number).
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Remark 17.1 If k is a function field overFq , the set P contains all the prime numbers
since Gal(Fq/Fq) = ̂Z is a quotient of GS . If k is a number field, we have at least
that P contains all the � invertible in Ok,S (i.e., such that S contains all the places
dividing �) since for such an �, the field kS contains all the roots of unity of order
a power of � and we know that if ζ�m is a primitive �m th root of unity, then Q(ζ�m )

is of degree �m−1(� − 1) over Q. Besides, if S contains almost all places of k, then
(Exercise 17.1) P contains all the prime numbers.1

For any finite extension F of k, we have (Definition 15.38) the group CS(F),
quotient of the idèle class group CF by UF,S � ∏

w/∈S O∗
w. We have seen (Proposi-

tion 15.40) the properties of the limit CS of the CS(F) and of the limit US of the
UF,S , when F ranges through all finite Galois extensions of k contained in kS . The
following theorem says that we can define a P-class formation (GS,CS), as defined
in Sect. 16.4:

Theorem 17.2 The class formation (Gk,C) from Example 16.5, (c) induces a P-
class formation (GS,CS).

Proof Let HS := Gal(k/kS). We know (given the definition of P and Remark 16.24,
b) that the class formation (Gk,C) induces a P-class formation (GS,CHS ). HereCHS

is the inductive limit C(kS) of the CF (for F a finite Galois extension of k contained
in kS). As (by Proposition 15.40) the GS-module US is cohomologically trivial, the
exact sequence (15.3) shows that the cohomology groups Hi (GS,CHS ) identify with
the Hi (GS,CS) for i � 1, the result follows. �

Let us finish this paragraph with a consequence of Remark 17.1, which will be
useful in the proof of the Poitou–Tate duality (specifically in Proposition 17.25):

Lemma 17.3 Let � be a prime number, invertible in Ok,S. Let v be a place of k
(which may or may not be in S). For any finite Galois extension F of k contained in
kS, let Fv be the completion of F at a place above v. Let r � 1 be an integer. Then

lim−→
F⊂kS

Hr (Gal(kv/Fv), k
∗
v){�} = 0.

Proof As by assumption � ∈ O∗
k,S , we know (Remark 17.1) that �∞ then divides the

order of GS . We deduce, by Proposition 8.4, that:

lim−→
F⊂kS

(Br Fv){�} = 0,

that is,
lim−→
F⊂kS

H 2(Gal(kv/Fv), k
∗
v){�} = 0.

1We actually have much better: G.Chenevier and L.Clozel have in [11] proved that if there exist at
least two primes p, q such that S contains all the places above p and q, then the set P contains all
the prime numbers.
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We also have on the other hand

lim−→
F⊂kS

Hr (Gal(kv/Fv), k
∗
v){�} = 0

for r = 1 (Hilbert 90), and also for r � 3: indeed, if v is finite it follows from the fact
that the absolute Galois group of Fv is of strict cohomological dimension at most 2
(Theorem 10.6, Remark 10.7 and Proposition 6.15). If v is real, this follows from
Theorem 2.16 along with the cases r = 1 and r = 2. �

17.2 The Groups Pi
S(M)

In this section, we consider discrete GS-modules (as usual we will simply say “GS-
module” instead of “discrete GS-module”) of finite type M , whose torsion subgroup
Mtors is of cardinality invertible inOk,S . This condition is always satisfied in the case
of a number field if S = Ωk , and is equivalent to the fact that the cardinality of Mtors

is prime to the characteristic of k in the case of a function field. In this paragraph we
define groups obtained from “local” Galois cohomology groups Hi (kv, M).

If v is a place of k, we denote by Gv ⊂ Gk the decomposition subgroup at v,
which identifies with the absolute Galois group of the completion kv (cf. Sect. 13.1).
If v is finite, we denote by k(v) the residue field at v, and byG(v) the absolute Galois
group of k(v). We have restriction maps Hi (GS, M) → Hi (Gv, M) (defined for any
place v of k; we will mainly use them for v ∈ S).

Definition 17.4 Caution. In this chapter we make the convention that Hi (kv, M)

denotes Hi (Gv, M) except for i = 0 and v archimedean. In this case, by convention it
will be themodified Tate group ̂H 0(Gv, M), which is {0} if v is complex and the quo-
tient of MGR by the group of norms NGR M if v is real, whereGR := Gal(C/R). The
reason for this convention is that it is adapted to duality theorems, see Lemma 17.9
below.

Let now v be a finite place of a global field k and assume furthermore that M is
non ramified at v (i.e., unramified for the induced action of Gv: cf. Definition 10.15
and Remark 10.18). For i � 0, we have the groups of unramified cohomology
Hi

nr(kv, M). For simplicity we also write Hi
nr(kv, M) = Hi (kv, M) if v is an

archimedean place. Note that M is unramified outside a finite number of places
(as it is of finite type, and any element of M is fixed by an open finite index sub-
group of GS . But a finite extension of k is ramified only at finitely many places, see
background material of Sect. 12.1). This justifies the following definition.

Definition 17.5 Let M be aGS-module of finite type such that #Mtors is invertible in
Ok,S . We define Pi

S(k, M) (or Pi
S(M) if it is clear what k is) as the restricted product

for v in S of the Hi (kv, M) with respect to the Hi
nr(kv, M).
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Thus Pi
S(k, M) consists of families (xv)v∈S with xv ∈ Hi (kv, M) for every place

v ∈ S, and xv ∈ Hi
nr(kv, M) for almost every v. When S = Ωk , we will shorten

Pi
Ωk

(k, M) to Pi (k, M). The definitions and the fact that, for v finite, the absolute
Galois group of the field kv is of strict cohomological dimension 2 (Theorem 10.6,
Remark 10.7 and Proposition 6.15) immediately imply:

Proposition 17.6 WehaveP0
S(k, M) = ∏

v∈S H 0(kv, M). If furthermore M is finite,
this group is compact and we also have P2

S(k, M) = ⊕

v∈S H 2(kv, M), which is then
a discrete group. For i � 3, we have Pi

S(k, M) = ⊕

v∈ΩR
Hi (kv, M), where ΩR is

the set of real places of k.

Remark 17.7 (a) If we do not assume that M is of finite type, the definition of
the Pi is more complicated, and is better interpreted in the language of the étale
cohomology.We thereforewill not be using this notion in this book (nevertheless,
see Exercise 17.8).

(b) If M is a GS-module of finite type (with #Mtors invertible in Ok,S) and v /∈ S,
then M is unramified at v as kS is unramified outside S.

(c) Assume M to be finite (and always of order invertible in Ok,S). The group
P1
S(k, M), endowed with its restricted product topology (each H 1(kv, M) is

considered as discrete), is then locally compact. Let indeed T be a part of
S with S − T finite and M non ramified at places of T . Let us set PT =
∏

v∈S−T H 1(kv, M) × ∏

v∈T H 1
nr(kv, M). Then all the H 1(kv, M) (and hence

also the H 1
nr(kv, M)) are finite by Corollary 8.15 and by the Remark 8.14, which

shows that PT is compact (product of compacts). This argument extends easily
to the case where M is of finite type (cf. Exercise 8.3).

Lemma 17.8 Let M be a GS-module of finite type such that #Mtors is invertible in
Ok,S. Let i � 0. The image of the diagonal map (induced by the restrictions)

βi : Hi (GS, M) −→
∏

v∈S
Hi (kv, M)

is contained in Pi
S(k, M).

Proof Let x ∈ Hi (GS, M). There exists a finite Galois extension F ⊂ kS of k such
that the actionofGal(kS/F)onM is trivial and x is in the imageof Hi (Gal(F/k), M).
The restriction of x to Hi (kv, M) is then in Hi

nr(kv, M) as soon as v is unramified in
the extension F/k, hence for almost all places v of k. �

The following lemma is the analogue of the local duality Theorem10.9 for the field
of real numbers (for the field of complex numbers, the assertion is trivial, because
of our convention on H 0(kv, M)).

Lemma 17.9 Let M be a finite GR-module with Cartier dual M ′. Then the cup-
product

̂Hi (GR, M) × ̂H 2−i (GR, M ′) −→ Br R � Z/2Z

is a perfect duality of 2-torsion finite groups for all i ∈ Z.
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Note that by Theorem 2.16 (and Remark 2.29, which describes explicitly the
periodicity isomorphism as a cup-product), the modified cohomology of the cyclic
groupGR is 2-periodic. It is then enough to prove the result for i ∈ {0, 1, 2} to deduce
it for any i ∈ Z.

Proof As the Galois groupGR of R is of order 2, we can assume (by Corollary 1.49)
that M is 2-primary torsion. We can also assume M to be simple using induction on
the order of M and the five lemma (along with the compatibility of the cup-product
with exact sequences, Proposition 2.28) to show that the cup-product induces an
isomorphism between ̂Hi (GR, M) and the dual of ̂H 2−i (GR, M ′). Now, the only
simple GR-module is Z/2Z with the trivial action (use Lemma 3.1 to first see that
the action is trivial) as GR is a 2-group. Finally for M = Z/2Z with trivial action, all
the groups under consideration are Z/2Z and it is enough to show that the pairing is
not zero. This is straightforward for i = 0 and i = 2 by Remark 2.22. For i = 1, the
cup-product of the classes of a, b ∈ R∗ in H 1(GR, Z/2Z) � R∗/R∗2 is the Hilbert
symbol (a, b), which is nonzero if one chooses a and b both negative (Example 9.11,
see also Exercise 9.4). �

Proposition 17.10 Let M be a finite GS-module whose cardinality n is invertible in
Ok,S. Then the map

β1 : H 1(GS, M) −→ P1
S(k, M)

is proper (i.e., the preimage of a compact subset of P1
S(k, M) is finite).

Proof Let T be a part of S with S − T finite and M unramified at the places of T .
We set PT = ∏

v∈S−T H 1(kv, M) × ∏

v∈T H 1
nr(kv, M). It is compact (Remark 17.7

c) and any compact subset P of P1
S(k, M) is contained in a PT (cover P by the open

sets P ∩ PT , and extract a finite covering noticing that PT ⊂ PT ′ if T ′ ⊂ T ). It is
then enough to show that the preimage XT of PT by β1 is finite. There exists a finite
Galois extension F ⊂ kS of k such that Gal(kS/F) acts trivially onM and F contains
the nth roots of unity. For v ∈ T , the image of XT in H 1(F, M) is unramified at every
place of F above v. But H 1(GS, M) is a subgroup of H 1(k, M) and the kernel of
H 1(k, M) → H 1(F, M) is finite (Theorem 1.42). It is therefore enough to show that
the image of XT in H 1(F, M) is finite. We are thus reduced to the case where the
action of GS on M is trivial and where k contains the nth roots of unity. One can
restrict to the case where M = μn . An element of H 1(GS,μn) ⊂ H 1(k,μn) whose
image in H 1(kv,μn) is unramified for every place v ∈ T also has an unramified
image for every v /∈ S (by definition of GS), hence for every v /∈ S − T . As S − T
is finite, the result follows from Proposition 12.28 (one can also directly use the
unramified extension Theorem, cf. [49], Part. II, Sect. 6, Lemma6). �

For a finite GS-module M whose order n is invertible in Ok,S , the nth roots of
unity of k are in kS . Thus the GS-module M ′ = Hom(M, k∗) (the Cartier dual of M)
is also Hom(M, k∗

S). Recall that the action of GS on M is defined by the formula:

(γ · ϕ)(x) := γ(ϕ(γ−1 · x))
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for γ ∈ GS , ϕ ∈ M ′, x ∈ M (Example 4.16, d). We will also use in what fol-
lows the notion of dual A∗ = Homc(A, Q/Z) of an abelian topological group A
(cf. Remark 10.8).

Proposition 17.11 Let M be a finite GS-module with #M invertible in Ok,S. Then
Tate local duality induces isomorphisms between:

(a) the dual P0
S(k, M)∗ of the compact group P0

S(k, M) and the discrete group
P2
S(k, M

′);
(b) the dual P1

S(k, M)∗ of the locally compact group P1
S(k, M) and the locally com-

pact group P1
S(k, M

′).

Proof Weapply the classical formulawhich describes the dual of a restricted product
(cf. [42], Proposition1.1.13). The proposition then follows from Theorems 10.9 and
10.17 (note that for almost all placesv of k, the cardinality ofM is prime to the residual
characteristic of Ov), combined with Lemma 17.9, Remarks 10.10 and 10.18. �

17.3 Statement of the Poitou–Tate Theorems

This paragraph is devoted to the statement of the main duality theorem for the Galois
cohomology of a global field. More precisely, fix a non-empty set S of places of k
(containing the archimedeanplaces if k is a numberfield) and inwhat follows consider
aGS-module M which is finite and whose order is invertible inOk,S . In particular, all
primes � dividing the order of M belong to the set P associated to S as in Sect. 17.1
(Remark 17.1). One may in the first reading only consider the case S = Ωk . In this
case there is no restriction on the order of M and P is the set of all prime numbers.

Using Proposition 17.11, we have for i = 0, 1, 2 continuous maps

γi : Pi
S(k, M) −→ H 2−i (GS, M

′)∗

obtained by dualising the maps β2−i (associated to M ′) of the Lemma 17.8. For
i = 1, 2, we define

Xi
S(k, M) = Ker[βi : Hi (GS, M) −→ Pi

S(k, M)]

(we sometimes write Xi
S(M) for Xi

S(k, M) if k is understood).

Remark 17.12 For S=Ω∞, the group Xi
S(M) is the subgroup of Hi (k, M) con-

sisting of elements which are “everywhere locally ” zero. The Cyrillic letter X
(pronounced “Sha”) refers to the Russian mathematician I.R.Shafarevich. The group
X1(k, M) is analogous to the classical Tate–Shafarevich group of an abelian variety
(cf. for Example [39], Chap. I.6).

We can now state themain result of this chapter (and possibly of this whole book!).
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Theorem 17.13 (Poitou–Tate) Let M be a finite GS-module whose cardinality is
invertible2 in Ok,S. Let M ′ = Hom(M, k∗) be the Cartier dual of M. Then:

(a) For r � 3, we have Hr (GS, M) � ⊕

v∈ΩR
Hr (kv, M).

(b) The groups X1
S(k, M

′) and X2
S(k, M) are finite and dual to each other.

(c) we have a 9-term exact sequence of topological groups (called the Poitou–Tate
exact sequence):

0 H 0(GS, M)
β0

∏

v∈S H 0(kv, M)
γ0

H 2(GS, M ′)∗

H 1(GS, M)
β1

P1
S(k, M)

γ1

H 1(GS, M ′)∗

H 2(GS, M)
β2

⊕

v∈S H 2(kv, M)
γ2

H 0(GS, M ′)∗ 0,

where the “unnamed” maps come from the assertion (b).

Note that the first term is finite, the next two terms are compact, and the fourth
term is discrete. Symmetrically, the last term is finite, the two preceding terms are
discrete, and the sixth term is compact. The “middle term” P1

S(k, M) is only locally
compact. If we dualise the sequence, we obtain the same sequence with M and M ′
swapped (by Proposition 17.11).

Corollary 17.14 Let p be a prime number invertible in Ok,S, that we assume dif-
ferent from 2 if k has real places. Then GS is of p-cohomological dimension � 2.

Proof This follows from assertion (a) of Theorem 17.13. �

Remark 17.15 Let p be a prime number, assumed to be odd if K is a number field
which is not totally imaginary. For S = Ωk , we havemore precisely cdp(Gk) = 2 if k
is a number field since H 2(Gk,μp) = (Br k)[p] is nonzero (Brauer–Hasse–Noether
theorem), and similarly for a function field of characteristic 
= p. We thus recover the
results of Exercise 14.1. On the other hand, the computation of scdp(GS) (which is
2 or 3 by Corollary 17.14 and Proposition 5.8) in the case of a number field is a very
difficult problem, which is still open in general and is related to the Leopoldt conjec-
ture ([42], Chap.X, Sect. 3). In the next chapter we will see (Theorem 18.15) that if
S contains almost all places of k, then scdp(GS) = 2 (always under the assumptions
of the previous corollary). For a function field, we have scd�(GS) = 2 for any prime
number � as soon as S is non-empty, but this result does not seem to (for an arbitrary
S) be easily deduced from the class field theory, even if one knows the theorems of
Poitou–Tate; see [42], Theorem8.3.17 or [39], Remark I.1.12.

2K. Česnavičius [10] has obtained a version of the Poitou–Tate exact sequence without this assump-
tion; see also González-Avilés [17] for the case of a function field.
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Example 17.16 If k is a number field and p is not invertible in Ok,S , the question
of deciding whether cdp(GS) is finite is also difficult, see [42], Chap.X. If S =
Ω∞, it can happen that the group GS is finite and non-trivial even for a quadratic
imaginary field, see Yamamura [56]. For example, if k = Q(

√−771), we obtain
GS = S4 × Z/3Z. When GS is finite, Exercise 5.1 shows that cdp(GS) is infinite for
any prime number p dividing the cardinality of GS .

Corollary 17.17 Assume S to be finite. Let M be a finite GS-module of order invert-
ible in Ok,S. Then the groups Hr (GS, M) are finite for any r � 0.

Proof Here the groups Pr
S(k, M) are finite by Corollary 8.15 and Remark 8.14. The

result follows from the finiteness of Xr
S(k, M) for r = 1, 2, and assertion (a) of

Theorem 17.13 for r � 3. �

17.4 Proof of Poitou–Tate Theorems (I): Computation
of the Ext Groups

In this paragraph we start proving Theorem 17.13. We will work with finite Galois
extensions F of k contained in kS . In Lemma 15.39 we have defined the group JF,S

(the idèle group truncated at S) as the subgroup of the idèle group IF consisting of
families (aw)w∈ΩF whose component at w is trivial for every place w ∈ ΩF not in S.
Let EF,S := O∗

F,S be the group of invertible elements ofOF,S . SetCF,S = JF,S/EF,S .
We denote by IS the inductive limit (over the F ⊂ kS) of the JF,S and ES that of
the EF,S . The GS-module CS of the P-class formation of Theorem 17.2 satisfies
(Proposition 15.40, a):

CS = lim−→
F

CF,S.

The exact sequence

0 −→ EF,S −→ JF,S −→ CF,S −→ 0

then gives, by passing to the limit, the exact sequence

0 −→ ES −→ IS −→ CS −→ 0. (17.1)

Theorem 17.13 will be proved by writing the long exact sequence obtained by apply-
ing the functor HomGS (M

′, .) to this exact sequence, and by calculating the Ext that
occur. In this paragraph, we deal with the Ext with values in CS and ES . Those with
values in IS (which are more complicated) will be dealt with in the next paragraph.

Theorem 17.18 Let M be a GS-module of finite type. Let � ∈ P. Then the homo-
morphism



17.4 Proof of Poitou–Tate Theorems (I): Computation of the Ext Groups 267

αr (GS, M){�} : ExtrGS
(M,CS){�} −→ H 2−r (GS, M)∗{�}

(cf. Theorem 16.21) is an isomorphism for any r � 1. In particular, the groups
ExtrGS

(M,CS){�} are zero for r � 3.

Note that the assumption on M in this statement is very slightly more general than
that of the Poitou–Tate theorems (we allow M to be of finite type, possibly infinite).
For a finite M whose cardinality is invertible inOk,S , the set P contains all the prime
numbers dividing #M by Remark 17.1, and Theorem 17.18 applies to an arbitrary �.

Proof We apply the version “P-class formation” of Theorem 16.21. After if nec-
essary passing to a finite extension of k contained in kS (corresponding to an
open subgroup U of GS), it is enough to check that for every m > 0, the map
α1(GS, Z/�m) is bijective. Note that H 0(GS,CS) = CS(k) (Proposition 15.40,
c). Then, by Lemma 16.19 (b), the map α1(GS, Z/�m) : CS(k)/�m → Gab

S /�m is
induced by the reciprocity map reck and Proposition 15.42 shows that it is an iso-
morphism (note the importance of the fact, which was proved in Proposition 15.42,
that in the case of a number field, the kernel DS(k) of the map ω : CS(k) → Gab

S
induced by reck is divisible. In the case of a function field, we just use the fact that
̂Z/Z is uniquely divisible). �

Remark 17.19 For v ∈ S finite, we can also consider M as a Gv-module. The iso-
morphisms αr (GS, M) of Theorem 17.18 are compatible with the isomorphisms
αr (Gv, M) of Proposition 16.25, which give the local Tate duality. Indeed the
αr (Gv, M) also come from the duality Theorem 16.21 (applied to the class for-
mation associated to Gv). We have an analogous compatibility for the archimedean
places provided we consider the modified groups.

Remark 17.20 It looks likely that α0(GS, Z/�m) is surjective for a totally imagi-
nary number field (or if � 
= 2), but this seems conditional on the assumption that
H 2(GS, Q�/Z�) = 0 (cf. Exercise 17.2). Unfortunately this result (which is a ver-
sion of the Leopoldt conjecture) is not known in general. It is true over a function
field, but does not seem to be easily deduced from class field theory. The cardinality
argument used in the local case (Proposition 16.25) does not work here. See also
Remark 17.15.

Let us look at the Ext with values in ES . Recall that if v is a place of k, we denote
by Gv � Gal(kv/kv) the decomposition group at v. If v is finite, we denote by k(v)

the residue field at v and G(v) the absolute Galois group of k(v).

Lemma 17.21 Let M be a finite GS-module, whose cardinality is invertible inOk,S.
Let r � 0 be an integer. Then:

(a) We have ExtrGS
(M, ES) � Hr (GS, M ′).

(b) For any place v not in S, we have ExtrG(v)(M,Onr∗
v )�Hr (k(v), M ′), and both

groups are zero for r � 2.
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(c) Let v be any place of k. Then

ExtrGv
(M, k∗

v) � Hr (Gv, M
′)

(recall that this last group is also denoted by Hr (kv, M ′) if r � 1 or if v is
non-archimedean).

Note that in assertion (a), M ′ denotes the GS-module Hom(M, k∗
S), which is also

Hom(M, k∗) orHom(M, ES) since #M is invertible inOk,S . In assertion (b), we view
M as a G(v)-module (since v /∈ S, M is unramified at v) and M ′ designates its dual
Hom(M, k(v)

∗
). The notation Onr

v means that we consider the maximal unramified
extension of Ov , i.e., the ring of integers of knrv . Lastly, in assertion (c), we view M
as a Gv-module, the dual of M ′ = Hom(M, k∗) = Hom(M, k∗

v).

Proof (a) Let us first show that ES is �-divisible for any prime number � invert-
ible in Ok,S . The assumption implies that k(μ�)/k is unramified outside S. If
a ∈ ES , let K = k(μ�, a). Then K/k is unramified outside S, and K ( �

√
a) is a

Kummer extension of K , unramified at all places which are not above those in S,
by Lemma 13.17 and the assumption that a ∈ ES ∩ K = O∗

K ,S . Thus
�
√
a ∈ kS ,

hence we conclude by noticing that �
√
a remains of valuation zero at each place

v /∈ S.
Now, the multiplication by such an � is surjective in Ext1Z(M, ES) via the exact
sequence

0 −→ ES[�] −→ ES
· �−−−→ ES −→ 0

and the fact that Ext2Z are always zero (Appendix, Proposition A.54). We deduce
that the multiplication by #M is surjective and zero in Ext1Z(M, ES), hence
finally Ext1Z(M, ES) = 0. The exact sequence (16.3) of the Proposition 16.16
then yields the result.

(b) Let � be a prime number dividing #M . As v /∈ S, v does not divide � because
of the assumption that #M is invertible in Ok,S . We deduce that Onr∗

v is �-
divisible by applying the Hensel lemma to finite unramified extensions of kv

(cf. Example 10.19). The argument is then similar to (a). On the other hand
Hr (k(v), M ′) = 0 if r � 2 because the cohomological dimension of the finite
field k(v) is 1.

(c) The proof is completely analogous to that of (a) since k∗
v is a divisible group.

�
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17.5 Proof of the Poitou–Tate Theorems (II): Computation
of the Ext with Values in IS and End of the Proof

We complete the Proof of Theorem 17.13. We always denote by M a finite GS-
module whose cardinality is invertible inOk,S . The most difficult step is to compute
ExtrGS

(M, IS). We can then use the exact sequence (17.1).

Definition 17.22 We denote by E the set of pairs (F, T ), where:

(a) T is a finite subset of S, containing all the archimedean places, the places where
M is ramified, and the places above the prime numbers dividing #M (in particular
M is a GT -module whose order is invertible inOk,T and we also have kT ⊂ kS),

(b) F is a finite Galois extension of k with F ⊂ kT , such that the action ofGal(kS/F)

on M is trivial.

For (F, T ) ∈ E , we set

J T
F =

∏

w∈TF
F∗

w ×
∏

w∈SF−TF

O∗
w,

where TF (resp. SF ) is the set of places of F above T (resp. above S), Fw is the
completion of F at w and Ow its ring of integers. We can view J T

F (which is a
subgroup of the idèle group IF of F) as a Gal(F/k)-module.

Note that the pairs (F, T ) in E form an ordered filtered set for the relation:
(F, T ) � (F ′, T ′) if F ⊂ F ′ and T ⊂ T ′.

The next lemma allows us to identify ExtrGS
(M, IS) as an inductive limit over the

E of the Ext “defined at finite level ”. For simplicity, as usual, we denote by Fv the
completion of F at a place above v.

Lemma 17.23 With the above notations, we have for any integer r � 0:

ExtrGS
(M, IS)

� lim−→
(F,T )∈E

[

∏

v∈T
ExtrGal(Fv/kv)

(M, F∗
v ) ×

∏

v∈S−T

ExtrGal(Fv/kv)
(M,O∗

Fv
)

]

. (17.2)

These groups also identify with the inductive limit (taken over the pairs (F, T ) ∈ E)
of the ExtrGal(F/k)(M, J T

F ).

Proof Recall that for any fixed finite extension F ⊂ kS of k, the group JF,S (defined
in Lemma 15.39) identifies with the restricted product of the F∗

w for w a place
of SF , or with the inductive limit (over the T satisfying the condition (a) of the
Definition 17.22) of the J T

F . Such an extension F of k is unramified outside a finite
number of places, it is then contained in kT for T finite large enough. As IS is by
definition the inductive limit of the JF,S for F as above, we obtain:
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IS = lim−→
(F,T )∈E

J T
F .

We also have GS = lim←−(F,T )∈E Gal(F/k). Proposition 16.16 (c) then implies

ExtrGS
(M, IS) � lim−→

(F,T )∈E
ExtrGal(F/k)(M, J T

F ).

Now,we use the fact that the ExtrGal(F/k)(M, .) commutewith products (Appendix,
Proposition A.53). On the other hand if w1 is a place of F above v ∈ S, the
group Gal(Fw1/kv) identifies with a decomposition subgroup of Gal(F/k), and
the Gal(F/k)-module

∏

w|v F∗
w (resp.

∏

w|v O∗
w) with the induced module of F∗

w1

(resp.O∗
w1
) relatively to this subgroup (cf. Propositions 12.14 and 13.1). The result

follows by “Shapiro’s lemma for the Ext” (see the end of Remark 16.13). �

We now need to compute local terms in the formula (17.2). The second one is
easier:

Lemma 17.24 Let (F, T ) ∈ E . Let v ∈ S − T . Then

ExtrGal(Fv/kv)
(M,O∗

Fv
) � Hr (G(v), M ′)

for any integer r � 0, and this group is zero if r � 2.

Recall that here M ′ denotes the dual Hom(M, k(v)
∗
) of the G(v)-module M ,

which is meaningful as M is unramified outside T .

Proof By definition of E , the extension F/k is unramified outside T hence Fv ⊂ knrv

andO∗
Fv

⊂ Onr∗
v .Write the spectral sequence of theExt (Theorem16.14)with N = Z,

G = G(v) = Gal(knrv /kv), H = Gal(knrv /Fv) and P = Onr∗
v , we obtain a spectral

sequence
ExtrGal(Fv/kv)

(M, Hs(H,Onr∗
v )) =⇒ Extr+s

G(v)(M,Onr∗
v ).

The G-module Onr∗
v is cohomologically trivial by Proposition 8.3; besides Z is of

finite type, hence all the terms

ExtsH (Z,Onr∗
v ) = ExtsH (Z,Onr∗

v ) = Hs(H,Onr∗
v )

are zero for s > 0. For s = 0, this term is equal to H 0(H,Onr∗
v ) = O∗

Fv
. We thus

obtain
ExtrGal(Fv/kv)

(M,O∗
Fv

) � ExtrG(v)(M,Onr∗
v )

which equals Hr (G(v), M ′) by Lemma 17.21 (b), which is applicable since v /∈ T
and M is a GT -module of order invertible in Ok,T . If furthermore r � 2, then
Hr (G(v), M ′) is zero since G(v) (absolute Galois group of a finite field) is of coho-
mological dimension 1. �
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To compute ExtrGS
(M, IS), we consider the cases r � 2 and r = 1 separately:

Proposition 17.25 Let r � 2. Then

ExtrGS
(M, IS) �

⊕

v∈S
Hr (kv, M

′).

Observe that
⊕

v∈S Hr (kv, M ′) is here Pr
S(k, M

′) as r �2. In this statement, we
again denote by M ′ the Cartier dual Hom(M, k∗) of the GS-module M .

Proof By Lemmas 17.23 and 17.24, we have

ExtrGS
(M, IS) � lim−→

(F,T )∈E

∏

v∈T
ExtrGal(Fv/kv)

(M, F∗
v ).

We observe (in particular using that inductive limits commute with direct sums) that
this inductive limit is also

lim−→
F⊂kS

⊕

v∈S
ExtrGal(Fv/kv)

(M, F∗
v ) �

⊕

v∈S
lim−→
F⊂kS

ExtrGal(Fv/kv)
(M, F∗

v ),

the limit taken over the finite Galois extensions F ⊂ kS of k. Let � be a prime
divisor of the cardinality of M and let v be a place of S. As by assumption � ∈ O∗

k,S ,
Lemma 17.3 gives

lim−→
F⊂kS

Hs(Gal(kv/Fv), k
∗
v){�} = 0

for any s � 1. As this is valid for any prime number � dividing the order of M , the
spectral sequence of the Ext (Theorem 16.14, again applied with N = Z) then gives,
by passing to the limit over the finite extensions F ⊂ kS:

lim−→
F⊂kS

ExtrGal(Fv/kv)
(M, F∗

v ) � ExtrGv
(M, k∗

v)

and this last term is Hr (Gv, M ′)=Hr (kv, M ′), by Lemma 17.21 c). The result
follows. �

Proposition 17.26 We have Ext1GS
(M, IS) � P1

S(k, M
′).

Proof By Lemmas 17.23 and 17.24, we know that the group Ext1GS
(M, IS) is iso-

morphic to

lim−→
(F,T )∈E

[

∏

v∈T
Ext1Gal(Fv/kv)

(M, F∗
v ) ×

∏

v∈S−T

H 1(G(v), M ′)
]

.

The sequence of terms of low degree of the spectral sequence of the Ext and Hilbert
90 give, for v ∈ T :
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Ext1Gal(Fv/kv)
(M, F∗

v ) � Ext1Gv
(M, k∗

v)

which is again H 1(Gv, M ′) by Lemma 17.21 (c). This term is independent of F .
On the other hand for v ∈ S − T , the group H 1(G(v), M ′) = H 1

nr(kv, M ′) is again
independent of F . This implies that the term to be computed is

lim−→
T

[

∏

v∈T
H 1(kv, M

′) ×
∏

v∈S−T

H 1
nr(kv, M

′)
]

,

the limit taken over the finite T ⊂ S. By definition of the restricted product, this limit
is precisely P1

S(k, M
′). �

Proof of Theorem 17.3 We use the short exact sequence

0 −→ ES −→ IS −→ CS −→ 0 (17.3)

and previous results to calculate the terms of the long exact sequence ExtrGS
(M ′,−)

associated to (17.3).
Let us prove (a). Assume first that r � 4. Theorem 17.18 says that Extr−1

GS
(M ′,CS)

and ExtrGS
(M ′,CS) are zero, hence we have an isomorphism between ExtrGS

(M ′, ES)

and ExtrGS
(M ′, IS), which implies the result using Proposition 17.25 and

Lemma 17.21.
Applying Proposition 17.25 with r = 2, 3, Lemma 17.21 with r = 3, and Theo-

rem 17.18 with r = 2, 3, we obtain an exact sequence

P2
S(k, M)

γ2

−−−→ H 0(GS, M
′)∗ −→ H 3(GS, M)

β3

−−−→ P3
S(k, M) −→ 0.

The map β0
M ′ : H 0(GS, M ′) → ∏

v∈S H 0(kv, M ′) is injective as for M nonzero, S
contains at last one finite place (Recall that the cardinality of M is invertible inOk,S

by assumption). As it is a map between profinite groups (the first one is actually
finite), its dual map is surjective. By Proposition 17.11, this dual map is precisely
the map γ2 : P2

S(k, M) → H 0(GS, M ′)∗, which is thus surjective. Finally the map
β3 : H 3(GS, M) → P3

S(k, M) is an isomorphism, which finishes the proof of (a).
Let us show (b). We apply Proposition 17.26, Theorem 17.18 for r = 1, and

Lemma 17.21 for r = 1, 2. Using what we have already seen, this gives the last six
terms of the Poitou–Tate exact sequence. We have, using Proposition 17.11, an exact
sequence

P1
S(k, M

′)∗ −→ H 1(GS, M
′)∗ −→ X2

S(k, M) −→ 0,

which shows that X2
S(k, M) is the dual of X1

S(k, M
′), which is finite by Proposi-

tion 17.10. Whence (b).
Let us show (c). In view of the above, it remains to prove the exactness of

0 → H 0(GS, M) −→
∏

v∈S
H 0(kv, M) −→ H 2(GS, M

′)∗ −→ X1
S(k, M) → 0.
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But this is obtained (with b) and Proposition 17.11) by dualising the end of the
following sequence applied to M ′:

0 → X2
S(k, M

′) −→ H 2(GS, M
′) −→

⊕

v∈S
H 2(kv, M

′) −→ H 0(GS, M)∗ → 0,

which is not problematic since we are dualising a sequence of discrete torsion
groups. �

Remark 17.27 (a) The identification of the maps βi in the Poitou–Tate theorems is
immediate (they are induced by the inclusions F∗ → F∗

v , just like themap ES → IS).
The fact that it is the maps γi that appear in the sequence is the consequence of

their definitions, of the compatibility between the pairings given by the cup-products
and those given by the Ext (Proposition 16.17), and from Remark 17.19.

The “unnamed” maps are more difficult to write down.We can make them precise
using an explicit description of the pairing betweenX1

S(M) andX2
S(M

′), cf. [39],
p. 65.

(b) The finiteness of X2
S(M) allows to immediately deduce the analogue of the

Proposition 17.10 in degree 2 as in this case P2
S(M) is discrete. It seems difficult

(impossible?) to prove this finiteness statement without using the Poitou–Tate dual-
ity!

(c) The Poitou–Tate theorems havemany generalisations tomore general modules
M than the finite ones: modules of finite type and tori (Exercise 17.8 and [42],
Chap.VIII, Sect. 6), abelian varieties ([39], Part. I, Chap. 6), or even “1-motives”
([17, 20]).

d) Instead of obtaining the beginning of the Poitou–Tate sequence by duality
from the last six terms, it is also possible (As in [39], pages 61–62) to compute them
directly by applying HomGS (M

′, .) to the exact sequence (17.3). This approach has
the advantage to give the whole of the Poitou–Tate sequence from the Ext∗GS

(M ′, .)
applied to (17.3), but the computation of the third term is significantly more difficult
(cf. Remark 17.20).

17.6 Exercises

Exercise 17.1 Let k be a number field. Let S be a subset of Ωk , containing Ω∞.
Assume that S contains almost all places of k. Recall theweak version of theDirichlet
arithmetic progression theorem: for any integer b � 1, there are infinitelymany prime
numbers congruent to 1 modulo b.

(a) Assume that k = Q. Show that the set P of prime numbers associated to S
(cf. Remark 17.1) contains all the primes (consider cyclotomic extensions Q(ζn)
with well chosen n).

(b) Using (a), generalise to an arbitrary number field.



274 17 Poitou–Tate Duality

Exercise 17.2 Let k be a number field. Let S be a subset of Ωk containing the
archimedean places. Let � be a prime number invertible in Ok,S . We suppose that
H 2(GS, Q�/Z�) = 0 (with the notation of the text). Show that the homomorphismα0

ofTheorem17.18 is surjective (it is an openquestion as towhether H 2(GS, Q�/Z�) =
0 for an arbitrary S, under the usual assumption that � 
= 2 if k has real places).

Exercise 17.3 Extend Proposition 17.10 to the case where M is only assumed to be
of finite type. Same question with Lemma 17.9.

Exercise 17.4 Using the notations of this book, let k be a global field and M be
a finite GS-module whose cardinality is invertible in Ok,S . Let T be a finite subset
of S such that there is at least one finite place of S which is not in T . Fix such a
place w.

(a) Let χ : H 0(k, M ′) → Q/Z be a character of H 0(k, M ′). Show that there exists
aw ∈ H 2(kw, M) such that for any b of H 0(k, M ′), we have

−invw(aw ∪ bw) = χ(b),

where bw is the image of b in H 0(kw, M ′).
(b) Deduce that the diagonal map

H 2(GS, M) −→
⊕

v∈T
H 2(kv, M)

is surjective.

Exercise 17.5 Let k be a global field with absolute Galois group Gk . Let M be
a finite Gk-module, whose cardinality is prime to the characteristic of k if k is a
function field. We denote by M ′ the Cartier dual of M . Let T be a finite set of places
of k. We set

X1(T, M) := Ker[H 1(k, M) −→
⊕

v /∈T
H 1(kv, M)].

(a) Using the Poitou–Tate exact sequence, show that there is an exact sequence

X1(T, M ′) −→
⊕

v∈T
H 1(kv, M

′) θ−−→ H 1(k, M)∗.

Give a description of the map θ.
(b) Deduce from it an exact sequence

H 1(k, M) −→
⊕

v∈T
H 1(kv, M) −→ X1(T, M ′)∗ −→ X2(M) −→ 0,

where X2(M) = Ker[H 2(k, M) → ∏

v∈Ωk
H 2(kv, M)].
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Exercise 17.6 Let k = Q and let the set S be reduced to the infinite place. SetM = Z
and M ′ = Gm (which plays the role of the dual of M , cf. Exercise 17.7 below). If K
is a field with separable closure K and with absolute Galois group �K = Gal(K/K ),
we then have (cf. Remark 6.1) Hi (K , Gm) := Hi (�K , K ∗). Using Corollary 12.30,
show that the analogues of Propositions 17.25 and 17.26 are false in this context
(when S contains almost all places of k, we will see in Exercise 17.8 that the situation
is better).

Exercise 17.7 Let k be a number field with absolute Galois group Gk = Gal(k/k).
Let M be aGk-module of finite type. For any integer r � 3, we consider the diagonal
map

θr (M) : Hr (k, M) −→
⊕

v∈ΩR

Hr (kv, M)

induced by the restrictions Hr (k, M) → Hr (kv, M).
(a) Assume that theGk-moduleM is torsion-free. Show that for any integer i � 2,

we have an isomorphism

Hi−1(k, M ⊗Z Q/Z) � Hi (k, M).

Show that for any integer n � 1, the Gk-module M ⊗Z Z/nZ is finite, then that
for any r � 4, the homomorphism θr (M) is an isomorphism.

(b) We no longer assume M to be torsion-free. Show that there exists an integer
s � 0 and an exact sequence of Gk-modules

0 −→ N −→ P −→ M −→ 0

with P of the form Z[Gk/U ]s � (IUGk
(Z))s for a certain open normal subgroupU of

Gk , and N of finite type and torsion-free.
(c) Let r � 4. Show that the homomorphism θr (M) is an isomorphism.
(We will see in Exercise 18.1 that the result of (c) remains valid for r = 3).

Exercise 17.8 Let k be a number field. In this exercise we keep the notation used in
the book: in particular S is a set of places containing all the archimedean places and for
any finite place v, we respectively denote byGv andG(v) the groups Gal(kv/kv) and
Gal(knrv /kv), this last being the absoluteGalois group of the residue field k(v) at v.We
denote by M a GS-module of finite type, such that n := #Mtors is invertible in Ok,S .
We denote by N the GS-module Hom(M, ES), and for v such that M is not ramified
at v (For example v /∈ S), we denote by N (v) the G(v)-module Hom(M,Onr∗

v ).
Lastly, for any place v of k, we denote by Nv the Gv-module Hom(M, k∗

v).
(A) (a) Show that there exists an exact sequence of G(v)-modules:

0 −→ F −→ N (v) −→ N1 −→ 0,

with F cohomologically trivial and N1 finite of n-torsion (use Exercise 3.5 and its
generalisation to profinite groups).
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(b)Deduce that H 2(k(v), N (v)) = 0 and ifM is torsion-free,we have furthermore
H 1(k(v), N (v)) = 0.

(c) For r � 1, we call Pr
S(k, N ) the restricted product of the Hr (kv, Nv) for v ∈ S,

with respect to the images of the Hr (k(v), N (v)) in Hr (kv, Nv). Show that

P2
S(k, N ) =

⊕

v∈S
H 2(kv, Nv)

and that if M is torsion-free, we have furthermore

P1
S(k, N ) =

⊕

v∈S
H 1(kv, Nv).

(d) Show that for any r � 0, the analogue of the Lemma 17.21 remains valid,
which is:

(i) we have isomorphisms:

ExtrGS
(M, ES) � Hr (GS, N ) ;

(ii) for any place v of k, we have:

ExtrGv
(M, k∗

v) � Hr (Gv, Nv) ;

(iii) for any place v not in S, we have:

ExtrG(v)(M,Onr∗
v ) � Hr (k(v), N (v)),

with furthermore Hr (k(v), N (v)) = 0 if r � 2.
You can use Exercise 17.3.
(B)We assume until the end of this Exercise 17.8 that S contains almost all places

of k. In particular (Exercise 17.1), the set P associated to GS as in Remark 17.1
contains all prime numbers.

(a) Show that if v ∈ S, we have

lim−→
F⊂kS

F∗
v = k∗

v,

the limit taken over all the finite Galois extensions F of k contained in kS (if L is a
finite extension of kv , write L = kv[T ]/Q(T ), where Q is a separable polynomial in
kv[T ]; then apply the weak approximation theorem and Krasner’s lemma, drawing
inspiration from the proof of Proposition 13.6).

(b) Drawing inspiration from the proof of Proposition 17.25, show that for any
r � 2, we have
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ExtrGS
(M, IS) � Pr

S(k, N ) =
⊕

v∈S
Hr (kv, Nv).

(c) Drawing inspiration from the proof of Proposition 17.26, show that we have

Ext1GS
(M, IS) � P1

S(k, N ).

(d) Deduce that we still have a Poitou–Tate type exact sequence

H 1(GS, N ) P1
S(k, N ) H 1(GS, M)∗

H 2(GS, N ) P2
S(k, N ) H 0(GS, M)∗ 0.

(To prove the surjectivity of the last map, proceed by duality using Exercise 16.3,
(b).)

(d) Show that the groups X2
S(N ) and X1

S(M) (with similar notations to those
used in the book) are finite and dual to each other (use Exercise 16.3, c).

(e) Assume furthermore that M is torsion-free. For any abelian group B, denote
by B∧ its profinite completion. Show that we have another exact sequence of Poitou–
Tate type

0 H 0(GS, M)∧
∏

v∈S H 0(kv, M)∧ H 2(GS, N )∗

H 1(GS, M)
∏

v∈S H 1(kv, M) H 1(GS, N )∗.

(C) How can one extend the previous results to the case of a function field?

Remark. We can view N as a group scheme of multiplicative type over Spec(Ok,S),
and the pair (Nv, N (v)) as a group scheme of multiplicative type over SpecOv when
M is not ramified at v. The case where M is torsion-free corresponds to the case
where N is a torus. In this language, it is possible to extend (by putting in a little bit
more effort, a good context being that of the étale cohomology) the above sequence
to a 9-term sequence, and thus obtain a duality betweenX2

S(M) andX1
S(N ); cf. for

example [20]. The method of this exercise does not apply directly to this extension,
because of the problem with applying Theorem 17.18 with r = 0. Another approach
consists of using a version of the duality theorem for class formations which uses
Tate modified cohomology of profinite groups; this requires to properly define the
cup-products in this context; see [42], Theorem3.1.11, 8.4.4. and 8.6.7.

Exercise 17.9 Let k be a number field. Let K be a finite extension (not necessarily
Galois) of k. We set Gk = Gal(k/k) andU = Gal(k/K ). We define a Gk-module of
finite type M by the exact sequence:
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0 −→ Z −→ IUGk
(Z) −→ M −→ 0,

where the map Z → IUGk
(Z) sends a ∈ Z to the function f ∈ IUGk

(Z) defined by
f (x) = a for any x of Gk .

(a) Show that M is torsion-free.
(b) Let T := Hom(M, k∗) and R := Hom(IUGk

(Z), k∗). Compare R and IUGk
(k∗).

Show that we have an exact sequence of Gk-modules

0 −→ T −→ R
N−−→ k∗ −→ 0,

where N is induced by the norm (K ⊗k k)∗ → k∗ (cf. Remark 1.47).
(c) Show that H 1(k, R) = 0, and deduce that

H 1(k, T ) = k∗/NK/k K
∗.

Show that if v is a place of k and Kv denotes the kv-algebra K ⊗k kv , then

H 1(kv, Tv) = k∗
v/NKv/kv

K ∗
v ,

where NKv/kv
: K ∗

v → k∗
v is the norm and Tv := Hom(M, k∗

v).
(d) Using Exercises 4.10 and 17.8, show that if there are infinitely many places v

of k such that the group k∗
v/NKv/kv

K ∗
v is non-trivial, then the group k∗/NK/k K ∗

is infinite.

We will see in Exercise 18.8 that this condition is in fact always satisfied if
[K : k] � 2, which generalises Exercise 15.1 to the non-Galois case.



Chapter 18
Some Applications

Wekeep the notation of the last chapter. In particular, k denotes a global field, S a non-
empty set of places of k (containing all the archimedean places if k is a number field)
and GS = Gal(kS/k) is the Galois group of the maximal extension of k unramified
outside S. We also denote byOS = Ok,S the ring of S-integers, Ωk (or simply by Ω)
the set of places of k, and Ω f the set of finite places.

18.1 Triviality of Some of theX i

The aim of this paragraph is to present some vanishing results for the groups
Xi (GS, M) when M is a finite GS-module and the set S is “large”. We will in
particular see that if S contains almost all places of k, thenX1

S(M) = 0 if the action
of GS on M is trivial, and the same result is valid if the action of GS on the Cartier
dual M ′ is trivial provided we avoid one special case. We begin by recalling the
following important number theoretic result.

Theorem 18.1 (Čebotarev) Let L be a finite Galois extension of k, whose Galois
group is denoted by G. Let C be a conjugacy class of G. For any finite place v of
k which is not ramified in the extension L/k, we denote by Frobv the Frobenius at
v (it is an element of G, well defined up to conjugation). Then the Dirichlet density
δL/k(C) of the set of places v such that Frobv ∈ C is

δL/k(C) = #C/#G.

For a proof of this result (which is analytic in nature), see for example [15],
Theorem5.6. or Theorem B.32 in the appendix. Recall that the Dirichlet density of
S ⊂ Ωk is the limit (if it exists)

δ(S) := lim
s→1

∑
p∈S∩Ω f

(Np)−s

∑
p∈Ω f

(Np)−s
,
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where the absolute norm Np is the cardinality of the residue field of p.
Čebotarev theorem implies that the “proportion” of places v totally split in the

extension L/k is 1/[L : k]. We can also restrict ourselves to places v of absolute
degree 1 of k (i.e., such that kv is of degree 1 over Qp, where p is the prime number
dividing v) as the other places form a set of density zero among places of k.

Proposition 18.2 Let S be a set of places of k containing all the archimedean places.
Let A be a finite abelian group equipped with the trivial action of GS. Let T ⊂ S be
a set of places such that δ(T ) > 1/p, where p is the smallest prime divisor of #A.
Then the natural map (induced by the restrictions H 1(GS, A) −→ H 1(kv, A))

H 1(GS, A) −→ ∏

v∈T
H 1(kv, A)

is injective. In particular, if δ(S) > 1/p, we have X1
S(A) = 0.

Proof We are immediately reduced to the case where A = Z/�rZwith r ∈ N∗ and �

prime. The kernel of the map under consideration corresponds to continuous homo-
morphisms

ϕ : GS −→ Z/�rZ

whose restriction has a trivial decomposition subgroup at v for every place v of T .
The kernel of ϕ is thus of the form Gal(kS/L), where L is a finite extension of k
which is of degree �s (with s � r and � � p) and totally split at places of T . Let X
be the set of places of k where L/k splits totally. Then T ⊂ X . Čebotarev theorem
implies that δ(X) = 1/�s , hence

1

�
< δ(T ) � δ(X) = 1

�s
.

Thus s = 0, which means that ϕ is the trivial homomorphism. �

Remark 18.3 In the case where T contains almost all places of k, Čebotarev theo-
rem is not necessary, it is enough to apply Corollary 13.13 instead, which is its weak
version. From this fact, Theorems 18.9 and 18.15 below, as well as their corollaries,
only require Corollary 13.13, and not the full Čebotarev theorem.

Corollary 18.4 Let T be a set of places of k of density> 1/2 (for example containing
almost all places of k). Let A be a finite abelian group endowed with the trivial action
of Gk = Gal(k̄/k). Then the natural map

H 1(k, A) −→ ∏

v∈T
H 1(kv, A)

is injective.

It is the special case S = Ωk in Proposition 18.2.
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Corollary 18.5 Let S be a set of places of k containing all archimedean places. Let
A be a finite GS-module of order invertible in OS, and such that the action of GS

on the Cartier dual A′ is trivial. We further assume that δ(S) > 1/p, where p is the
smallest prime divisor of #A. Then X2

S(A) = 0.

Proof This follows from previous proposition and from the Poitou–Tate duality
(Theorem 17.13, b) between X2

S(A) and X1
S(A

′). �

The study of X1
S(A) when the action of GS on A′ is non-trivial (for example

A = μn) is more complicated. We will need the following lemma:

Lemma 18.6 Let p be a prime number. Let r be a positive integer and let G be a
subgroup of (Z/prZ)∗ that we can also view as a subgroup of Aut(Z/prZ). Let A
be the G-module isomorphic to Z/prZ as abelian group, with the natural action of
G. Then

Ĥ i (G, A) = 0, ∀i ∈ Z

except in the case p = 2, r � 2, and −1 ∈ G, in which case Ĥ i (G, A) = Z/2 for
any i ∈ Z.

Naturally, the fact that p = 2 is an exceptional case is due to the non-cyclicity of
the group (Z/2rZ)∗ for r � 3.

Proof We denote by vp the p-adic valuation on Z. Assume first p 	= 2. Then the
group (Z/prZ)∗ is cyclic of order pr−1(p − 1). Letπ : (Z/prZ)∗ → (Z/pZ)∗ be the
canonical surjection, then the p-SylowofG is the groupG1 = ker[G π−→ (Z/pZ)∗].
As the restriction Ĥ i (G, A) → Ĥ i (G1, A) is injective byLemma3.2,we are reduced
to the casewhereG ⊂ G1. Let us then fixα ∈ Zwhose class ᾱmodulo prZ generates
G and denote by pr−s the order of ᾱ (we have s � 1). We can write α = 1 + psu
with vp(u) = 0. Then AG is the kernel of ᾱ − 1 : A → A, which gives AG = pr−s A.
On the other hand we have

pr−s−1∑

i=0

αi = αpr−s − 1

α − 1
= pr−sv

with vp(v) = 0: indeed, we have

αpr−s = 1 + pru + pr+s(pr−s − 1)

2
u2 + · · · , (18.1)

which shows that vp(α
pr−s − 1) = pr as p � 3 and s � 1. We deduce NG(A) =

pr−s A = AG . Finally Ĥ 0(G, A) = 0. As A is finite, its Herbrand quotient is 1 (The-
orem 2.20, b) hence H 1(G, A) = 0 and we conclude using the 2-periodicity of the
cohomology of a cyclic group (Theorem 2.16).

Assume now p = 2 (and r � 2). Then the group (Z/2rZ)∗ is a direct product
of the subgroup {±1} and a cyclic subgroup C of order 2r−2. Three cases present
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themselves. If G ⊂ C , then G is cyclic and generated by the class of an α ∈ Z such
that v2(α − 1) = s � 2. This case is dealt with in exactly the same way as the case
p 	= 2 since we again have v2(α

2r−s − 1) = 2r by formula (18.1).
The second case is when G is cyclic and generated by an element which is not in

C , i.e., by the class of anα ∈ Z congruent to 3modulo 4 and such that ᾱ 	= −1. Let us
set β = −α, then β̄ ∈ C and v2(β − 1) = s with 2 � s � r − 1. As v2(α − 1) = 1,
we have AG = 2r−1A. Furthermore, the order of G is twice the order of ᾱ2 = β̄2,
that is, 2r−s . Then

2r−s−1∑

i=0

αi = −β2r−s + 1

β + 1

is of 2-adic valuation r − 1 (always by the formula (18.1), applied to β). We deduce
that NG(A) = 2r−1A, and we conclude in the same way as above.

There remains the case whereG is of the formG = {±1} × 〈ᾱ〉with α congruent
to 1 modulo 4, which is the only case where p = 2 and −1 ∈ G. Let then H be the
subgroup generated by ᾱ. It is of order 2r−s with s � 2, and s is the largest integer
� r such that 2s divides α − 1. In this case, we have

2r−s−1∑

i=0

αi +
2r−s−1∑

i=0

−αi = 0,

which implies NG A = 0. Furthermore, AG = 2r−1A and IG A = 2A, hence
Ĥ i (G, A) = Z/2 for i = −1, 0. As by what precedes we have Ĥ i (H, A) = 0 for
any i , Corollary 1.45 implies that for any i � 1,

Hi (G, A) = Hi ({±1}, AH ) = Hi ({±1}, 2r−s A)

whose cardinality is that of Ĥ 0({±1}, 2r−s A) (as {±1} is cyclic), which is 2. The
same argument using homology shows that the cardinality of Ĥ i (G, A) is 2 for
i < −1. �

We will apply the above lemma to cyclotomic extensions of a field F . Let m � 2
be an integer. Let F(μm) be the field obtained by adjoining the mth roots of unity
to F . The choice of a primitive mth root of unity allows to identify the group of
roots of unity μm to the additive group Z/mZ. The group Gm := Gal(F(μm)/F)

then embeds into Aut(Z/mZ) and the action of Gm on μm corresponds to its action
by automorphisms of Z/mZ, as in Lemma 18.6.

Remark 18.7 Let F be a field and r � 1. If Car F = 0, we say that the field
Q(μ2r ) ∩ F is real if it has a real place, which is equivalent to saying that all its
archimedean places are real, as it is a finite (abelian) Galois extension of Q. The
group G2r = Gal(F(μ2r )/F) is a subgroup of Gal(Q(μ2r )/Q). It can happen that it
is not cyclic but isomorphic to the product of Z/2Z by a cyclic group if r � 3, while
Gpr is always cyclic for p prime � 3.
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If F is a field of positive characteristic � 	= p, The extension F(μpr )/F is always
cyclic as its Galois group Gpr is isomorphic to that of the extension of finite fields
F�(μpr )/(F�(μpr ) ∩ F).

Corollary 18.8 Let p be a prime number andr ∈ N. Let F be a field of characteristic
	= p. We set G pr := Gal(F(μpr )/F). Then we have

Ĥ i (Gpr ,μpr ) = 0

for any i ∈ Z, except in the cases, that we call exceptional, where p = 2, r � 2, and:

• Either (case “Ex0”) F is of characteristic zero and Q(μ2r ) ∩ F is real;
• or (case “Ex�”) F is of characteristic � � 3, we have � ≡ −1 mod 2r , and
F�(μ2r ) ∩ F = F�.

Furthermore, in the exceptional cases, we have

Ĥ i (Gpr ,μpr ) = Z/2Z

for any i ∈ Z.

Proof First assume F is of characteristic zero and set F0 = F ∩ Q(μpr ). The
group Gpr is isomorphic to Gal(Q(μpr )/F0), and we can view it as a subgroup
of Aut(Z/prZ) 
 (Z/prZ)∗. We then apply Lemma 18.6. The exceptional case
occurs when p = 2 and r � 2, when the element −1 ∈ (Z/2rZ)∗ is in G2r . This last
condition is equivalent to the condition that the complex conjugation (that sends a
root of unity ζ to ζ−1) over Q(μpr ) induces the identity on F0, in other words, that
F0 is real.

Assume now that F is of characteristic � � 3. Let Fq = F ∩ F�(μpr ), then the
finite field Fq ⊂ F�(μpr ) is an extension of F�. The group Gpr is now isomorphic to
Gal(F�(μpr )/Fq), which is a subgroup of (Z/prZ)∗. Lemma 18.6 again implies that
the exceptional case corresponds to p = 2 and r � 2, if in addition−1 ∈ G2r . AsG2r

is generated by the Frobenius x �→ xq , the condition can be expressed as follows:
the multiplicative subgroup generated by q in (Z/2rZ)∗ contains −1. But the only
cyclic subgroup of (Z/2rZ)∗ 
 (Z/2Z) × (Z/2r−2Z) containing −1 is {±1} (Note
that {±1} correspond to a subgroup (Z/2Z) × {0} ⊂ (Z/2Z) × (Z/2r−2Z)). If we
set n = [Fq : F�], the condition is q = �n ≡ −1 mod 2r . As n (which is a power of
2) is equal to 1 or is even, the only possibility is n = 1 and � ≡ −1 mod 2r , since
r � 2 and −1 is not a square modulo 4. �

Theorem 18.9 Let k be a global field. Let S be a set of places of k containing all
the archimedean places. Let p1, . . . , pn be pairwise distinct prime numbers in O∗

S
and m an integer of the form m = pr11 · · · prnn . Let T be a subset of S, we assume that
T contains almost all the places of k. We finally assume that if k is a number field,
we are not in the following exceptional case:

(Ex0,T ) One of the pi is 2 with ri � 3, the exceptional case (Ex0) of Corollary
18.8 occurs for the extension k(μ2ri )/k, and no place of T is inert in k(μ2ri )/k.
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Then the homomorphism

βS,T,m : H 1(GS,μm) −→ ∏

v∈T
H 1(kv,μm)

(induced by restrictions H 1(GS,μm) −→ H 1(kv,μm)) is injective. In particular,
X1

S(k,μm) = 0.

Remark 18.10 Wecanweaken the assumption on T (by stating it in terms ofDirich-
let density. In particular the proof works if we assume T to be of Dirichlet density
1, provided we know the Čebotarev theorem). We can also describe more precisely
the exceptional case for a number field, and in particular show that in this case we
have X1

S(k,μm) = Z/2Z, cf. [42], Theorem9.1.9.

Proof As theGS-module μm is isomorphic to the product of the μp
ri
i
, we are reduced

to the case where m = pr with p prime. Let K = k(μm). Then K is a subextension
of kS as m is invertible in OS . We set G = Gal(K/k), and we denote by Gv the
decomposition subgroup of K/k at v, which is well defined as G is abelian. Denote
byX1

S(T,m) the kernel of βS,T,m and byX1(K , T,m) that of the homomorphism
H 1(G,μm) → ∏

v∈T H 1(Gv,μm) induced by the restrictions. Let TK be the set of
places of K above a place of T . We have (via the restriction-inflation exact sequence)
a commutative diagram with exact rows and columns, whose maps i1, i2 and i3 are
injective:

0 X1(K , T,m)

i1

H 1(G,μm)

i2

∏
v∈T H 1(Gv,μm)

i3

0 X1
S(T,m) H 1(GS,μm)

∏
v∈T H 1(kv,μm)

H 1(GK ,S,μm)
i4 ∏

w∈TK H 1(Kw,μm)

where GK ,S := Gal(kS/K ) and the bottom right vertical map is induced by the maps
H 1(kv,μm) → ∏

w|v H 1(Kw,μm) for v ∈ T . As the action of GK ,S on μm is trivial,
Proposition 18.2 implies that the map i4 is injective. By diagram chasing, we get that
X1

S(T,m) = X1(K , T,m).
On the other hand, if we are not in one of the exceptional cases of Corollary

18.8, then H 1(G,μm) = 0 and we immediately obtain X1(K , T,m) = 0, hence
X1

S(T,m) = 0. If we are in one of the exceptional cases, then p = 2 and r � 2. In
the case of a number field, the assumption made if r � 3 ensures that there exists
a place v ∈ T which is inert in the extension k(μ2r )/k, and if r = 2 this remains
true by Corollary 13.13 as this extension is then quadratic or trivial. In the case of a
function field, this extension is always cyclic (cf. Remark 18.7), and the assumption
that T contains almost all places of k implies again (with Corollary 13.13) that one
of the places v of T is inert for k(μ2r )/k. We then have X1(K , T,m) = 0 as the
groups G and Gv are equal. This finishes the proof. �
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Remark 18.11 The exceptional case of Theorem 18.9 can effectively happen if m
is divisible by 8, even if T = S is the set of all places, see Exercise 18.6 (d). However
it does not exist when

√−1 ∈ k, as the field k(
√−1) is then not real.

Corollary 18.12 Let S be a set of places of k containing all the archimedean places
and such that Ωk − S is finite. Let m ∈ O∗

S be an integer. We furthermore assume
that if k is a number field, we are not in the exceptional case (Ex0,S) of Theorem
18.9. Then X2

S(k,Z/m) = 0.

Proof This follows directly from Poitou–Tate duality between the groups
X2

S(k,Z/m) and X1
S(k,μm), and from Theorem 18.9 applied to T = S. �

Corollary 18.13 (Grunwald–Wang) Let m � 1 be an integer. Let T be a subset of
places of k with Ωk − T finite. We furthermore assume that if k is a number field, we
are not in the exceptional case Ex0,T of Theorem 18.9. Then the map

k∗/k∗m → ∏

v∈T
k∗
v/k

∗m
v

(induced by the restrictions k∗ → k∗
v ) is injective.

Proof Wehave H 1(k,μm) = k∗/k∗m and H 1(kv,μm) = k∗
v/k

∗m
v .We then applyThe-

orem 18.9 with S = Ωk . �

Remark 18.14 The same result is valid (with the same proof, provided we know
Čebotarev theorem) if T is only assumed to have Dirichlet density 1. Similarly, in
Corollary 18.12, it is enough to assume S to be of Dirichlet density 1. Historically,
the first example of the exceptional case of Corollary 18.13 is due to Wang (1948): it
happens for k = Q, T = ΩQ − {2},m = 8 and is related to the fact that the restriction
H 1(Q,Z/8) → H 1(Q2,Z/8) is not surjective; see Exercise 15.4 and Exercise 18.6,
(b) and (c).

18.2 The Strict Cohomological Dimension
of a Number Field

Let S be a set of places of k such that S contains all the archimedean places. As we
have already pointed out (Remark 17.15) to determine scdp(GS) for p invertible in
OS is an open problem in general (in the case of a number field). Nevertheless, there
is an answer when S contains almost all places of k.

Theorem 18.15 Let k be a global field. Let S be a set of places of k containing all
the archimedean places and such that Ωk − S is finite. Let p be a prime number
invertible inOS. Furthermore we assume that k is totally imaginary if k is a number
field and p = 2. Then scdp(GS) = 2.

In particular, we have scd(k) = 2 for totally imaginary number fields.
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Proof By Corollary 17.14, we have cdp(GS) � 2. On the other hand p (and even
p∞) divides the order of GS by Remark 17.1, which implies that there exist
cyclic extensions of degree p of k contained in kS , and hence in particular that
H 2(GS,Z)[p] = H 1(GS,Q/Z)[p] is nonzero. We deduce that scdp(GS) � 2. By
Proposition 5.14, it is enough to check that H 2(U,Qp/Zp) = 0 for any open sub-
groupU of GS . As each finite extension k ′ of k contained in kS satisfies the assump-
tions of the theorem (replacing S by the set of places of k ′ dividing a place of S), we
are reduced to showing that H 2(GS,Qp/Zp) = 0. If p is odd or

√−1 ∈ k, or if k is
a function field, Corollary 18.12 implies, by passing to the limit, that the map

H 2(GS,Qp/Zp) −→ ∏

v∈S
H 2(kv,Qp/Zp)

is injective. We conclude using the fact that (Theorem 10.6, Remark 10.7 and Propo-
sition 6.15) the absolute Galois group �v of kv verifies scdp(�v) = 2 for v finite,
along with the observation that for an archimedean v, the assumptions we have made
imply scdp(kv) = 0.

Assume now that k is a totally imaginary number field with p = 2 and
√−1 /∈ k.

By what we have seen, if we set K = k(
√−1), we have H 2(GK ,S,Q2/Z2) = 0,

where GK ,S = Gal(kS/K ). But we know that the corestriction

H 2(GK ,S,Q2/Z2) −→ H 2(GS,Q2/Z2)

is surjective (Lemma 5.9) as cd2(GS) = 2. The result follows. �

Remark 18.16 Here again, it is enough to assume that S is of Dirichlet density 1.

Corollary 18.17 Let k be a global field. We have H 3(k,Z) = 0 and for r � 4, the
natural map

Hr (k,Z) −→
⊕

v∈ΩR

Hr (kv,Z)

is an isomorphism. In particular, for r � 3, the group Hr (k,Z) is zero if r is odd,
and isomorphic to (Z/2)t if r is even, where t is the number of real places of k.

Proof Assume first r � 4 (cf. also Exercise 17.7 for this case, in a slightly more
general context). Then

Hr (k,Z) 
 Hr−1(k,Q/Z) 
 lim−→
n

Hr−1(k,Z/n)

is also isomorphic to
lim−→
n

⊕

v∈ΩR

Hr−1(kv,Z/n).

Indeed, this follows from Theorem 17.13 applied to the Z/n (since we have
(r−1)�3). But lim−→n

⊕
v∈ΩR

Hr−1(kv,Z/n) is also
⊕

v∈ΩR
Hr−1(kv,Q/Z). This
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follows from the fact that inductive limits commute to direct sums. The result follows
(for the last assertion, observe that for v real, the group Hr (kv,Z) is isomorphic to
H 1(R,Z) if r is odd and to Ĥ 0(R,Z) if r is even by Theorem 2.16).

It remains to show that H 3(k,Z) = 0. If
√−1 ∈ k, then k is totally imaginary and

the result follows fromTheorem 18.15. Otherwise, letGk = Gal(k̄/k), let us set L =
k(

√−1) andU = Gal(k̄/L). The field L (and thus the profinite groupU ) is of strict
cohomological dimension 2, which implies, for any r � 3, Hr (Gk,Z[Gk/U ]) =
Hr (U,Z) = 0. Let σ be the generator of the group Gk/U (which is of order 2), we
have an exact sequence of Gk-modules

0 −→ Z
1 + σ−−−−−→ Z[Gk/U ] 1 − σ−−−−−→ Z[Gk/U ] σ �→ 1−−−−−−→ Z −→ 0

which (by cutting this exact sequence into two short exact sequences) yields iso-
morphisms Hr (Gk,Z) 
 Hr+2(Gk,Z) for any integer r � 3. In particular, we have
H 3(Gk,Z) = H 5(Gk,Z) = 0. �

18.3 Exercises

Exercise 18.1 Show that the result of Exercise 17.7, (c), still holds true for r = 3
(use Exercise 17.7, b).

Exercise 18.2 (after [45], Sect.1) Let k be a global field with absolute Galois group
Gk . Let A be a finite Gk-module. We denote by X1

ω(A) the subgroup of H 1(k, A)

consisting of those a whose image av ∈ H 1(kv, A) is zero for almost all places v

of k.

(a) Show that if the action of Gk on A is trivial, then X1
ω(A) = 0.

(b) Fix a finite Galois extension K of k such that the action ofGK = Gal(k̄/K ) on A
is trivial. Show thatX1

ω(A) is a subgroup of H 1(G, A), where G := Gal(K/k),
and deduce that X1

ω(A) is finite.
(c) Show that X1

ω(A) is the subgroup of H 1(G, A) consisting of those b such that
the restriction of b to H 1(H, A) is zero for every cyclic subgroup H of G.

(d) Show thatX1
ω(A) is also the subgroup of H 1(k, A) consisting of those a whose

restriction to H 1(C, A) is zero for every procyclic (i.e., topologically generated
by one element) closed subgroup C of Gk . Deduce that if b ∈ X1

ω(A), then for
any real completion kv of k, the restriction bv ∈ H 1(kv, A) is zero.

(e) Can previous results be generalised to the case where A is only assumed to be
of finite type?

(f) In an analogous manner, we define X2
ω(A) as the subgroup of H 2(k, A) con-

sisting of elements whose image in H 2(kv, A) is zero for almost all places v of
k. Show that for a finite A, we haveX2

ω(A) = H 2(k, A) (this group is infinite if
A 	= 0, see next exercise), but if A is a free Z-module of finite type, the results
analogous to (a), (b), (c), and (d) still hold true.
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Exercise 18.3 Let k be a number field with absolute Galois group Gk . Let A be a
finite nonzero Gk-module.

(a) Let n be an integer� 2. Show that if v is a finite place of k, the groups H 1(kv,μn),
H 1(kv,Z/n) and H 2(kv,μn) are nonzero. Can we say the same thing about
H 2(kv,Z/n)?

(b) Using the Čebotarev theorem, show that there exist infinitely many places v of
k such that the group H 1(kv, A) is nonzero. Same question with H 2(kv, A).

(c) Show that the group H 2(k, A) is infinite.

Exercise 18.4 (sequel to the previous exercise) Let k be a number field with absolute
Galois group Gk and A be a finite nonzero Gk-module. We endow

∏
v∈Ωk

H 1(kv, A)

with the product topology (each finite group H 1(kv, A) is endowed with discrete
topology) and we denote by H 1(k, A) the closure of the image of H 1(k, A) in∏

v∈Ωk
H 1(kv, A).

(a) With the notation of Exercise 18.2, show that we have an exact sequence

0 −→ H 1(k, A) −→ ∏

v∈Ωk

H 1(kv, A) −→ X1
ω(A)∗ −→ X2(A) −→ 0,

where ∗ as usual denotes the dual (use the Exercise 17.5).
(b) Using Exercise 18.3, show that H 1(k, A) is infinite.

Exercise 18.5 (aroundGrunwald–Wang, cf. [42], Theorem9.2.3)Let k be a number
field. Let S be a set of places of k containing all the archimedean places and let T be
a finite subset of S. Let A be a finite GS-module whose order is invertible in Ok,S .
We denote by A′ the Cartier dual of A.

(a) We denote by N the kernel of the natural map

H 1(GS, A
′) −→ ∏

v∈S−T
H 1(kv, A

′)

and by C the cokernel of the map β1
S,T : H 1(GS, A) −→ ⊕

v∈T H 1(kv, A).
Show that we have an exact sequence

0 −→ X1
S(k, A

′) −→ N −→ C∗ −→ 0.

(see also Exercise 17.5).
(b) Assume that the action of GS on A′ is trivial and that the density δ(S) is > 1/p,

where p is the smallest prime divisor of #A. Show that β1
S,T is surjective.

(c) Assume that A = Z/mZ (with the trivial action ofGS) withm invertible inOk,S .
We make an additional assumption that S contains almost all the places of k.
Show that if m is odd or

√−1 ∈ k, then β1
S,T is surjective.

Exercise 18.6 (a) Show that −1 is not a square in Q2, but that Q2(
√
7) is a field

extension ofQ2 in which−1 becomes a square (observe that−1 = 7(1 − 8/7)).



18.3 Exercises 289

(b) Let a be the class of 16 in Q∗/Q∗8 
 H 1(Q,μ8). Show that the restriction ap

of a to H 1(Qp,μ8) is zero for p an odd prime and p = ∞, but that it is nonzero
for p = 2 (observe that 16 = 24 = (−2)4 = (1 + √−1)8).

(c) Using Exercise 17.5, recover the result of the Exercise 15.4, that is, that the
restriction H 1(Q,Z/8) → H 1(Q2,Z/8) is not surjective.

(d) Let k = Q(
√
7). Show that the class of 16 in k∗/k∗8 is in the kernel of the natural

homomorphism
k∗/k∗8 −→ ∏

v∈Ωk

k∗
v/k

∗8
v .

Exercise 18.7 This exercise shows some applications of the Čebotarev theorem.

(a) Let a andm be two strictly positive coprime integers. Considering the cyclotomic
extension Q(ζ)/Q, where ζ is a primitive mth root of unity, recover Dirichlet
theorem saying that there exists a strictly positive density of prime numbers
congruent to a modulo m.

(b) Let G be a finite group. Let H be a subgroup of G with H 	= G. Show that

⋃

g∈G
gHg−1 	= G

(observe that gHg−1 only depends on the left H -coset of g).
(c) Let k be a number field. Let K be a finite extension (not necessarily Galois) of k

with [K : k] � 2. Show that there is a strictly positive density of places v such
that no place w of K above v satisfies Kw = kv (use Exercise 12.2).

(d) Let L/k be a finite extension (not necessarily Galois) of number fields and L ′
a Galois cyclic extension of L . Show that there exists a strictly positive density
of places v of k such that there exists a place wL of L above v satisfying: wL is
split in L/k, and inert for the extension L ′/L .

Exercise 18.8 Let G be a finite group. Let H be a subgroup of G with H 	= G.
We admit the following result from the theory of finite groups1 [14], that uses the
classification of simple finite groups, and extends Exercise 18.7 (b): there exists a
element of G whose order is a power of a prime and is not in

⋃
g∈G gHg−1.

Let k be a number field and K be a finite non-trivial extension of k.

(a) Show that there exists a prime number p such that for infinitely many places v

of k, all the degrees [Kw : kv] (forw place of K above v) are divisible by p (use
Exercise 12.2, d).

(b) Using Exercise 17.9, show that k∗/NK/k K ∗ is infinite.
(c) Show that the kernel of the restriction Br k → BrK is infinite.

1Thanks to J.-L.Colliot-Thèléne and O.Wittenberg for providing a reference.



Appendix A
Some Results from Homological Algebra

In this appendix, we recall (without proof, except when a complete reference could
not be found) some basic results from homological algebra that we have used in this
book. One may consult [35] for generalities on categories and [54] for more details
on homological algebra.

A.1 Generalities on Categories

Definition A.1 A category C is the following data:

• a class Ob(C) of objects;
• for any pair (A, B) of objects in C a set HomC(A, B) (or simply Hom(A, B)when
it is clear what C is) of morphisms from A to B; an element f of Hom(A, B) will
be denoted f : A → B;

• for any object A ∈ Ob(C), an identity morphism IdA : A → A;
• for any triple (A, B,C) of objects, a composition function

Hom(A, B) × Hom(B,C) −→ Hom(A,C)

denoted ( f, g) �→ g ◦ f (we will often shorten g ◦ f to g f ), verifying the two
following axioms:

– (hg) f = h(g f ) for all morphisms f : A → B, g : B → C , h : C → D;
– f = IdB ◦ f = f ◦ IdA for any morphism f : A → B.

Example A.2
(a) The sets form a category (that we denote by Ens), taking as morphisms the

usual functions.

(b) The groups form a category (denoted Gr ), the morphisms being the group
morphisms. The same is true for abelian groups, or for rings (the morphisms are then
the ring morphisms). We denote by Ab and Ann these categories.
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(c) If R is a ring, left R-modules form a category that we denote by ModR , the
morphisms are the morphisms of R-modules. Naturally, we have an analogous result
for the right R-modules.

(d) Topological spaces form a category Top, the morphisms being the continuous
maps.

Note that in general Ob(C) is not a set (otherwise we very quickly run into para-
doxes of the type “the set of all sets”). A category whose objects form a set is called
small.

Definition A.3 An isomorphism in C is a morphism f : A → B such that there
exists a morphism g : B → A (necessarily unique, denoted by g = f −1) satisfying
f g = IdB and g f = IdA.

A monomorphism in C is a morphism f : B → C such that for every pair e1, e2
of morphisms A → B, the equality f e1 = f e2 implies e1 = e2.

An epimorphism in C is a morphism f : B → C such that for every pair e1, e2 of
morphisms A → B, the equality e1 f = e2 f implies e1 = e2.

For example, in the category Ab (resp. in ModR , in Top), the monomorphisms
are the injective morphisms. The epimorphisms in Ab and ModR are the surjective
morphisms, but this is no longer true for example in the category of rings (for example
take the inclusion Z → Q) or Hausdorff topological spaces (take for example the
inclusion Q → R).

Definition A.4 Let B be an object in a category C. A subobject A of B is an object
endowed with a monomorphism i : A → B (we will identify i : A → B and i ′ :
A′ → B if i ′ factors through i and i factors through i ′).

Similarly, we define the notion of quotient object by replacing a monomorphism
by an epimorphism and reversing the arrows.

Definition A.5 An object A in a category C is noetherian if any increasing sequence
(for the ordering “being a subobject”) of subobjects of A is stationary. A category C
is noetherian if it is equivalent (cf. Definition A.15) to a small category and all its
objects are noetherian.

For example, the category ofmodules of finite type over a noetherian commutative
ring is a noetherian category. Similarly we have a definition of an artinian category
by working with the quotient objects and reversing the arrows.

Definition A.6 We say that an object A of C is initial (resp. final) if for any object
B of C, there exists one and only one morphism A → B (resp. one and only one
morphism B → A). An object which is both initial and final is called a zero-object
(or simply zero, or null object), that we generally denote by 0.

Note that two initial (resp. final) objects are isomorphic in C and the isomorphism
between them is unique. We can then talk of “the initial (resp. final) object” of C
when it exists.



Appendix A: Some Results from Homological Algebra 293

Example A.7
(a) In Ens, the only initial object is ∅, the final objects are the singletons (hence

there is no zero).

(b) InAb orModR , the trivial group (resp. the trivial R-module) 0 is a zero-object.

Definition A.8 Let C be a category which has a zero 0. If A and B are two objects
of C, we denote again by 0 the morphism A → B which is the composite of A → 0
and 0 → B.

(a) A kernel of a morphism f : B → C is a morphism i : A → B satisfying f i =
0, and which is universal for this property (meaning: for any morphism i ′ : A′ → B
with f i ′ = 0, there exists a unique morphism g : A′ → A such that i ′ = ig).

(b) A cokernel of a morphism f : B → C is a morphism p : C → D such that
p f = 0, and universal for that property (meaning: for any morphism p′ : C → D′
with p′ f = 0, there exists a unique morphism g : D → D′ such that p′ = g p).

Note that each kernel is a monomorphism, and two kernels of the same morphism
are isomorphic (in an obvious way). Similarly, a cokernel is an epimorphism and two
cokernels of the same morphism are isomorphic. Naturally, the notions of kernel and
cokernel in the category Ab or ModR coincide with the usual notions. We can also
define the notion of co-image of f as an epimorphism p : B → D such that there
exists ˜f : D → C verifying f = ˜f ◦ p, with p universal for this property.

Definition A.9 Let C be a category. The opposite category Cop of C is the category
whose objects are the same as those of C, but the morphisms and their composites
are reversed.

For any morphism f : A → B in C, we thus have a morphism f op : B → A in
Cop. The morphism f is a monomorphism if and only if f op is an epimorphism
(and vice versa). Similarly, to pass to the opposite morphism transforms the kernels
into cokernels (and vice versa), and the passage to the opposite category swaps the
notions of initial and final objects.

Definition A.10 A subcategory of a category C is a category C ′ whose objects are
objects of C, and such that for all objects A, B of C ′, the set HomC′(A, B) is a subset
of HomC(A, B). We say that such a subcategory is full if we have HomC′(A, B) =
HomC(A, B) for all objects A, B of C ′.

For example, abelian groups form a full subcategory of the category of groups.

Definition A.11 Let C be a category. Let (Ai )i∈I be a family of objects of C. A
product A = ∏

i∈I Ai is an object in C, endowed with morphisms pi : A → Ai ,
such that for any object B of C and any family of morphisms fi : B → Ai , there
exists a unique morphism f : B → A such that pi ◦ f = fi for any i ∈ I .

By definition, if a product
∏

i∈I Ai exists, it is unique up to an isomorphism. The
products exist for example in the category of sets, groups, abelian groups, R-modules
(if R is a ring), but not in the category of fields. The product of two objects A × B
exists in the category of Z-modules of finite type, but a product of an infinite family
does not.



294 Appendix A: Some Results from Homological Algebra

Definition A.12 Let C be a category. Let (Ai )i∈I be a family of objects of C. A
coproduct A = ∐

i∈I Ai is an object of C, equipped with morphisms ui : Ai → A,
such that for any object B of C and any family of morphisms gi : Ai → B, there
exists a unique morphism g : A → B such that g ◦ ui = gi for any i ∈ I .

A coproduct in C is thus a product in Cop (and vice versa). The coproduct in the
category of sets is the disjoint union, in ModR it is the direct sum.

A.2 Functors

Definition A.13 A functor (sometimes called “covariant functor”) F from a cate-
gory C to a category D is the data for any object A of C of an object F(A) (that we
will also denote by FA) of D, and for any morphism f : A → B in C of a morphism
F( f ) : F(A) → F(B), satisfying:

F(IdA) = IdF(A) for any object A of C.
F(g f ) = F(g)F( f ) for all morphisms f, g in C.
A contravariant functor from C to D is a functor from Cop to D.

We define in an obvious way the composite GF of two functors F : C → D and
G : D → E , and the identity functor Id : C → C. It will often happen that to define
a functor, we only define F(A) for objects A of C, the definition of morphisms F( f )
when f is a morphism in C being completely obvious.

Example A.14
(a)We define a functor from Gr toAb by associating to every groupG its abelian-

isation Gab (i.e., the quotient of G by its derived subgroup).

(b) By associating to every abelian group G the product group G × G, we obtain
a functor from Ab to itself.

(c) We can construct functors called forgetful by retaining only some structures
on the objects of a category (and forgetting others). For example, we obtain such a
functor from Ab to Gr (resp. from Gr to Ens) by only considering the underlying
group of an abelian group (resp. the underlying set of a group).

(d) Let k be a field.We obtain a contravariant functor from the category of k-vector
spaces to itself by associating to every k-vector space E its dual E∗.

Definition A.15 Let C and D be two categories. Let F and G be two functors from
C to D. A natural transformation (or a morphism of functors) η from F to G is the
assignment for any object A of C of a morphism ηA : F(A) → G(A) in D, so that
for any morphism F : A → A′ in C, the following diagram is commutative:

F(A)
F( f )

ηA

F(A′)

ηA′

G(A)
G( f )

G(A′)
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If furthermore all of the ηA are isomorphisms, we say that η is a natural isomor-
phism. An equivalence of categories is a functor F : C → D such that there exists a
functor G : D → C and natural isomorphisms IdC � GF and IdD � FG.

Example A.16
(a) Let T be the functor from Ab to itself that associates to every abelian group

A its torsion subgroup T (A). Then the inclusion T (A) → A induces a natural trans-
formation from T to IdAb.

(b) Let k be a field. Let C be the category of finite-dimensional k-vector spaces.
The contravariant functor E �→ E∗ is an equivalence of categories from C to its
opposite category (one sometimes speaks of an anti-equivalence of categories from
C to C).

(c) The forgetful functor which to a Z-module associates the underlining abelian
group is an equivalence of categories between ModZ and Ab.

Definition A.17 A functor F : C → D is faithful if for all morphisms f1, f2 in C
with f1 	= f2, the morphisms F( f1) and F( f2) are distinct. The functor F is called
full if every morphism g : F(A) → F(B) inD is of the form F( f )with f : A → B
morphism in C. A functor which is both full and faithful will be called fully faithful.
We say that the functor F is essentially surjective if each object in D is isomorphic
to F(A) for a certain object A in C.

The following theorem ([35], Sect. IV.4, Th.1) gives a useful criterion to obtain
an equivalence of categories.

Theorem A.18 Let F : C → D be a functor. Then F is an equivalence of categories
if and only if it is fully faithful and essentially surjective.

Lastly, the following notion often plays an important role, namely in the abelian
categories (which figure in the next paragraph).

Definition A.19 Let C and D be two categories. Two functors L : C → D and R :
D → C are called adjoint if for all objects A in C and B in D, we have a natural
bijection

τ = τAB : HomD(L(A), B) � HomC(A, R(B))

between A and B, meaning that for all morphisms f : A → A′ in C and g : B → B ′
in D, the following diagram commutes:

HomD(L(A′), B)
L f ∗

τ

HomD(L(A), B)
g∗

τ

HomD(L(A), B ′)

τ

HomC(A′, R(B))
f ∗

HomC(A, R(B))
Rg∗

HomC(A, R(B ′)).

In these cases we also say that L is a left adjoint of R, or that R is a right adjoint
of L .
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For example, if R is a ring and B is a left R-module, we can for any abelian group
C consider the group HomZ(B,C) as a right R-module via the left action of R on
the first factor. The left adjoint functor of HomZ(B, .) (from abelian groups to right
R-modules) is A �→ A ⊗R B (cf. [4], Sect. 4.1).

A.3 Abelian Categories

Definition A.20 An additive category C is a category whose sets HomC(A, B) (for
A, B objects of C) are endowed with a structure of abelian group, satisfying the
following properties:

(i) The composition of morphisms is distributive with respect to the addition: if
A, B,C, D are objects of C and f : A → B, g : B → C , g′ : B → C , h : C → D
are morphisms, we have

h(g + g′) f = hg f + hg′ f ∈ Hom(A, D).

(ii) C has a zero-object 0.

(iii) If A and B are objects of C, the product A × B exists.

In particular, in an additive category, for any object A, Hom(A, A) is endowed
with the structure of a ring (the unit being the identity morphism). Furthermore, it is
easy to see that the product A × B is also the coproduct of A and B; it will often be
denoted by A ⊕ B (inModR , it corresponds to the usual direct sum).

Definition A.21 An abelian category (denoted by C) is an additive category addi-
tionally satisfying:

(i) Every morphism in C has a kernel and a cokernel.
(ii) Every monomorphism is the kernel of its cokernel.
(iii) Every epimorphism is the cokernel of its kernel.

We easily see that in an abelian category, every morphism f : A → B factors
uniquely as f = i ◦ p, where p : A → B ′ is an epimorphism and i : B ′ → B is a
monomorphism, with i defined as the kernel of the cokernel of f . The subobject
B ′ := Im f of B is called the image of f . In particular, the notion of exact sequence
(finite or infinite)

· · · −→ An−1 −→ An −→ An+1 −→ · · ·

is given by the usual property that the image of a map is the kernel of the next one.
Injectivemorphisms (= with zero kernel) coincidewithmonomorphisms and surjec-
tive morphisms (= with zero cokernel) with epimorphisms. We can also synthesise
axioms (a) and (b) by the statement that the morphism that f induces between its
co-image and its image is an isomorphism.
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Example A.22
(a) The category of abelian groups Ab is abelian.

(b) If R is a ring, the category ModR is abelian.

(c) The opposite category of an abelian category is abelian.

(d) Let R be a commutative ring. The R-modules of finite type form an additive
subcategory of ModR . This subcategory is abelian if and only if R is noetherian.

(e) A full subcategory of an abelian category containing 0 and stable by direct
sums is additive. If furthermore it is stable by kernel and cokernel, it is an abelian
category.

An additive functor F between two abelian categories C and D is a functor such
that if A and B are objects inC, themap induced between abelian groupsHomC(A, B)

and HomD(F(A), F(B)) is a morphism of abelian groups. When we speak of a
functor between two abelian categories, it will be understood (except an explicit
mention to the contrary) that this functor is additive.

Definition A.23 Let F : C → D be a functor defined between two abelian cate-
gories. We say that F is left exact (resp. right exact) if for every exact sequence

0 −→ A1 −→ A2 −→ A3 −→ 0,

the sequence
0 −→ F(A1) −→ F(A2) −→ F(A3)

(resp. the sequence F(A1) → F(A2) → F(A3) → 0) is exact. We will say that F is
exact if it is both left and right exact. We similarly define the notion of contravariant
left exact (resp. right exact, resp. exact) functor F by that the corresponding covariant
functor F ′ : Cop → D has the same property.

We easily see that the left exactness of a functor F is equivalent to the property
that for every exact sequence

0 −→ A1 −→ A2 −→ A3,

the sequence
0 −→ F(A1) −→ F(A2) −→ F(A3)

is exact. A similar statement holds true for right exactness.

Example A.24
(a) If C is an abelian category and A is an object of C, the covariant functor

HomC(A, .) from C to Ab is left exact. Same is true for the contravariant functor
HomC(., A). Si D is a divisible abelian group, the functor Hom(., D) from Ab to
itself is exact (consequence of Zorn theorem, see also [54], Cor. 2.3.2).
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(b) Let R be a commutative ring. Let A be an R-module. The functor . ⊗ A from
ModR to itself is right exact. We say that A is flat if this functor is exact. For example
it is the case if R is a principal ideal domain and A is torsion-free.

(c) If G is a finite group, the functor A �→ AG (from the category of G-modules
to the category of abelian groups) is left exact.

Definition A.25 Let C be an abelian category. A functor F : C → Ab is called rep-
resentable by an object A of C if there exists a natural isomorphism from F to the
functor HomC(A, .). A contravariant functor from C toAb is called representable by
an object I from C if it is naturally isomorphic to HomC(., I ).

The following theorem (essentially “formal”) (cf. [18], Sect. 3: here we consider the
case of a noetherian category, which is the opposite category of an artinian category)
was used in the book to prove the existence of the dualising module (paragraph
Sect. 10.1).

Theorem A.26 Let C be a noetherian abelian category. Let F be a contravariant
functor which is right exact from C to Ab. Then the functor F is Ind-representable,
meaning the following: there exists a filtered inductive system (Ii ) of objects of C
such that the functor F is naturally isomorphic to the functor

A �−→ lim−→
i

Hom(A, Ii ).

Proof Consider the pairs (A, x) with A ∈ C and x ∈ F(A). We will say that such a
pair is minimal if for every epimorphism A → B in C which is not an isomorphism,
we have x /∈ F(B) (recall that as F is contravariant and right exact, we can view
F(B) as a subgroup of F(A)). If now (A, x) and (A′, x ′) are pairs as above (not
necessarily minimal), we will say that (A′, x ′) dominates (A, x) if there exists a
morphism u : A → A′ such that x = F(u)(x ′). Observe that as the category C is
noetherian, each pair (A, x) is dominated by a minimal pair: indeed, to obtain such
a pair, it is enough to consider a subobject A0 of A, such that A/A0 contains an
element y satisfying F(p)(y) = x (where p : A → A/A0 is the projection), with
A0 maximal for this property.

Let us now prove a lemma:

Lemma A.27 A morphism u : A → A′ as above is unique if we further assume that
(A′, x ′) is minimal.

If v : A → A′ satisfies x = F(v)(x ′), then (F(u − v))(x ′) = 0. As F is left
exact, the epimorphism (u − v) : A → Im(u − v) induces an injection F(u − v) :
F(Im(u − v)) → F(A), which shows that x ′ is in the kernel of F(i) : F(A′) →
F(Im(u − v)), where i : Im(u − v) → A′ is the canonical injection. Let us set
B = Coker(u − v). The exact sequence

0 −→ Im(u − v)
i−→ A′ −→ B −→ 0
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implies, applying F , that F(B) is the kernel of F(i), and hencefinally that x ′ ∈ F(B).
The minimality of (A′, x ′) imposes then B = A′, i.e., u = v. This finishes the proof
of the lemma.

We thus have an order relation on the set of minimal pairs by setting (A, x) �
(A′, x ′) if (A′, x ′) dominates (A, x). This order relation is filtering since if (A1, x1)
and (A2, x2) are two minimal pairs, then they are dominated by (A1 ⊕ A2, (x1, x2)),
which is itself dominated by aminimal pair aswe have seen above. Let then (Ii , xi )i∈I
be the associated inductive filtered system. Set F(I ) := lim←−i

F(Ii ). The xi then define
a canonical element x = (xi ) of F(I ). If A is an object of C and f = ( fi ) is in
Hom(A, I ) := lim−→i

Hom(A, Ii ), we have associated to f the element F( f )(x) of
F(A). We thus define a homomorphism Φ of Hom(A, I ) in F(A), which is clearly
functorial in A.

It remains to prove thatΦ is an isomorphism. It is injective since as fi : A→ Ii is a
morphismwith F( fi )(xi ) = 0, the fact that the pair (Ii , xi ) is minimal implies fi = 0
by Lemma A.27 (indeed, the zero morphism A in Ii induces the zero morphism from
F(Ii ) to F(A)). Let us prove that Φ is surjective. Fix x ∈ F(A). We know that
the pair (A, x) is dominated by a certain minimal pair (Ii , xi ). Then, the relation
(A, x) � (Ii , xi ) provides a morphism fi : A → Ii such that F( fi )(xi ) = x , which
means that x = Φ( f ), where f ∈ Hom(A, I ) is induced by fi . �

A.4 Categories of Modules

Abelian categories that we meet most often are subcategories fromModR , where R
is a ring. The following theorem (see [54], Th. 1.6.1) in practice allows, evenwhenwe
are in an abelian category which is not small, to reduce to a subcategory of a category
of modules. For example, we can prove many properties by “diagram chasing” by
considering the abelian category generated (in an obvious way) by the objects and
morphisms of the diagram in question.

Theorem A.28 (Freyd–Mitchell) Let C be a small abelian category. Then, there
exists a ring R and a fully faithful exact functor from C to ModR, that identifies C
with a full subcategory ofModR.

This allows in particular to extend the following lemma to every abelian category,
that we can easily prove by diagram chasing in the category of modules:

Lemma A.29 (Snake lemma) LetC be anabelian category.Consider a commutative
diagram in C with exact rows:

A′

f

B ′ p

g

C ′

h

0

0 A
i

B C.
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Then there is an exact sequence

Ker f −→ Ker g −→ Ker h
∂−−→ Coker f −→ Coker g −→ Coker h,

where ∂ is defined by the formula:

∂(c′) = i−1g p−1(c′)

for any c′ ∈ C ′ (by abuse of notation, we denote p−1(c′) any lift of c′ in B ′ by p, and
i−1 the converse morphism from i : A → Im i ⊂ B).

Furthermore, if A′ → B ′ is a monomorphism, the same is true ofKer f → Ker g.
If B → C is an epimorphism, the same is true of Coker f → Coker g.

Let R be a ring. In the category ModR , the inductive limit (or direct limit, or
colimit) lim−→i∈I Ai of an inductive system (Ai )i∈I indexed by a filtered ordered set
I is well defined, the inductive limit of the sets Ai being naturally endowed with a
structure of an R-module by the assumption that I is filtered. Furthermore, by [54],
Th. 2.6.15 we have (a) below, and we get (b) by the universal property of tensor
product:

Proposition A.30 (a) The functor lim−→i∈I (from the inductive systems of R-modules
indexed by I toModR) is exact.

(b) If R is a commutative ring, (Ai )i∈I is an inductive system of R-modules, and
B is an R-module, we have:

(lim−→
i∈I

Ai ) ⊗R B = lim−→
i∈I

(Ai ⊗ B).

In particular (b) applies to the direct sum of a family (Ai )i∈I of R-modules, which
is a special case of the inductive limit.

The situation ismore complicated for projective limits. Let (An)n∈N be a projective
system of R-modules indexed by the integers, i.e., a family

· · · −→ An+1 −→ An −→ · · · −→ A1 −→ A0

of R-modules equipped with morphisms dn : An+1 → An for any n ∈ N. The pro-
jective limit (or simply the limit) lim←−n

An is well defined inModR , but it is generally

only a left exact functor (from the abelian category ModN
R of projective systems of

R-modules toModR).

Definition A.31 We say that a projective system (An, dn) as above satisfies the
Mittag–Leffler condition (abbreviated ML) if for every n ∈ N, the image of the tran-
sition maps An+m → An is the same for any m sufficiently large.

Note that the condition (ML) is automatically satisfied if the modules An are all
finite, or if all the transition maps dn are surjective.
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Proposition A.32 (cf. [42], Prop. 2.7.4) Let

0 −→ (An) −→ (Bn) −→ (Cn) −→ 0

be a short exact sequence inModN
R. Assume that the projective system (An) satisfies

(ML). Then the sequence

0 −→ lim←−n
An −→ lim←−n

Bn −→ lim←−n
Cn −→ 0

is exact.

A.5 Derived Functors

In this paragraph, we denote by C an abelian category.

Definition A.33 An object I in C is called injective if the contravariant functor
HomC(., I ) (from C toAb) is exact. An object P in C is called projective if the covari-
ant functor HomC(P, .) is exact. We say that C has enough injectives (resp. enough
projectives) if any object is isomorphic to a subobject of an injective object (resp. for
any object A, there exists a surjection P → A with P projective).

The next proposition ([54], Prop. 2.3.10) follows easily from the definitions.

Proposition A.34 Let C and D be two abelian categories. Let F : D → C be a
functor. If F has a left adjoint functor which is exact, then for any injective object
I of D, the object F(I ) is injective in C (we say that F preserves the injectives).
Similarly, a functor which has an exact right adjoint preserves the projectives.

For example, if I is an injective abelian group, the R-module (right or left)
HomZ(R, I ) is injective in ModR , since the forgetful functor from ModR to Ab
is the left adjoint of HomZ(R, .).

Example A.35 (a) The injectives in the categoryAb are the divisible abelian groups
([54], Cor. 2.3.2). The projectives are the free abelian groups. The only projective in
the category of finite abelian groups is the trivial group 0.

(b) More generally, the projectives in the categoryModR are projective modules
in the usual sense, i.e., direct factors of a free module. Thus the category ModR

has enough projectives. It also has enough injectives ([54], Cor. 2.3.11 and Exer-
cise 2.3.5): let indeed I be a divisible abelian group, for example I = Q/Z. Then
every right R-module A is a quotient of a free R-module, which implies (apply-
ing HomZ(., I )) that every left R-module embeds into a module M of the form
HomZ(R, J ), where J is an injective abelian group (as a product of injectives). Such
an M is injective inModR by Proposition A.34.
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Besides, Baer criterion ([54], Crit. 2.3.1, p. 39) says that a left R-module A
is injective as soon as for every left ideal J in R, the induced homomorphism
HomR(R, A) → HomR(J, A) is surjective, in other words as soon as every mor-
phism of R-modules from J to A extends to a morphism of R-modules from
R to A.

(c) If G is a finite group, the category of discrete G-modules (which is equivalent
to the category of left modules over the ring Z[G]) has enough injectives and also
enough projectives. IfG is only profinite, this categoryCG still has enough injectives
([54], Lem.6.11.10): the point is that if A is a discrete G-module, it embeds into a
G-module I which is injective in the category of G-modules. It is easy to see that
then A also embeds into

⋃

U IU (whereU ranges through open subgroups ofG) and
that this last one is injective in CG . On the other hand for G profinite and infinite,
the category CG does not have enough projectives (Exercise 4.2).

(d) The category ShX of sheaves of abelian groups on a topological space X has
enough injectives ([54], Ex. 2.3.12).

(e) An object is injective in C if and only if it is projective in Cop, and vice versa.

f) If R is a left noetherian ring (for example the ring Z[G], where G is a finite
group), an inductive limit of injective left R-modules is an injective left R-module.
This can be easily seen using the Baer criterion and the fact that every left ideal J
in R is generated by a finite number of elements: indeed, this last property implies
that a morphism from J to an inductive limit lim−→ Ai of left R-modules comes from
a morphism J → Ai for a certain i .

In the book, we have used (to prove Proposition 4.25) the following characterisa-
tion of the injectives of CG :

Proposition A.36 Let G be a profinite group. Let A be a discrete G-module. Then A
is injective in CG if and only if G has a basis B of neighbourhoods of 1 consisting of
normal open subgroupsU satisfying the following : the G/U-module AU is injective.

Proof (by J.Riou). If A is injective in CG , then it is straightforward that for any
open subgroup U of G, the G/U -module AU is injective. Assume conversely that
for every U in B, the G/U -module AU is injective. We use the following lemma.

Lemma A.37 Assume that for every U in B and for every injective morphism of
G-modules M ↪→ Z[G/U ], the induced homomorphism

HomG(Z[G/U ], A) −→ HomG(M, A)

is surjective. Then the G-module A is injective.

Assume for now that the lemma is proved. Let B ↪→ Z[G/U ] be an injective
morphism of G-modules. Let B → A be a morphism of G-modules. As B is a
sub-G-module of Z[G/U ], we have B = BU , and the morphism B → A factors
through a morphism B → AU , that we can view as a morphism of G/U -modules.
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As AU is injective in CG/U , this morphism extends to a morphism of G/U -modules
Z[G/U ] → AU , that we can also view as a morphism ofG-modulesZ[G/U ] → A.
Thus the criterion of the lemma is satisfied.

It remains to prove the lemma. The argument is the same as the one used to
prove the Baer criterion. Let i : B ↪→ C be an injective morphism ofG-modules. Let
f : B → A be amorphismofG-modules, thatwewould like to extend to amorphism
C → A. Zorn’s lemma implies that there exists a sub-G-module B ′ of C endowed
with amorphism f ′ : B ′ → A extending f , andmaximalwith respect to this property
(meaning that if f1 : B1 → A is a morphism of G-modules with B ′ ⊂ B1 ⊂ C and
f1 extends f ′, then B1 = B ′ and f1 = f ′). Assume for contradiction that B ′ 	= C .
We thus have an element c ∈ C which is not in B ′, and as C is a discrete G-module,
there exists an open subgroup U of G (that can be assumed to be in B, by shrinking
it if necessary) fixing c. This implies that we have a morphism of G-modules j :
Z[G/U ] → C whose image is not contained in B ′. Let M ⊂ Z[G/U ] be the inverse
image of B ′ by j . The assumption then says that the morphism f ′ ◦ j : M → A
extends to a morphism g : Z[G/U ] → A. Let us set B1 = B ′ + Im j . We can then
extend f ′ to a morphism of G-modules f1 : B1 → A by setting

f1(x + j (y)) = f ′(x) + g(y)

for any x ∈ B ′ and any y ∈ Z[G/U ]. This makes sense since if x ∈ B ′ verifies
x = j (y), then y ∈ M and f ′(x) = g(y) as g extends f ′ ◦ j on M . We obtain a
contradiction since B1 contains B ′ strictly. �

Definition A.38 A complex A• in C is a family of objects Ai , i ∈ Z and morphisms
(called coboundaries, one also sometimes calls them (co)differentials) di : Ai →
Ai+1 such that di+1 ◦ di = 0 for every i (when the objects are only defined on a
certain interval, ex. i � 0, we set Ai = 0 for other superscripts i). A morphism of
complexes f : A• → B• is a family of morphisms f i : Ai → Bi that commute with
the coboundaries di .

We see immediately that the complexes in C form an abelian category. We call a
morphism of degree d between two complexes A• and B• a morphism from A• to the
shifted complex B•[d] (defined by (B•[d])i = Bi+d ).

Definition A.39 The i th cohomology object of a complex A• is

hi (A•) := Ker di/ Im di−1.

If f : A• → B• is a morphism of complexes, it induces a natural map hi ( f ) :
hi (A•) → hi (B•).

Remark A.40 The above definitions correspond to cochain complexes and to their
cohomology, which will be those we are mostly concerned with in this book. We
can also define chain complexes (Ai )i∈Z for which we have boundaries (instead of
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coboundaries) di : Ai → Ai−1 satisfying di ◦ di+1 = 0, and for which we can con-
sider the homology objects hi (A•) := Ker di/ Im di+1. One passes from one notion
to the other via the identification Ai = A−i , which amounts to passing to the opposite
category.

An application of the snake lemma is ([54], Th. 1.3.1):

Theorem A.41 Let

0 −→ A• f−−→ B• g−−→ C • −→ 0

be a short exact sequence of complexes. Then we have natural maps δi : hi (C •) →
hi+1(A•) that give rise to a long exact sequence

· · · −→ hi (A•)
hi ( f )−−−−−→ hi (B•)

hi (g)−−−−−→ hi (C •)
δi−−→ hi+1(A•) −→ · · ·

Definition A.42 We say that two morphisms of complexes f, g are homotopic (we
will write f ∼g) if there exists a family ofmorphisms ki : Ai → Bi−1 (not necessarily
commuting with the di ) such that f − g = dk + kd. If f ∼ g, the morphisms hi ( f )
and hi (g) induced on the cohomology are the same. Two complexes A• and B• are
homotopic if there exist morphisms f : A• → B• and g : B• → A• such that f ◦ g
and g ◦ f are homotopic to the identity (in this case the cohomology of the two
complexes is the same, cf. [54], Lem.1.4.5).

The theory of derived functors is based on the following proposition ([54],
Lem.2.2.5, Th. 2.2.6, Lem.2.3.6 and Th.2.3.7).

Proposition A.43 Let C be an abelian category with enough injectives. Then every
object A of C admits an injective resolution; i.e., there exists a complex

I • = 0 −→ I 0 −→ I 1 −→ · · ·

(defined in degrees i � 0) and a morphism A → I 0 such that all the objects of I •

are injective and we have an exact sequence

0 −→ A −→ I 0 −→ I 1 −→ · · ·

Furthermore, two injective resolutions are homotopic. We have an analogous result
if C has enough projectives, replacing injective resolutions by projective resolutions,
i.e., exact sequence

· · · −→ P1 −→ P0 −→ A −→ 0,

where each Pi is projective.

We deduce the following definition.
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Definition A.44 LetC be an abelian categorywith enough injectives.Let F : C → D
be a covariant left exact functor. The (right) derived functors Ri F, i � 0 are defined
as follows: for any object A of C, fix an injective resolution I • of A and set

Ri F(A) = hi (F(I •)).

This definition is justified by the fact that the derived functors are independent of
the chosen realisation up to an isomorphism of additive functors ([54], Lem.2.4.1
applied to Fop : Cop → Dop), which follows from Proposition A.43. Note that the
functor F is isomorphic to R0F as

(R0F)(A) = Ker[F(I 0) −→ F(I 1)] = F(A)

since F is left exact. On the other hand, we have Ri F(I ) = 0 if I is injective and
i > 0, an injective resolution of I being then simply

0 −→ I −→ I −→ 0.

In an analogous way, we define left derived functors of a right exact covariant
functor in a category with enough projectives by working with the homology of a
projective resolution.We also have the same notions for a contravariant functor (if it is
left exact, we obtain right derived functors by working with projective resolutions. If
it is right exact we obtain left derived functors by working with injective resolutions).

Example A.45
(a)LetG be afinite group. For anyG-module A, the cohomologygroups Hi (G, A)

are derived functors of the functor A �→ AG (which is right exact) from the category
of G-modules to that of abelian groups. Same holds true if G is profinite.

(b) If X is a topological space and F is a sheaf of abelian groups on X , then the
groups Hi (X,F) are derived functors of the functor “global section”F �→ Γ (X,F)

from the category of sheaves of abelian groups on X to Ab.

(c) Let R be a ring. If A and B are left R-modules, the groups ExtiR(A, B) are
defined as right derived functors of the functor HomR(A, .) (applied to B) from
ModR to Ab. In particular this applies to R = Z, or to R = Z[G] for any finite
group G. More generally, we can define the groups ExtiC(A, B) if A and B are
two objects of an abelian category with enough injectives, considering derived
functors from HomC(A, .). The ExtiC(A, .) then form a cohomological functor
(cf. Theorem A.46 below), and the ExtiC(., B) form a homological functor (the argu-
ment is the same as in Remark 1.37).

(d) Let R be a ring. The category ModN
R of projective systems of R-modules

(indexed by N) has enough injectives. The first derived functor lim←−
1 of functor lim←−n

(fromModN
R toModR) may be nonzero; however, all the higher derived functors are

always zero ([42], Prop. 2.7.4). If (An) is a projective system of R-modules satisfying
(ML), then its lim←−

1 is zero.
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The following theorem ([54], Th. 2.4.6, Theorem 2.4.7, and Exercise 2.4.3 applied
to Fop : Cop → Dop) summarise the main properties of derived functors.

Theorem A.46 Let C be an abelian category with enough injectives. Let F : C → D
be a left exact covariant functor.

(a) The family of the (Ri F)i�0 forms a cohomological functor (also called
δ-functor), which is: for any exact sequence

0 −→ A′ −→ A −→ A′′ −→ 0 (A.1)

in C, we have coboundary morphisms δi : Ri F(A′′) → Ri+1F(A′) inducing a long
exact sequence

· · · −→ Ri F(A′) −→ Ri F(A) −→ Ri F(A′′) δi−−→ Ri+1F(A′) −→ · · ·

and such that if we have a morphism from a short exact sequence (A.1) to another
short exact sequence 0 → B ′ → B → B ′′ → 0, then the δi induce a commutative
diagram:

Ri F(A′′) δi
Ri+1F(A′)

Ri F(B ′′) δi
Ri+1F(B ′).

(b) The family of the (Ri F)i�0 forms a universal δ-functor, meaning the following:
if S = (Si )i�0 is another δ-functor and f 0 : R0F = F → S0 is a natural transfor-
mation, then there exists a unique morphism of δ-functors ( f i )i�0 from (Ri F)i�0 to
S which extends f 0 (“morphism of δ-functors” means a family of natural transfor-
mations f i : Ri F → Si commuting with the δi ).

(c) If (J j ) j�0 is a family of acyclic objects for the functor F (i.e., such that
Ri F(J j ) = 0 for every i > 0) inducing a resolution

0 −→ A −→ J 0 −→ J 1 −→ · · ·

of an object A, then for any i � 0, we have Ri F(A) � hi (F(J •)) (thus we can
compute the derived functors using acyclic resolutions, not necessarily injective).

We have analogous results with other derived functors (starting with a contravari-
ant or right exact functor F), which give cohomological or homological derived
functors.

Remark A.47 We have in fact a more general result than (b): each cohomological
δ-functor T such that the T i for i > 0 are effaceable (i.e., such that for every object
A, there exists a monomorphism u : A → I such that T i (u) = 0) is universal, [54],
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Exer. 2.4.5. The proof of this fact is similar to that of the universality of derived
functors.

We sometimes need (in particular to define the tensor product of two complexes,
or to define spectral sequences) the following notion:

Definition A.48 Let C be an abelian category. A double complex A•• is a fam-
ily of objects (Apq)p,q∈Z equipped with morphisms (in general called differentials)
d ′pq : Apq → Ap+1,q and d ′′pq : Apq → Ap,q+1, satisfying (with obvious notation):
d ′ ◦ d ′ = 0, d ′′ ◦ d ′′ = 0, and d ′ ◦ d ′′ + d ′′ ◦ d ′ = 0 (the last equality is often called
the rule of signs).

Definition A.49 We furthermore assume that C is a category ModR of modules
over a ring R. The total complex T • = Tot(A••) associated to a double complex A••

is defined by T n = ⊕

p+q=n A
pq , the differentials d : An → An+1 are given by the

sum of maps
d = d ′ + d ′′ : Apq −→ Ap+1,q ⊕ Ap,q+1.

The fact that T • is complex follows from the rule of signs of Definition A.48 ([54],
alinéa 1.2.6).

Remark A.50 We have here given the definition of Tot(A••) which uses the direct
sum (and not the product) of the Apq since it is that definition that allows to define the
tensor product of two complexes (cf. definition A.51 below). The definition with the
product (denoted TotΠ or simply Tot in [54]) would be indispensable if wewanted for
example to consider the internal Hom between the complexes. See also the footnote
in the proof of Theorem 2.25.

Definition A.51 Let R be a commutative ring. Let C • and D• be two complexes in
the abelian category ModR . The tensor product

A•• = C •⊗R D
•

is the double complex defined as Apq := C p ⊗R Dq , with differentials

d ′pq = d p
C ⊗R IdDq ; d ′′pq = (−1)p IdC p ⊗Rd

q
D.

If there is no risk of confusion, we will also denote by C • ⊗R D• the total complex
associated to A••.

A.6 Ext and Tor

Let R be a ring. Let A be a left R-module. Recall that in the categoryModR , the func-
tors ExtiR(A, .) are defined as the right derived functors of the functor HomR(A, .)
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from ModR to Ab. We can in fact compute ExtiR(A, B) by deriving “on the other
side” using the following result ([54], Th. 2.7.6):

Theorem A.52 Let A and B be two R-modules. Then, for any i�0, we have:

ExtiR(A, B) = (Ri HomR(A, .))(B) = (Ri HomR(., B))(A),

where the Ri HomR(., B) are the right derived functors of the contravariant functor
(which is left exact) HomR(., B). In particular, if A or B is m-torsion (for a certain
integer m > 0), then the groups ExtiR(A, B) are m-torsion.

The Ext behave well with respect to products and direct sums ([54], Prop. 3.3.4):

Proposition A.53 Let (Ai ) and (Bj ) be two families of R-modules. Let A and B be
two R-modules. Then, for any n � 0, we have

ExtnR(
⊕

Ai , B) =
∏

i

ExtnR(Ai , B),

ExtnR(A,
∏

j

B j ) =
∏

j

ExtnR(A, Bj ).

In the special case R = Z, the category ModZ is simply that of abelian groups.
We have in this case the following vanishing result ([54], Lem.3.3.1), which easily
follows from the fact that the injectives of Ab are the abelian divisible groups and
that a quotient of a divisible abelian group is divisible:

Proposition A.54 Let A and B be abelian groups. Then ExtiZ(A, B) = 0 for i � 2.

Corollary A.55 If B is an abelian group, we have Ext1(Z/pZ, B) = B/pB.

If R is a commutative ring, we can also define the ToriR(A, B) as the left derived
functors of . ⊗R B as well as those of A⊗R . ([54], Th. 2.7.2). These derived functors
are thus trivial if A or B is a flat R-module. We have in particular the following
proposition, when R = Z ([54], Prop. 3.1.2, 3.1.3. and 3.1.4):

Proposition A.56 Let A and B be twoabeliangroups. Then thegroupTorZ(A, B) :=
Tor1Z(A, B) is a torsion abelian group, and ToriZ(A, B)=0 if i � 2. The group
TorZ(Q/Z, B) is the torsion subgroup Btors of B. If A or B is torsion-free, we also
have TorZ(A, B) = 0.

It is on the other hand possible to define groups ExtiC(A, B) when A and B are
two objects of an arbitrary abelian category C, in terms of Yoneda r-extensions ([54],
Vista 3.4.6). When C has enough injectives (or enough projectives), they coincide
with the groups Exti defined using derived functors.

Definition A.57 Let C be an abelian category, that we assume, for simplicity, to have
enough injectives. Let M , N , P be objects of C. We have for all r, s � 0 a bilinear
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map (compatible with the structure of cohomological functor of the “right” Ext and
the structure of homological functor of the “left” Ext):

ExtrC(N , P) × ExtsC(M, N ) −→ Extr+s
C (M, P), ( f, g) �−→ f · g

which can for example be defined via the interpretation of the groups ExtrC in terms of
Yoneda r -extensions: for f ∈ ExtrC(N , P) and g ∈ ExtsC(M, N ), we obtain f · g ∈
Extr+s

C (M, P) by concatenating the r -extension of N by P corresponding to f and
the s-extension of M by N corresponding to g.

Remark A.58 The bilinear map ( f, g) �→ f · g is easily understood in the language
of derived categories. The group ExtrC(M, N ) can then be seen as Hom(M, N [r ])
(in the derived category of C) where N [r ] is the complex with one term obtained by
placing N in degree −r , cf. [54], Sect. 10.7. It is equivalent to view ExtrC(M, N ) as
the set of homotopy classes of morphismsM • → N • of degree r between complexes,
where M • and N • are injective resolutions of M and N , respectively.

It turns out that the interpretation of spectral sequences in the language of derived
categories (loc. cit., Sect. 10.8) is very useful to check some compatibilities, like for
example the one in Proposition 16.17.

A.7 Spectral Sequences

Spectral sequences (in particular the spectral sequence of composed functors of
Grothendieck, that we will see below) are a powerful tool allowing to obtain infor-
mation about cohomology groups, that they endow with filtrations. They are notably
used to obtain vanishing or finiteness theorems about these groups. Here we will
limit ourselves to spectral sequences concentrated in the first quadrant, which are
the only ones we use in this book, and for which the results are slightly easier to state
than for example for bounded spectral sequences in the sense of [54], Déf. 5.2.5. (and
a fortiori for the not necessarily bounded spectral sequences).

In all this paragraph, C is an abelian category.

Definition A.59 Let a ∈ N. A cohomological spectral sequence concentrated in the
first quadrant (in the sequel we will simply say spectral sequence), starting with Ea ,
is the data:

(i) of a family (E pq
r ) of objects of C defined for r � a, p � 0, q � 0 (by conven-

tion, for the other indices, E pq
r = 0).

(ii) of morphisms
d pq
r : E pq

r −→ E p+r,q−r+1
r

such that the composites d pq
r ◦ d p−r,q+r−1

r are zero. In other words, if for r fixed we
place the object E pq

r to the point with coordinates (p, q) of the lattice Z2, the objects
on the right with slope (1 − r)/r form a cochain complex, the maps going from left
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to right. We sometimes say that for a fixed r , the E pq
r form a page Er of the spectral

sequence.

(iii) of an isomorphism between E pq
r+1 and the cohomology at E pq

r of the complex
defined above, that is,

E pq
r+1 = Ker d pq

r / Im d p−r,q+r−1
r .

Such a spectral sequence will be denoted by (E pq
r )r�a or simply (E pq

a ). To avoid
mixing up of indices, we will also denote E pq

r by E p,q
r .

For example, for r = 1, we obtain a complex on each horizontal line (= line with
slope 0) of the lattice. The objects of the “page” Er+1 are deduced from the preceding
page Er by taking cohomology of different complexes of Er . Note also that the slope
of differentials dr changes at each page, and that each differential d pq

r increases the
total degree p + q of the object E pq

r by 1. Besides, the fact that we have imposed
E pq
r = 0 if p or q is < 0 implies immediately that for fixed p, q, there exists r0 � a

such that E pq
r = E pq

r0 for r � r0.

Definition A.60 We denote by E pq
∞ the “stable” value of E pq

r , i.e., the object E pq
r

for r large enough.

Remark A.61 For any p, the object E0,p
∞ is a subgroup of the object E0,p

a of the
initial page, and for any q, the object Eq,0

∞ is a quotient of the object Eq,0
a of the initial

page. More generally E p,q
∞ is always a subquotient of the object E p,q

a by point (iii)
of the Definition A.59.

Definition A.62 Let H∗ = (Hn)n�1 be a family of objects of C. We say that a
spectral sequence (E pq

r )r�a converges to H∗ if each Hn admits a finite filtration

0 = Fn+1Hn ⊂ FnHn ⊂ · · · ⊂ F1Hn ⊂ F0Hn = Hn

such that for each p, q, we have

E pq
∞ � F pH p+q/F p+1H p+q .

We will then often write
(E pq

a ) =⇒ H p+q .

Themaps Hn → E0,n∞ ⊂ E0,n
a and En,0

a → En,0∞ ⊂ Hn are called the boundary maps
of the spectral sequence converging to Hn .

Example A.63 Let A•• be a double complex in the category of modulesModR , with
Apq = 0 if p < 0 or q < 0. Let T • be the total complex associated to A••. Let

E pq
1 = Hq(Ap•, d ′′)

be the cohomology groups of A•• “in the direction q”. Then we have (cf. [54], Sect.
5.6 for the homology version) a spectral sequence
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E pq
1 =⇒ H p+q(T •).

We can also start this spectral sequence with

E pq
2 = H p(Hq(A••)).

The next proposition is an immediate consequence of the fact that if a spectral
sequence converges to H∗, then each object Hn is filtered by the objects whose
successive quotients are the E pq

∞ with total degree p + q = n.

Proposition A.64 Assume that the spectral sequence (E pq
r )r�a converges to H∗ =

(Hn)n�1. Let n � 1 be fixed. If all the initial E pq
a of total degree n is zero (resp. finite),

then Hn is zero (resp. finite).

We will often apply the above proposition to Grothendieck spectral sequences
(that start at E2), obtained using the spectral sequence of composed functors (see
below), as for example in the Hochschild–Serre spectral sequence (Theorem 1.44)
where the Hn are cohomology groups of degree n.

Spectral sequences that converge to a family H∗ are mainly interesting when
families E pq

r have many zero terms. Here is a proposition that we easily deduce from
the definitions and which illustrates the most common situations in which we can
compute the Hn .

Proposition A.65 Let (E pq
r )r�a bea spectral sequence converging to H∗=(Hn)n�1.

(a) (collapse). Let r � a be fixed. Assume that there exists an index q0 such that we
have E pq

r = 0 if q 	= q0 (resp. there exists an index p0 such that E
pq
r = 0 if p 	= p0).

Then Hn is the term En−q0,q0
r (resp. E p0,n−p0

r ). One says in this case that the spectral
sequence collapses at the page Er .

(b) (spectral sequence with two columns). Assume that E pq
2 = 0 if p > 1. Then

we have, for any n � 1, an exact sequence

0 −→ E1,n−1
2 −→ Hn −→ E0,n

2 −→ 0.

(c) (spectral sequence with two lines). Assume that E pq
2 = 0 if q > 1. Then we

have a long exact sequence

0 −→ E1,0
2 −→ H 1 −→ E0,1

2 −→ E2,0
2 −→ H 2 −→ E0,2

2 −→ · · ·

It is also possible, by writing out definitions of filtrations on H 1 and H 2, to obtain
the exact sequence of lower degrees associated to a spectral sequence beginning at
the page E2.

Proposition A.66 Let (E pq
r )r�2 be a spectral sequence converging to H∗ =

(Hn)n�1. Then we have an exact sequence
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0 −→ E1,0
2 −→ H 1 −→ E0,1

2 −→ E2,0
2 −→ Ker[H 2 −→ E0,2

2 ] −→ E3,0
2

and the sequence
Ker[H 2 −→ E0,2

2 ] −→ E3,0
2 −→ H 3

is a complex.

All spectral sequences used in this book are obtained from the following general
theorem ([54], Th. 5.8.3), which is the spectral sequence of composed functors of
Grothendieck.

Theorem A.67 Let A, B, C be abelian categories such that A and B have enough
injectives. Let G : A → B and F : B → C be left exact covariant functors. Assume
that G sends each injective object ofA to an F-acyclic object B (i.e., an object B of
B such that Ri F(B) = 0 for any i > 0, for example an injective object in B). Then,
if A is an object in A, we have a convergent spectral sequence (starting at the page
E2):

E pq
2 = (RpF)((RqG)(A)) =⇒ Rp+q(FG)(A).

Some examples of application of this theorem are:

(a) the Hochschild–Serre spectral sequence (Theorem 1.44).

(b) the spectral sequence of the Ext (Theorem 16.14).

In these two cases, we often use Propositions A.64 and A.65 to obtain interesting
information about cohomology groups or the groups Ext, when we have vanishing
or finiteness theorems for the terms E pq

2 .



Appendix B
A Survey of Analytic Methods

This appendix gives an introduction to analytic methods, including Dirichlet series
and the C̆ebotarev density theorem.

In this appendix, we outline how analytic methods are used in class field theory.
In addition to their historic importance, these methods provide for example a direct
proof of the first inequality (that we have proved in this book using the second
inequality and Kummer extensions, see Theorem 13.21). These methods also prove
the very important Čebotarev theorem, that we have already encountered (without
proof) in Chap.18. These two results are the main objectives of this appendix. For
notational convenience, we will restrict ourselves to the case of a number field.

B.1 Dirichlet Series

In this paragraph, we collect some classical results from complex analysis, which
will be used in what follows. For any complex number z 	= 0, we denote by arg z ∈
[−π,π[ its argument. For all strictly positive real numbers b, c, ε, we set

D(b, c, ε) := {s ∈ C, Re(s) � b + c, | arg(s − b)| � π/2 − ε}.

Definition B.1 A Dirichlet series is a series (of complex variable s) of the form

f (s) =
∞

∑

n=1

a(n)

ns
,

where a(n) ∈ C and ns := exp(s log n), the symbol log denoting the Neperian log-
arithm.

Example B.2 The Riemann ζ function corresponds to the case where a(n) = 1 for
any n. That is, it is defined by
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ζ(s) =
∞

∑

n=1

1

ns
.

Theorem B.3 Let f (s) = ∑∞
n=1 a(n)/ns be a Dirichlet series. For any positive real

number x, let us set
S(x) :=

∑

n�x

a(n).

Suppose that there exists a positive real constant b such that |S(x)| = O(xb) when
x tends to +∞. Then, for all c, ε > 0, the series converges uniformly on D(b, c, ε),
and the function f (s) is holomorphic on the half plane Re(s) > b.

For a proof, see for example [26], Prop. IV.2.1.

Example B.4 The Riemann ζ function is holomorphic on the half plane Re(s) > 1,
since in this case the associated function S sends any x ∈ R∗+ to its integral part.
Furthermore, ζ extends to a meromorphic function on the half plane Re(s) > 0,
admitting a unique pole (which is simple) at s = 1 with residue 1 (see for example
[40], Th.V.1.3).

We immediately deduce from the previous example and from Theorem B.3
(applied to the series f (s) − αζ(s)) the following corollary:

Corollary B.5 Let f (s) = ∑∞
n=1 a(n)/ns be a Dirichlet series. Assume that there

exists α ∈ C and a real number b with 0 < b < 1, such that

|S(x) − αx | = O(xb)

when x tends to+∞, where S(x) = ∑

n�x a(n). Then the function f is holomorphic
on the half planeRe(s) > 1 and extends to a meromorphic function on the half plane
Re(s) > b, admitting a unique possible pole at s = 1 with residue α.

In what follows, if z is a complex number which is not a � 0 real (hence with
argument arg z ∈] − π,π[), we set log z := log |z| + i arg z. Recall that for a z with
modulus < 1, we have a power series expansion

− log(1 − z) =
∞

∑

n=1

zn

n
. (B.1)

Recall also that if (un)n�1 is a sequence of nonzero complex numbers, we say that
the infinite product

∏

un is absolutely convergent if the series
∑ |un − 1| converges.

This implies in particular that
∏

un converges (to a nonzero complex number). If
un is of the form un = 1/(1 − vn) with |vn| < 1, then log un is well defined and the
absolute convergence of

∏

un is equivalent to that of the series
∑− log(1 − vn).

We have an analogous statement for the absolute uniform convergence if (un(s)) is
a sequence of functions of complex variable s.
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B.2 Dedekind ζ Function; Dirichlet L-Functions

Let k be a number field, whose group of fractional ideals we denote Ik , and
Specm(Ok) the set of nonzero prime ideals (we will identify Specm(Z) with the
set of prime numbers). Let a be a nonzero ideal of the ring of integers Ok . Denote
by N (a) the absolute norm of a, which is the cardinality of (Ok/a).

Definition B.6 The Dedekind ζ function of k is the Dirichlet series

ζk(s) =
∑

a

1

N (a)s
,

the sum being taken over all nonzero ideals a of Ok .

Remark B.7 Note that we can identify the expression of ζk(s) to that of a Dirichlet
series, by collecting for any n ∈ N∗ the ideals a of norm n in the above sum.

Proposition B.8 The function ζk is holomorphic on the half plane Re(s) > 1, with:

ζk(s) =
∏

p∈Specm(Ok )

1

1 − N (p)−s
.

Proof Let c > 1. We will show that the infinite product

∏

p∈Specm(Ok )

1

1 − N (p)−s

converges absolutely and uniformly on the half plane Re(s) � c (which will give the
desired result by [46], Chap. VI, Sect. 2, Lemma 1). This is equivalent to showing
this property for the series

∑

p∈Specm(Ok )

− log(1 − N (p)−s).

But we have | − log(1 − N (p)−s)| � − log(1 − N (p)−c) as soon as Re(s) � c (use
for example the series expansion (B.1)) and it is thus enough to show that the series
with positive terms

∑

p∈Specm(Ok )

− log(1 − N (p)−c)

converges. As − log(1 − N (p)−c) ∼ N (p)−c when N (p) tends to +∞, is it equiva-
lent to saying that

∑

p∈Specm(Ok )

N (p)−c



316 Appendix B: A Survey of Analytic Methods

converges. Above each prime number p, there are at most d := [k : Q] prime ideals
of Ok . Each such prime ideal p verifies N (p)−c � p−c. We deduce that

∑

p∈Specm(Ok )

N (p)−c �
∑

p∈Specm(Z)

d · p−c � d ·
∑

n�1

n−c,

which proves the desired convergence with the Example B.4.

We thenobtain the equality of ζk(s)with the desired infinite product forRe(s) > 1,
using the identity

∏

p

1

1 − N (p)s
=

∏

p

(1 + 1

N (p)s
+ 1

N (p)2s
+ · · · ) =

∑

a

1

N (a)s
.

The last equality follows from the existence and the uniqueness of the decomposition
of any nonzero ideal of Ok as a product of prime ideals. �

We will now extend the definition of these functions ζk to a more general context.
Let�k be the set of all places of k and� f be the set of finite places (they correspond
to nonzero prime ideals of Ok). Recall (paragraph Sect. 15.4) that a cycleM of k is
a formal productM = ∏

v∈�k
vnv , where nv ∈ N, nv is zero for almost every v, and

nv ∈ {0, 1} if v is archimedean. If v0 is a place of k, the notation (v0,M) = 1 means
that v0 does not divide M, in other words nv0 = 0.

Let IM
k ⊂ Ik be the subgroup of Ik consisting of fractional ideals I of k which

are prime to M (that is: such that no prime ideal p dividing M appears in the
decomposition of I ). We denote by PM

k the group of principal fractional ideals
(a) verifying a ≡ 1 mod vnv for every place v dividing M (with the notation of
paragraph Sect. 15.4). We have defined (Definition 15.20) the group of ray class
field HM

k := Ck/CM
k = Ik/IMk · k∗ in terms of idèles. We will often shorten the

notations IM
k ,PM

k , IMk ,CM
k ... to IM,PM, IM,CM... when there is no ambiguity

on the field k. Lastly, denote by IM1 the group of idèles α = (αv) of k satisfying
αv = 1 for every place v (including the archimedean places) dividing M.

Proposition B.9 Let I := Ik be the groupof idèles of k andC := Ck its groupof idèle
classes. LetM = ∏

v∈�k
vnv be a cycle of k. Then we have an isomorphism i between

HM = C/CM and the finite group IM/PM. Furthermore, if K/k is a finite Galois
extension, this isomorphism is compatible with the normmaps NK/k : CK → Ck and
NK/k : IK → Ik (in anobvious sense). If c ∈ C/CM is the class of an idèleα = (αv)

of IM1 , we have

i(c) = i(α) :=
∏

(v,M)=1

vval(xv). (B.2)

Note that we have already encountered the special caseM = 1 of this statement in
Sect. 15.4. The finiteness of IM/PM is classical, see for example [26], Cor. IV.1.6.
Recall also that NK/k : IK → Ik is the homomorphism sending each nonzero prime
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ideal q of OK to p f , where f is the residual degree of the extension K/k and
p := q ∩ Ok .

Proof First observe that I = IM1 · IM · k∗. Indeed, ifα ∈ I , we can find (by approx-
imation Theorem 12.18) an a ∈ k∗ such that αva ≡ 1 mod vnv for any place v divid-
ing M. Thus we can write αva = βvγv , where βv and γv are defined by: βv = 1 if
v dividesM, βv = αva otherwise; γv = αva if v dividesM, γv = 1 otherwise. We
obtain that the idèle β := (βv) is in IM1 and the idèle γ := (γv) is in IM. Thus we
can write α = β · γ · a−1 ∈ IM1 · IM · k∗.

We deduce

HM = I/IMk∗ = IM1 · IM · k∗/IMk∗ ∼= IM1 /(IM · k∗) ∩ IM1 .

The homomorphism i : IM1 → IM/PM defined by the formula (B.2) is clearly
surjective. Its kernel N consists of the (αv) ∈ IM1 such that there exists b ∈ k∗
verifying

(b) =
∏

(v,M)=1

vval(αv) ∈ PM,

that is: such that there exists b ∈ k∗ such that αvb−1 ≡ 1 mod vnv for every place
v. Thus N = (IM · k∗) ∩ IM1 , and i induces an isomorphism i between HM and
IM/PM. The compatibility of i with the maps NK/k when K is a finite Galois
extension of k is straightforward. �

Definition B.10 A Dirichlet character is a homomorphism χ from the group of ray
class field HM to C∗. In other words χ is a character of IM whose kernel contains
PM, for a certain cycle M. The Dirichlet L-function associated to χ is the series

L(s,χ) :=
∑

a

χ(a)

N (a)s
,

the sum being taken over the nonzero ideals a of Ok (we make a convention that
χ(a) = 0 if a /∈ IM, which is if a is not prime toM).

Example B.11 ForM = 1 and χ = 1, we recover the Dedekind ζk function of the
number field k. For k = Q and M = m · p∞ (where m ∈ N∗ and p∞ is the infinite
place), we have HM ∼= (Z/mZ)∗ and we recover the classical Dirichlet series ([46],
Chap. VI, Sect. 2)

∑

n�1

χ(n)

ns
,

where χ is a character of (Z/mZ)∗ (extended by 0 to the integers non-prime to m).

In a way identical to Proposition B.8, we show that the function L(s,χ) is holo-
morphic on the half plane Re(s) > 1, and in this region can be written as an infinite
product
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L(s,χ) =
∏

(p,M)=1

1

1 − N (p)−s χ(p)
,

the product taken over all the nonzero prime ideals of Ok not dividing M. We will
see that unlike in the case of ζk , the function L(s,χ) does not have a pole at 1 if χ
is different from the trivial character χ0.

Definition B.12 Let M be a cycle of k. Let k an element of HM = IM/PM. We
define the partial ζ function associated to k by

ζ(s, k) :=
∑

a∈k

1

N (a)s
.

The sum is taken over the ideals a ⊂ Ok of IM which are in the class kmoduloPM.

We thus have for any Dirichlet character χ of HM:

L(s,χ) =
∑

k∈HM

χ(k)ζ(s, k).

In particular, we obtain
ζk(s) =

∑

k∈HM

ζ(s, k).

Note that ζ(s, k) is a Dirichlet series (cf. Remark B.7) whose associated function S
(as in Theorem B.3) is

S(x, k) := #{a ∈ k, a ⊂ Ok, N (a) � x}.

Theorem B.13 Let d := [k : Q]. Let M be a cycle of k. There exists gM ∈ R∗+
(depending on M but not on k) such that for any class k ∈ HM:

|S(x, k) − gMx | = O(x1−
1
d )

when x tends to +∞.

The proof of this statement (which is certainly themost technical of this appendix)
uses methods of geometry of numbers (notablyMinkowski theorem); see [33], Chap.
VI, Theorem 3. The value of gM (which depends on [k : Q], on the discriminant of
k, its class number and its unit group) is related to the analytic class number formula,
cf. [40], remark after Th2.2.

Corollary B.14 The function ζ(s, k) is holomorphic for Re(s) > 1, admits a mero-
morphic extension to the half plane Re(s) > 1 − 1/d, with a unique simple pole at
s = 1, the residue being the strictly positive real number gM.



Appendix B: A Survey of Analytic Methods 319

Proof This follows from Theorem B.13 and Corollary B.5. �

Corollary B.15 The Dedekind ζk function admits a meromorphic extension to the
half plane Re(s) > 1 − 1/d, with a unique simple pole at s = 1.

Proof Indeed, we have ζk(s) = ∑

k∈HM ζ(s, k). �

Corollary B.16 Let χ be a non-trivial character of HM. Then the function L(s,χ)

extends to a holomorphic function on the half plane Re(s) > 1 − 1/d.

Proof We have
L(s,χ) =

∑

k∈HM

χ(k)ζ(s, k).

By Corollary B.14, it is enough to show that

∑

k∈HM

χ(k) · gM = 0.

But as gM does not depend on k, this follows from the orthogonality relation (cf. [46],
Chap. VI, Prop. 4) :

∑

k∈HM

χ(k) = 0,

which holds for any non-trivial character of the finite group HM. �

B.3 Complements on the Dirichlet Density

Let T ⊂ Specm(Ok) be a set of nonzero prime ideals ofOk . Recall that the Dirichlet
density (that we will simply call density in this appendix) of T is the limit (if it exists)

δ(T ) := lim
s→1+

∑

p∈T N (p)−s

∑

p∈Specm(Ok )
N (p)−s

.

The notation lims→1+ means that s tend to 1 from the right as a real variable. Simi-
larly, a notation such as f (s) ∼1+ g(s) will in what follows mean that the function
f (s)/g(s) tends to 1 when s tends to 1 from the right as a real variable.

Note that, by definition, we have δ(T1 ∪ T2) = δ(T1) + δ(T2) if T1 and T2 are
disjoint (when at least two of the densities δ(T1), δ(T2), and δ(T1 ∪ T2) are defined).

Proposition B.17 Let T ⊂ Specm(Ok) be a set of nonzero prime ideals of Ok . Set

ζk,T (s) =
∏

p∈T

1

1 − N (p)−s
.
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(a) The function
g(s) := log(ζk,T (s)) −

∑

p∈T
N (p)−s

is holomorphic in the region defined by Re(s) > 1/2.

(b) We have
∑

p∈Specm(Ok )

(Np)−s ∼1+ − log(s − 1)

(c) The density of T is the limit (if it exists)

lim
s→1+

∑

p∈T (Np)−s

− log(s − 1)
.

In particular, if T is finite, we have δ(T ) = 0.

(d) Let m be a strictly positive integer. Assume that ζk,T (s)m extends to a mero-
morphic function in a neighbourhood of 1 with a simple pole at s = 1. Then T has
density 1/m.

(e) Assume that ζk,T (s) extends to a holomorphic function in a neighbourhood
of 1. Then T is of density 0.

Proof (a) Using the series development (B.1), we obtain

log(ζk,T (s)) =
∑

p∈T

∑

n�1

1

nN (p)sn
,

hence

g(s) =
∑

p∈T

∑

n�2

1

nN (p)sn
.

Let c > 1/2. If Re(s) � c, we have the inequality

∣

∣

∣

1

nN (p)sn

∣

∣

∣ � 1

N (p)cn

for any n � 2 and any p ∈ Specm(Ok). We deduce, using the formula for the sum
of a geometric series

∑

p∈T

∑

n�2

∣

∣

∣

1

nN (p)sn

∣

∣

∣ �
∑

p∈Specm(Ok )

1

(1 − N (p)−c)N (p)2c
.

As c > 1/2, this last series is convergent since N (p)�2, hence (1 − N (p)−c) �
1 − 1/

√
2 > 0 and we know that

∑

p∈Specm(Ok )
N (p)−2c is convergent by Propo-
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sition B.8 since 2c > 1. We finally deduce that g is holomorphic in the region
Re(s) > 1/2.

(b) Let us apply (a) with T = Specm(Ok). We then know (Corollary B.15) that
ζk,T = ζk has a simple pole at s = 1. Thus we can write

ζk(s) = a

s − 1
+ h(s)

with a 	= 0 and h a holomorphic function in a neighbourhood
of 1. We necessarily have a > 0 since for s > 1 real, we have ζk(s) > 1. We deduce

log(ζk(s)) ∼1+ − log(s − 1). (B.3)

as in the right neighbourhood of 1, we know that log a is negligible compared to
− log(s − 1). On the other hand (a) gives

∑

p∈Specm(Ok )

N (p)−s = log(ζk(s)) − g(s)

with g holomorphic in a neighbourhood of 1, which along with (B.3) implies

∑

p∈Specm(Ok )

N (p)−s ∼1+ − log(s − 1).

(c) follows immediately from (b).

(d) We have by assumption

ζk,T (s)m = a

s − 1
+ g(s),

with g holomorphic in a neighbourhood of 1 and a 	= 0 (hence a ∈ R∗+). We deduce
that

m log(ζk,T (s)) ∼1+ − log(s − 1).

The assertion (a) then implies that

m
∑

p∈T
N (p)−s ∼1+ − log(s − 1),

which by (c) means that δ(T ) = 1/m.

(e) The assumption is now that ζk,T is holomorphic in a neighbourhood of 1. As
for s > 1 real, we clearly have ζk,T (s) � 1, we also have log(ζk,T ) holomorphic in a
neighbourhood of 1, which by (a) means that



322 Appendix B: A Survey of Analytic Methods

∑

p∈T
N (p)−s

is holomorphic in a neighbourhood of 1, hence by (c) that δ(T ) = 0. �

Remark B.18 The same proof shows that if ζk,T (s)m extends to a meromorphic
function in a neighbourhood of 1 with a pole of order r > 0 at 1, then δ(T ) = r/m.
In such cases, we sometimes say that T is of polar density r/m.

Recall that the absolute degree of a nonzero prime ideal p of Ok is the degree
[kp : Qp], where p is the prime number that p divides.

Corollary B.19 (a) Assume that T contains no prime ideal of absolute degree 1.
Then ζk,T is holomorphic in a neighbourhood of 1 and δ(T ) = 0.

(b) If S ⊂ Specm(Ok) contains all the prime ideals of absolute degree 1, then ζk,S
extends to a meromorphic function in a neighbourhood of 1 admitting a simple pole
at 1, and we have δ(S) = 1.

Proof (a) By assumption, if p ∈ T , we have N (p) = p f with f � 2, where p is the
prime number such that p divides p. If d = [k : Q], there are at most d prime ideals
above each prime number p. Thus, the infinite product

ζk,T (s) =
∏

p∈T

1

1 − N (p)−s

can be written as a product of d infinite products, each of those products being of
the form

∏

p∈A

1

1 − p− f ps
,

where f p � 2 and A is a subset of Specm(Z). Such a product converges absolutely
and uniformly (by domination) on every region of C of the form Re(s) > c with
c > 1

2 because
∏

p∈Specm(Z)

1

1 − p−2c
= ζ(2c)

converges. Thus ζk,T is holomorphic at 1 (with ζk,T (1) ∈ R∗+) and we conclude with
Proposition B.17, (e).

(b) Let T be the complement of S in Specm(Ok). Then by definition we have
ζk(s) = ζk,T (s).ζk,S(s). The result then follows from (a) and Proposition B.17, (b)
along with Corollary B.15. �
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B.4 The First Inequality

We begin with a special case of the Čebotarev theorem, whose proof in the general
case will be given in Sect. B.6.

Proposition B.20 Let k be a number field. Let K be a finite Galois extension of k.
Then the set of prime ideals ofOk totally split in the extension K/k has density 1

[K :k] .

Proof Let S be the set of prime ideals ofOk totally split in K/k. Let T be the set of
prime ideals of OK which are above a prime ideal of S. Let us set d := [K : k]. For
any p ∈ S, there are exactly d prime ideals q which are above p and they verify by
definition: NK/k(q) = p, hence

N (q) = N (NK/k(q)) = N (p).

We deduce
ζK ,T (s) = ζk,S(s)

d . (B.4)

Besides, T contains all the prime ideals of OK unramified in K/k which are of
absolute degree 1 (since a fortiori, such an ideal is above an ideal of Ok totally split
in K/k). Furthermore, the prime ideals ramified in K/k are finite in number, hence
their density is zero by PropositionB.17 (c). ByCorollaryB.19 (b) and equality (B.4),
the function ζk,S(s)d extends to ameromorphic function in a neighbourhood of 1with
a simple pole at 1. We conclude with Proposition B.17, (d). �

We are now ready to prove a partial equidistribution result (which will be made
precise in Theorem B.28) on prime ideals in different classes of IM/PM (the nota-
tions are those of Proposition B.9):

Proposition B.21 Let M be a cycle of k. Let H be a subgroup of IM containing
PM. Let δ be the density of the set H ∩ Specm(Ok) of prime ideals which are in H.
Then:

(i) if L(1,χ) 	= 0 for every non-trivial character χ of IM/H, then

δ = 1/[IM : H ];

(ii) otherwise, δ = 0. In this case, L(1,χ) = 0 for one and only one non-trivial
character χ = χ1 of IM/H, and the zero of L(s,χ1) at s = 1 is simple.

We will see in paragraph Sect. B.5 (as a consequence of the translation of the
existence Theorem 15.9 in terms of ideals) that we are in fact always in the case (i).

Proof Let us set h = [IM : H ]. Let χ be a character of IM/H , which is a character
of IM whose restriction to H is 1. The function

L(s,χ) =
∏

(p,M)=1

1

1 − χ(p)N (p)−s
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(the product being over the set of prime ideals of Ok not dividing M) verifies

log(L(s,χ)) −
∑

(p,M)=1

χ(p)

N (p)s
= g(s), (B.5)

with g(s) holomorphic for Re(s) > 1/2 (the proof is exactly the same as that of
Proposition B.17, (a)).

In addition we know, via the orthogonality relation ([46], Chap. VI, Corollary
of Prop. 4) that for any prime ideal p ∈ Specm(Ok) not dividing M, the expression
∑

χ χ(p) (the sum being over all the characters χ of IM/H ) is h or 0 depending on
whether p is in H or not. Summing (B.5) over all the characters of IM/H , we thus
obtain

∑

χ

log(L(s,χ)) = h
∑

p∈H
N (p)−s + g1(s),

with g1 holomorphic in a neighbourhood of 1.

If now χ is not the trivial character χ0, then L(s,χ) is holomorphic in a neigh-
bourhood of 1 (Corollary B.16), and we can write L(s,χ) = (s − 1)m(χ)u(s) with
m(χ) ∈ N and u(1) 	= 0, hence we deduce

log(L(s,χ)) = m(χ) log(s − 1) + gχ(s),

where the function gχ is holomorphic in a neighbourhood of 1. On the other hand
we have

ζk(s) = L(s,χ0) ·
∏

p|M

1

1 − N (p)−s
,

which shows that (as there are only finitely many factors in the product) that
log(L(s,χ0)) is the sumof log(ζk(s)) and a function holomorphic in a neighbourhood
of 1. We conclude using Corollary B.15 that

log(L(s,χ0)) = − log(s − 1) + g0(s),

where g0 is holomorphic in a neighbourhood of 1. Putting it all together, we obtain

h
∑

p∈H
N (p)−s = −(1 −

∑

χ	=χ0

m(χ)) log(s − 1) + g2(s),

with g2 holomorphic in a neighbourhood of 1. In the case (i), this gives

∑

p∈H
N (p)−s ∼1+ −1

h
log(s − 1),
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and hence δ = 1/h using Proposition B.17, (c). In the case (ii), as
∑

p∈H N (p)−s ∈
R∗+, the only possibility is that one and only one of the m(χ) is nonzero (and it is
necessarily equal to 1), in which case h

∑

p∈H N (p)−s = g2(s) and δ = 0 by loc. cit.
�

From this we will deduce the first inequality (cf. Theorem 13.21), initially in the
language of ideals. If K is a finite extension of a number field k and M is a cycle
of k, then the set S of prime ideals dividing M is finite. Let SK be the set of prime
ideals of K above a prime ideal in S. Denote by IM

k (resp. IM
K ) the group of those

fractional ideals of k (resp. of K ) that contain no element of S (resp. of SK ) in their
decomposition (in Proposition B.21, we have shortened IM

k as IM). Recall also that
PM
k is the group of principal fractional ideals (a) of Ik verifying a ≡ 1 mod vnv for

every place v dividing M.

Theorem B.22 (First inequality, “classical” form) Let k be a number field. Let K
be a finite Galois extension of k. Let M be a cycle of k. Then

[IM
k : PM

k .NK/k(IM
K )] � [K : k].

Furthermore, for any non-trivial character χ of IM
k /PM

k .NK/k(IM
K ), we have

L(1,χ) 	= 0.

Proof Let d = [K : k]. Let us set H = PM
k · NK/k(IM

K ), this is a subgroup of IM
k

which contains PM
k . Let δ be the density of the set of prime ideals of Ok which are

in H . If a prime ideal p ofOk is totally split in K/k, then p is the norm of each ideal
of OK above it, therefore p ∈ H . By Proposition B.20, we have δ � d−1 > 0.

We are therefore necessarily in the case (i) of Proposition B.21, which implies
that δ = [IM

k : H ]−1. As we have seen that δ � d−1, we conclude that

[IM
k : H ] � d.

Proposition B.21 also gives L(1,χ) 	= 0 for any non-trivial character χ of IM
k /H .

�

Corollary B.23 (First inequality, “idelic” form) Let k be a number field. Let K be
a finite Galois extension of k. Let Ck = Ik/k∗ and CK = IK /K ∗ be the ideal class
groups of k an K respectively. Then

[Ck : NK/kCK ] � [K : k].

Proof Let S be a finite set of places of k containing all archimedean places and all
those ramified in K/k. Let us set nv = 1 if v is archimedean and choose, for v finite in
S, a sufficiently large nv > 0 so that each element xv of k∗

v verifying val(xv − 1) � nv

is a norm of the local extension Kv/kv (such an nv exists by Proposition 9.7 (b) and
Lemma 9.9 (c)). If v is a finite place of k not in S, each element of O∗

v is a norm of
Kv/kv by Lemma 9.8 (a).
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For v /∈ S, let us set nv = 0 and consider the cycle M := ∏

v∈�k
vnv . With the

notation of the paragraph Sect. 15.4 (in particular Definition 15.20), we then have
IMk ⊂ NK/k IK , hence we deduce that CM

k ⊂ NK/kCK . Let HM
k = Ck/CM

k be the
ray class group modulo M, and HM

K := CK /CMK
K , where MK is the cycle of K

obtained by associating to each place w of K the integer nv with w|v (thus HM
K is

the ray class group modulo MK ). We obtain

Ck/NK/kCK
∼= HM

k /NK/k H
M
K

∼= IM
k /PM

k · NK/k(IM
K )

by Proposition B.9. It is then enough to apply Theorem B.22. �

Remark B.24 We have obtained the first inequality totally independently of the
global class field theory developed in part III of this book. We will now use this
theory (in particular the existence theorem) to make precise certain analytic results
encountered above.

B.5 Class Field Theory in Terms of Ideals

As observed in Remark 15.5, a disadvantage of the classical definition of the Artin
reciprocity map ψK/k for an abelian extension K/k is that we cannot a priori define
it on the whole group of fractional ideals Ik , but only on the subgroup generated
by the prime ideals which are unramified in K/k. Furthermore, it is necessary (in
particular to obtain the desired kernel of ψK/k) to work with a cycleM such that K
is contained in the ray class field kM moduloM. Such a cycle is called a declaration
cycle for the extension K/k. As we have seen (Theorem 15.21 and Definition 15.22),
such a cycle always exists (but note that to obtain this result, we had to use the fact
that NK/kCK is a subgroup of finite index of Ck , which follows from cohomological
theory of global class field theory). Once we have the existence Theorem 11.20, we
have the following statement:

Proposition B.25 LetM be a cycle of k. Let χ be a character of the ray class group
HM

k
∼= IM

k /PM
k (cf. Proposition B.9). Then, there exists a finite abelian extension

K of k such that the kernel of χ is NK/k HM
K .

Proof By definition, we have HM
k = Ck/CM

k and the kernel of χ is thus of the form
U/CM

k , whereU is a subgroup ofCk containingCM
k . Theorem 15.21 (the part using

the existence Theorem 11.20) implies that there exists a finite abelian extension K
of k such that U = NK/kCK , hence Ker χ = NK/k HM

K . �

Corollary B.26 For any cycle M of k and any non-trivial Dirichlet character χ :
HM

k → C∗, we have L(1,χ) 	= 0.

Proof This follows immediately from the second assertion of Theorem B.22 and of
the Proposition B.25. �
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Remark B.27 It is possible to obtain Corollary B.26 by purely analytic methods,
without using class field theory: see [9], Exp.VIII, theorem 2.

We can now state a theorem about the equidistribution of prime ideals in a more
precise form than Proposition B.21:

Theorem B.28 Let M be a cycle of k. Let k0 be an element of HM
k = IM

k /PM
k .

Then, the set of prime ideals of Ok which are in the class k0 has density 1/#HM
k .

Proof Let χ be a character of HM
k . The formula (B.5) gives:

log(L(s,χ)) −
∑

(p,M)=1

χ(p)

N (p)s
= g(s),

with g(s) holomorphic near 1, that we can rewrite

log(L(s,χ)) =
∑

k∈HM
k

χ(k)
∑

p∈k

1

N (p)s
+ g(s).

If χ is not the trivial character χ0, observe that χ(k0
−1) · log(L(s,χ)) is holomorphic

near 1 by Corollary B.26, while for χ0 we have with the formula (B.3):

χ0(k0
−1) · log(L(s,χ0)) ∼ log ζk(s) ∼ − log(s − 1).

Summing over different characters, we obtain

∑

k∈HM
k

∑

χ

χ(kk0
−1)

∑

p∈k

1

N (p)s
∼ − log(s − 1).

As we have by orthogonality of characters ([46], Chap. VI, Corollary to Prop. 4)
∑

χ χ(kk0
−1) = 0 except for kk0

−1 = 1, we obtain

#HM
k

∑

p∈k0

1

N (p)s
∼ − log(s − 1),

which means exactly (with Proposition B.17, (c)) that the desired density is 1/#HM
k .
�

We can also reformulate the reciprocity law in terms of the Artin map constructed
in Remark 15.5:

Theorem B.29 (Reciprocity law in the langage of ideals)
Let K/k be an abelian extension of a number field. LetM be a declaration cycle

for K/k. Then the Artin map (defined in the Remark 15.5)
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ψK/k : IM
k −→ Gal(K/k)

induces an isomorphism of IM
k /NK/kIM

K · PM
k withGal(K/k). Furthermore,ψK/k

is compatible with the norm residue symbol, that is: the diagram

Ck
(., K/k)

i

Gal(K/k)

Id

IM
k /PM

k

ψK/k
Gal(K/k)

is commutative.

To simplify the notation, we have again denoted by i : Ck → IM
k /PM

k the homo-
morphism induced by the isomorphism Ck/CM

k → IM
k /PM

k of Proposition B.9.

Proof The assumption that M is a declaration cycle for K/k means that K is
a subextension of the ray class field kM, or that the congruence subgroup CM

k
verifies reck(CM

k ) ⊂ Gal(kab/K ), where reck : Ck → Gal(kab/k) is the reciprocity
map (induced by passage to the limit of the norm residue symbols (., k ′/k) for k ′ finite
abelian extension of k). Thus, the isomorphism i : Ck/CM

k
∼= IM

k /PM
k induces a

commutative diagram

Ck/CM
k

(., K/k)

i

Gal(K/k)

Id

IM
k /PM

k
u

Gal(K/k)

and we need to show that u is the Artin map ψK/k . For any place v of k and any
av ∈ kv , denote by [av] the idèle (1, 1, . . . , av, 1, . . . ). We have seen in the proof of
Proposition B.9 that every class of Ck/CM

k is represented by an idèle (αv) of IMk,1 ,
which is an idèle verifying αv = 1 for every place v dividing M. This implies that
Ck/CM

k is generated by the classes of the idèles c of the form [πv], where v is a finite
place of k (corresponding to a p ∈ Specm(Ok)) not dividing M (hence unramified)
and πv a uniformiser of kv . For such a class c, we have i(c) = p in IM

k /PM
k via the

formula (B.2). Thus

u(i(c)) = (c, K/k) = ([πv], K/k) = ψK/k(p) ∈ Gal(K/k)

is the Frobenius at v by definition of ψK/k (Remark 15.5) and of the norm residue
symbol (., K/k) (cf. formula (14.1) and Proposition 9.8, (a)).We thus have u = ψK/k

and ψK/k is surjective as (., K/k) is.

It remains to show that the image of NK/kCK by the map i : Ck → IM
k /PM

k is
exactly NM/PM

k , where NM := NK/kIM
K · PM

k .We already haveCM
k ⊂ NK/kCK

as CM
k is in the kernel of the reciprocity map (., K/k) : Ck → Gal(K/k). Let us
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denote by IMK ,1 the subgroup of IK consisting of idèles (βw) verifying βw = 1 for
every place w above a place of v dividing M. As we have seen in the proof of the
Proposition B.9, we have IK = IMK ,1 · IMK · K ∗, hence:

NK/kCK /CM
k = NK/k IK · k∗/IMk · k∗ = NK/k I

M
K ,1 · IMk · k∗/IMk · k∗.

The elements of NK/kCK /CM
k are the classes represented by the elements of

NK/k IMK ,1 in IMk,1 . By formula (B.2), they are exactly the classes sent by i to the
ideals belonging to NK/kIM

K ⊂ IM
k , hence

i(NK/kCK /CM
k ) = NK/kIM

K · PM
k /PM

k = NM/PM
k ,

which finishes the proof. �

Remark B.30 The kernel NM = NK/kIM
K · PM

k of the Artin map ψK/k : IM
k →

Gal(K/k) is called the group of declared ideals modulo M for the extension K/k.
The correspondence K �→ NM is a bijection between the subextensions of the ray
class field kM and the subgroups of IM containing PM.

We can now prove the “abelian” case of the Čebotarev theorem:

Corollary B.31 Let K/k be a finite abelian extension of a number field with Galois
group G. Let σ ∈ G. Then, the density of the set of prime ideals p ∈ Specm(Ok)

which are unramified in K/k and such that ψK/k(p) = σ (in other words: such that
the Frobenius at p is σ) is 1/[K : k].
Proof Choose a declaration cycle M of the extension K/k. By Theorem B.29,
the Artin map ψK/k induces an isomorphism of IM

k /NM with G for a certain
subgroup NM of IM

k containing PM
k . Let c ∈ IM

k /NM be the class sent to σ by
this isomorphism. Proposition B.21 implies that the density of the set of prime ideals
whose class modulo NM is c is

1

[IM
k : PM

k ] · [NM : PM
k ] = 1

[IM
k : NM] = 1

#G
= 1

[K : k] .

�

B.6 Proof of the Čebotarev Theorem

We have already encountered (Theorem 18.1) the Čebotarev theorem, but we have
not provided a proof. To conclude this appendix, we are going to fill this gap here.

Theorem B.32 (Čebotarev theorem) Let K/k be a finite Galois extension of a
number field, whose Galois group we denote by G. Let C be a conjugacy class in G.
Let δ be the density of the set T of prime ideals p ∈ Specm(Ok), unramified in K/k
and such that Frobp ∈ C. Then δ = #C/#G.
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Recall that Frobp ∈ G is theFrobenius atp, which iswell definedup to conjugation
so that the condition Frobp ∈ C makes sense. In this statement, we can also restrict
to prime ideals of absolute degree 1 by Corollary B.19.

Proof Let σ ∈ C , thenC is the set of τστ−1 with τ ∈ G. Denote by d the cardinality
of G, m the order of σ in G and c the cardinality of C . Let M ⊂ K be the field fixed
by σ, then K is a cyclic extension of M of degree m. In the remainder of the proof,
we only consider prime ideals that are unramified in the various finite extensions of
number fields that appear, a finite set of prime ideals being of zero density.

Let TM be the set of prime ideals q ∈ Specm(OM) which are split in M/k and
whose Frobenius (relatively to the abelian extension K/M) is σ ∈ Gal(K/M). By
Corollaries B.19 and B.31, the density of TM is 1

m . Denote by TK the set of prime
ideals k ∈ Specm(OK )whose Frobenius in Gal(K/k) (cf. Definition 12.13) is σ. We
will need a lemma:

Lemma B.33 (a) The map u1 : k → k ∩ OM is bijective from TK to TM.

(b) The map u2 : k → k ∩ Ok is surjective from TK onto T , and the preimage of
each element of T under u2 has cardinality d/cm.

Assume that the lemma is proved. Then the map q → q ∩ Ok is surjective from
TM onto T , and there are d/cm prime ideals of TM above each prime ideal of T .
Furthermore, if q ∈ TM , we have NM/k(q) = p hence N (q) = N (p). It follows that

∑

p∈T
Np−s = cm

d

∑

q∈TM
Nq−s ∼1+ −cm

d
· 1

m
log(s − 1) = − c

d
log(s − 1),

which shows that the density δ of T is c
d .

It remains to prove the lemma. Let us first show that if k ∈ TK , then q := k ∩ OM

is in TM . Let us set p := k ∩ Ok . The group Gal(Kk/kp) is generated by σ and as σ
fixes Mq, we have Mq = kp, which proves that q is split in M/k and the Frobenius
associated to q in Gal(K/M) is σ, which implies q ∈ TM . Furthermore, the residual
degree of Kk/Mq is the same as that of Kk/kp, that is, m, which means that k is the
only prime ideal of K above q, hence the injectivity of u1. Finally if q ∈ TM , there
exists a prime ideal k of OK above q. As by definition of TM we have Mq = kp, we
obtain that the Frobenius at k in Gal(K/k) is also its Frobenius in Gal(K/M), which
is σ. Thus k ∈ TK , which shows that u1 is surjective and concludes the proof of (a).

Let us prove the item (b) of the lemma. Fix p0 ∈ T and choose a prime ideal
k0 ∈ Specm(OK ) above p0. By definition, we have k0 ∈ TK . For any τ ∈ G, we have
(cf. Definition 12.13)

Frobτ ·k0 = τ Frobk0 τ−1 = τστ−1.

Thus Frobτ ·k0 = σ if and only if τ is in the centraliser Z of σ in G. The cardinality
of Z is d

c as G/Z is in bijection with C (G acts transitively by conjugation on C and
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Z is the stabiliser of an element). If D0 ⊂ G is the decompositions subgroup of k0,
we have a bijection τ �→ τ .k0 of Z/D0 over the set of prime ideals of TK above p0.
Thus, this last set has cardinality

#Z

#D0
= #Z

m
= d

cm
,

since D0 is the cyclic group generated by σ. This proves (b) of the lemma and
concludes the proof of the Čebotarev theorem. �
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