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Preface

This book is an introduction to the differential geometry of curves and
surfaces, both in its local and global aspects. The presentation differs from the
traditional ones by a more extensive use of elementary linear algebra and by a
certain emphasis placed on basic geometrical facts, rather than on machinery
or random details.

We have tried to build each chapter of the book around some simple and
fundamental idea. Thus, Chapter 2 develops around the concept of a regular
surface in R3; when this concept is properly developed, it is probably the best
model for differentiable manifolds. Chapter 3 is built on the Gauss normal map
and contains a large amount of the local geometry of surfaces in R3. Chapter
4 unifies the intrinsic geometry of surfaces around the concept of covariant
derivative; again, our purpose was to prepare the reader for the basic notion
of connection in Riemannian geometry. Finally, in Chapter 5, we use the
first and second variations of arc length to derive some global properties of
surfaces. Near the end of Cbapter 5 (Sec. 5-10), we show how questions on
surface theory, and the experience of Chapters 2 and 4, lead naturally to the
consideration of differentiable manifolds and Riemannian metrics.

To maintain the proper balance between ideas and facts, we have presented
a large number of examples that are computed in detail. Furthermore, a rea-
sonable supply of exercises is provided. Some factual material of classical
differential geometry found its place in these exercises. Hints or answers are
given for the exercises that are starred.

The prerequisites for reading this book are linear algebra and calculus.
From linear algebra, only the most basic concepts are needed, and a standard
undergraduate course on the subject should suffice. From calculus, a cer-
tain familiarity with calculus of several variables (including the statement

xiii



xiv Preface

of the implicit function theorem) is expected. For the reader’s convenience,
we have tried to restrict our references to R. C. Buck, Advanced Calcu-
lus, New York: McGraw-Hill, 1965 (quoted as Buck, Advanced Calculus).
A certain knowledge of differential equations will be useful but it is not
required.

This book is a free translation, with additional material, of a book and
a set of notes, both published originally in Portuguese. Were it not for the
enthusiasm and enormous help of Blaine Lawson, this book would not have
come into English. Alarge part of the translation was done by Leny Cavalcante.
I am also indebted to my colleagues and students at IMPA for their comments
and support. In particular, Elon Lima read part of the Portuguese version and
made valuable comments.

Robert Gardner, Jürgen Kern, Blaine Lawson, and Nolan Wallach read
critically the English manuscript and helped me to avoid several mistakes, both
in English and Mathematics. Roy Ogawa prepared the computer programs for
some beautiful drawings that appear in the book (Figs. 1-3, 1-8, 1-9, 1-10,
1-11, 3-45 and 4-4). Jerry Kazdan devoted his time generously and literally
offered hundreds of suggestions for the improvement of the manuscript. This
final form of the book has benefited greatly from his advice. To all these
people—and to Arthur Wester, Editor of Mathematics at Prentice-Hall, and
Wilson Góes at IMPA—I extend my sincere thanks.

Rio de Janeiro Manfredo P. do Carmo



Some Remarks on Using
This Book

We tried to prepare this book so it could be used in more than one type of
differential geometry course. Each chapter starts with an introduction that
describes the material in the chapter and explains how this material will be
used later in the book. For the reader’s convenience, we have used footnotes to
point out the sections (or parts thereof) that can be omitted on a first reading.

Although there is enough material in the book for a full-year course (or
a topics course), we tried to make the book suitable for a first course on
differential geometry for students with some background in linear algebra and
advanced calculus.

For a short one-quarter course (10 weeks), we suggest the use of the
following material: Chapter 1: Secs. 1-2, 1-3, 1-4, 1-5 and one topic of
Sec. 1-7—2 weeks. Chapter 2: Secs. 2-2 and 2-3 (omit the proofs), Secs. 2-4
and 2-5—3 weeks. Chapter 3: Secs. 3-2 and 3-3—2 weeks. Chapter 4:
Secs. 4-2 (omit conformal maps and Exercises 4, 13–18, 20), 4-3 (up to Gauss
theorema egregium), 4-4 (u p to Prop. 4; omit Exercises 12, 13, 16, 18–21),
4-5 (up to the local Gauss-Bonnet theorem; include applications (b) and (f))—
3 weeks.

The 10-week program above is on a pretty tight schedule. A more relaxed
alternative is to allow more time for the first three chapters and to present survey
lectures, on the last week of the course, on geodesics, the Gauss theorema
egregium, and the Gauss-Bonnet theorem (geodesics can then be defined as
curves whose osculating planes contain the normals to the surface).

xv



xvi Some Remarks on Using This Book

In a one-semester course, the first alternative could be taught more leisurely
and the instructor could probably include additional material (for instance,
Secs. 5-2 and 5-10 (partially), or Secs. 4-6, 5-3 and 5-4).

Please also note that an asterisk attached to an exercise does not mean the
exercise is either easy or hard. It only means that a solution or hint is provided
at the end of the book. Second, we have used for parametrization a bold-faced
x and that might become clumsy when writing on the blackboard. Thus we
have reserved the capital X as a suggested replacement.

Where letter symbols that would normally be italic appear in italic context,
the letter symbols are set in roman. This has been done to distinguish these
symbols from the surrounding text.



1 Curves 

1-1. Introduction 

The differential geometry of curves and surfaces has two aspects. One, which 

may be called classical differential geometry, started with the beginnings of 

calculus. Roughly speaking, classical differential geometry is the study of 

local properties of curves and surfaces. By local properties we mean those 

properties which depend only on the behavior of the curve or surface in the 

neighborhood of a point. The methods which have shown themselves to be 

adequate in the study of such properties are the methods of differential calculus. 

Because of this, the curves and surfaces considered in differential geometry 

will be defined by functions which can be differentiated a certain number of 

times. 

The other aspect is the so-called global differential geometry. Here one 

studies the influence of the local properties on the behavior of the entire curve 

or surface. We shall come back to this aspect of differential geometry later in 

the book. 

Perhaps the most interesting and representative part of classical differ­

ential geometry is the study of surfaces. However, some local properties of 

curves appear naturally while studying surfaces. We shall therefore use this 

first chapter for a brief treatment of curves. 

The chapter has been organized in such a way that a reader interested 

mostly in surfaces can read only Sees. 1-2 through 1-5. Sections 1-2 through 

1-4 contain essentially introductory material (parametrized curves, arc length, 

vector product), which will probably be known from other courses and is 

included here for completeness. Section 1-5 is the heart of the chapter and 

1 



2 1. Curves

contains the material of curves needed for the study of surfaces. For those
wishing to go a bit further on the subject of curves, we have included Secs. 1-6
and 1-7.

1-2. Parametrized Curves

We denote by R3 the set of triples (x, y, z) of real numbers. Our goal is to
characterize certain subsets of R3 (to be called curves) that are, in a cer-
tain sense, one-dimensional and to which the methods of differential calculus
can be applied. A natural way of defining such subsets is through differen-
tiable functions. We say that a real function of a real variable is differentiable
(or smooth) if it has, at all points, derivatives of all orders (which are auto-
matically continuous). A first definition of curve, not entirely satisfactory but
sufficient for the purposes of this chapter, is the following.

DEFINITION. A parametrized differentiable curve is a differentiable
map α: I → R3 of an open interval I = (a, b) of the real line R into R3.†

The word differentiable in this definition means that α is a correspondence
which maps each t ∈ I into a point α(t) = (x(t), y(t), z(t)) ∈ R3 in such a
way that the functions x(t), y(t), z(t) are differentiable. The variable t is called
the parameter of the curve. The word interval is taken in a generalized sense,
so that we do not exclude the cases a = −∞, b = +∞.

If we denote by x ′(t) the first derivative of x at the point t and use similar
notations for the functions y and z, the vector (x ′(t), y ′(t), z′(t)) = α′(t) ∈ R3

is called the tangent vector (or velocity vector) of the curve α at t . The image
set α(I) ⊂ R3 is called the trace of α. As illustrated by Example 5 below, one
should carefully distinguish a parametrized curve, which is a map, from its
trace, which is a subset of R3.

A warning about terminology. Many people use the term “infinitely dif-
ferentiable” for functions which have derivatives of all orders and reserve the
word “differentiable” to mean that only the existence of the first derivative is
required. We shall not follow this usage.

Example 1. The parametrized differentiable curve given by

α(t) = (a cos t, a sin t, bt), t ∈ R,

has as its trace in R3 a helix of pitch 2πb on the cylinder x2 + y2 = a2. The
parameter t here measures the angle which the x axis makes with the line
joining the origin 0 to the projection of the point α(t) over the xy plane (see
Fig. 1-1).

†In italic context, letter symbols will not be italicized so they will be clearly
distinguished from the surrounding text.
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z

ά (t)

α(t)
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0

t

0

y

x

Figure 1-1 Figure 1-2

Example 2. The map α: R → R2 given by α(t) = (t3, t2), t ∈ R, is a
parametrized differentiable curve which has Fig. 1-2 as its trace. Notice that
α′(0) = (0, 0); that is, the velocity vector is zero for t = 0.

Example 3. The map α: R → R2 given by α(t) = (t3 − 4t, t2 − 4),
t ∈ R, is a parametrized differentiable curve (see Fig. 1-3). Notice that
α(2) = α(−2) = (0, 0); that is, the map α is not one-to-one.

x
0

y

x
0

y

Figure 1-3 Figure 1-4

Example 4. The map α: R → R2 given by α(t) = (t, |t |), t ∈ R, is not
a parametrized differentiable curve, since |t | is not differentiable at t = 0
(Fig. 1-4).



4 1. Curves

Example 5. The two distinct parametrized curves

α(t) = (cos t, sin t),

β(t) = (cos 2t, sin 2t),

where t ∈ (0 − ǫ, 2π + ǫ), ǫ > 0, have the same trace, namely, the circle
x2 + y2 = 1. Notice that the velocity vector of the second curve is the double
of the first one (Fig. 1-5).

ά (t)

β́ (t)

x

y

0

Figure 1-5

We shall now recall briefly some properties of the inner (or dot) product of
vectors in R3. Let u = (u1, u2, u3) ∈ R3 and define its norm (or length) by

|u| =
√

u2
1 + u2

2 + u2
3.

Geometrically, |u| is the distance from the point (u1, u2, u3) to the origin
0 = (0, 0, 0). Now, let u = (u1, u2, u3) and v = (v1, v2, v3) belong to R3,
and let θ , 0 ≤ θ ≤ π , be the angle formed by the segments 0u and 0v. The
inner product u · v is defined by (Fig. 1-6)

u · v = |u||v| cos θ.

The following properties hold:

1. Assume that u and v are nonzero vectors. Then u · v = 0 if and only if
u is orthogonal to v.
2. u · v = v · u.
3. λ(u · v) = λu · v = u · λv.
4. u · (v + w) = u · v + u · w.

A useful expression for the inner product can be obtained as follows.
Let e1 = (1, 0, 0), e2 = (0, 1, 0), and e3 = (0, 0, 1). It is easily checked
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z
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Figure 1-6

that ei · ej = 1 if i = j and that ei · ej = 0 if i �= j , where i, j = 1, 2, 3.
Thus, by writing

u = u1e1 + u2e2 + u3e3, v = v1e1 + v2e2 + v3e3,

and using properties 2 to 4, we obtain

u · v = u1v1 + u2v2 + u3v3.

From the above expression it follows that if u(t) and v(t), t ∈ I , are
differentiable curves, then u(t) · v(t) is a differentiable function, and

d

dt
(u(t) · v(t)) = u′(t) · v(t) + u(t) · v′(t).

EXERCISES

1. Find a parametrized curve α(t) whose trace is the circle x2 + y2 = 1 such
that α(t) runs clockwise around the circle with α(0) = (0, 1).

2. Let α(t) be a parametrized curve which does not pass through the origin.
If α(t0) is a point of the trace of α closest to the origin and α′(t0) �= 0, show
that the position vector α(t0) is orthogonal to α′(t0).

3. A parametrized curve α(t) has the property that its second derivative α′′(t)

is identically zero. What can be said about α?

4. Let α: I → R3 be a parametrized curve and let v ∈ R3 be a fixed vector.
Assume that α′(t) is orthogonal to v for all t ∈ I and that α(0) is also
orthogonal to v. Prove that α(t) is orthogonal to v for all t ∈ I .
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5. Let α: I → R3 be a parametrized curve, with α′(t) �= 0 for all t ∈ I . Show
that |α(t)| is a nonzero constant if and only if α(t) is orthogonal to α′(t)

for all t ∈ I .

1-3. Regular Curves; Arc Length

Let α: I → R3 be a parametrized differentiable curve. For each t ∈ I where
α′(t) �= 0, there is a well-defined straight line, which contains the point α(t)

and the vector α′(t). This line is called the tangent line to α at t . For the study
of the differential geometry of a curve it is essential that there exists such
a tangent line at every point. Therefore, we call any point t where α′(t) = 0
a singular point of α and restrict our attention to curves without singular points.
Notice that the point t = 0 in Example 2 of Sec. 1-2 is a singular point.

DEFINITION. A parametrized differentiable curve α: I → R3 is said to
be regular if α′(t) �= 0 for all t ∈ I.

From now on we shall consider only regular parametrized differentiable
curves (and, for convenience, shall usually omit the word differentiable).

Given t0 ∈ I , the arc length of a regular parametrized curve α: I → R3,
from the point t0, is by definition

s(t) =
∫ t

t0

|α′(t)| dt,

where

|α′(t)| =
√

(x ′(t))2 + (y ′(t))2 + (z′(t))2

is the length of the vector α′(t). Since α′(t) �= 0, the arc length s is a
differentiable function of t and ds/dt = |α′(t)|.

In Exercise 8 we shall present a geometric justification for the above
definition of arc length.

It can happen that the parameter t is already the arc length measured from
some point. In this case, ds/dt = 1 = |α′(t)|; that is, the velocity vector has
constant length equal to 1. Conversely, if |α′(t)| ≡ 1, then

s =
∫ t

t0

dt = t − t0;

i.e., t is the arc length of α measured from some point.
To simplify our exposition, we shall restrict ourselves to curves para-

metrized by arc length; we shall see later (see Sec. 1-5) that this restriction
is not essential. In general, it is not necessary to mention the origin of the
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arc length s, since most concepts are defined only in terms of the derivatives
of α(s).

It is convenient to set still another convention. Given the curve α

parametrized by arc length s ∈ (a, b), we may consider the curve β defined
in (−b, −a) by β(−s) = α(s), which has the same trace as the first one but is
described in the opposite direction. We say, then, that these two curves differ
by a change of orientation.

EXERCISES

1. Show that the tangent lines to the regular parametrized curve α(t) =
(3t, 3t2, 2t3) make a constant angle with the line y = 0, z = x.

2. A circular disk of radius 1 in the plane xy rolls without slipping along the
x axis. The figure described by a point of the circumference of the disk
is called a cycloid (Fig. 1-7).

x

y

t
l

0

Figure 1-7. The cycloid.

*a. Obtain a parametrized curve α: R → R2 the trace of which is the
cycloid, and determine its singular points.

b. Compute the arc length of the cycloid corresponding to a complete
rotation of the disk.

3. Let 0A = 2a be the diameter of a circle S1 and 0y and AV be the tangents
to S1 at 0 and A, respectively. A half-line r is drawn from 0 which meets
the circle S1 at C and the line AV at B. On 0B mark off the segment
0p = CB. If we rotate r about 0, the point p will describe a curve called
the cissoid of Diocles. By taking 0A as the x axis and 0Y as the y axis,
prove that

a. The trace of

α(t) =
(

2at2

1 + t2
,

2at3

1 + t2

)

, t ∈ R,

is the cissoid of Diocles (t = tan θ ; see Fig. 1-8).
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b. The origin (0, 0) is a singular point of the cissoid.

c. As t → ∞, α(t) approaches the line x = 2a, and α′(t) → 0, 2a.
Thus, as t → ∞, the curve and its tangent approach the line x = 2a;
we say that x = 2a is an asymptote to the cissoid.

4. Let α: (0, π) → R2 be given by

α(t) =
(

sin t, cos t + log tan
t

2

)

,

where t is the angle that the y axis makes with the vector α′(t). The trace
of α is called the tractrix (Fig. 1-9). Show that

y V

B

A

S1

0 x

C
p

θ

2a

r

α(t)

l

l

0
x

t

l

t

y

Figure 1-8. The cissoid of Diocles. Figure 1-9. The tractrix.

a. α is a differentiable parametrized curve, regular except at t = π/2.

b. The length of the segment of the tangent of the tractrix between the
point of tangency and the y axis is constantly equal to 1.

5. Let α: (−1, +∞) → R2 be given by

α(t) =
(

3at

1 + t3
,

3at2

1 + t3

)

.
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Prove that:

a. For t = 0, α is tangent to the x axis.

b. As t → +∞, α(t) → (0, 0) and α′(t) → (0, 0).

c. Take the curve with the opposite orientation. Now, as t → −1, the
curve and its tangent approach the line x + y + a = 0.

The figure obtained by completing the trace of α in such a way that
it becomes symmetric relative to the line y = x is called the folium of
Descartes (see Fig. 1-10).

x
0

a

a

y

Figure 1-10. Folium of Descartes.

6. Let α(t) = (aebt cos t, aebt sin t), t ∈ R, a and b constants, a > 0,
b < 0, be a parametrized curve.

a. Show that as t → +∞, α(t) approaches the origin 0, spiraling around
it (because of this, the trace of α is called the logarithmic spiral; see
Fig. 1-11).

b. Show that α′(t) → (0, 0) as t → +∞ and that

lim
t→+∞

∫ t

t0

|α′(t)| dt

is finite; that is, α has finite arc length in [t0, ∞).
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t

y

x

Figure 1-11. Logarithmic spiral.

7. A map α: I → R3 is called a curve of class Ck if each of the coordi-
nate functions in the expression α(t) = (x(t), y(t), z(t)) has continuous
derivatives up to order k. If α is merely continuous, we say that α is of
class C0. A curve α is called simple if the map α is one-to-one. Thus, the
curve in Example 3 of Sec. 1-2 is not simple.

Let α: I → R3 be a simple curve of class C0. We say that α has a
weak tangent at t = t0 ∈ I if the line determined by α(t0 + h) and α(t0)

has a limit position when h → 0. We say that α has a strong tangent
at t = t0 if the line determined by α(t0 + h) and α(t0 + k) has a limit
position when h, k → 0. Show that

a. α(t) = (t3, t2), t ∈ R, has a weak tangent but not a strong tangent at
t = 0.

*b. If α: I → R3 is of class C1 and regular at t = t0, then it has a strong
tangent at t = t0.

c. The curve given by

α(t) =
{

(t2, t2), t ≥ 0,

(t2, −t2), t ≤ 0,

is of class C1 but not of class C2. Draw a sketch of the curve and its
tangent vectors.

*8. Let α: I → R3 be a differentiable curve and let [a, b] ⊂ I be a closed
interval. For every partition

a = t0 < t1 < · · · < tn = b
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of [a, b], consider the sum
∑n

i=1 |α(ti) − α(ti−1)| = l(α, P ), where P

stands for the given partition. The norm |P | of a partition P is defined as

|P | = max(ti − ti−1), i = 1, . . . , n.

Geometrically, l(α, P ) is the length of a polygon inscribed in
α([a, b]) with vertices in α(ti) (see Fig. 1-12). The point of the exer-
cise is to show that the arc length of α([a, b]) is, in some sense, a limit
of lengths of inscribed polygons.

α(t
n–1)

α(t
i
)

α(t
n
)

α(t0)

α

α(t1) α(t2)

Figure 1-12

Prove that given ǫ > 0 there exists δ > 0 such that if |P | < δ then
∣

∣

∣

∣

∫ b

a

|α′(t)| dt − l(α, P )

∣

∣

∣

∣

< ǫ.

9. a. Let α: I → R3 be a curve of class C0 (cf. Exercise 7). Use the approx-
imation by polygons described in Exercise 8 to give a reasonable
definition of arc length of α.

b. (A Nonrectifiable Curve.) The following example shows that, with
any reasonable definition, the arc length of a C0 curve in a closed
interval may be unbounded. Let α: [0, 1] → R2 be given as α(t) =
(t, t sin(π/t)) if t �= 0, and α(0) = (0, 0). Show, geometrically, that
the arc length of the portion of the curve corresponding to 1/(n + 1) ≤
t ≤ 1/n is at least 2/(n+ 1

2
). Use this to show that the length of the

curve in the interval 1/N ≤ t ≤ 1 is greater than 2
∑N

n=1 1/(n + 1),
and thus it tends to infinity as N → ∞.

10. (Straight Lines as Shortest.) Let α: I → R3 be a parametrized curve. Let
[a, b] ⊂ I and set α(a) = p, α(b) = q.

a. Show that, for any constant vector v, |v| = 1,

(q − p) · v =
∫ b

a

α′(t) · v dt ≤
∫ b

a

|α′(t)| dt.
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b. Set

v =
q − p

|q − p|

and show that

|α(b) − α(a)| ≤
∫ b

a

|α′(t)| dt;

that is, the curve of shortest length from α(a) to α(b) is the straight
line joining these points.

1-4. The Vector Product in R3

In this section, we shall present some properties of the vector product in R3.
They will be found useful in our later study of curves and surfaces.

It is convenient to begin by reviewing the notion of orientation of a vec-
tor space. Two ordered bases e = {ei} and f = {fi}, i = 1, . . . , n, of an
n-dimensional vector space V have the same orientation if the matrix of
change of basis has positive determinant. We denote this relation by e ∼ f .
From elementary properties of determinants, it follows that e ∼ f is an
equivalence relation; i.e., it satisfies

1. e ∼ e.

2. If e ∼ f , then f ∼ e.

3. If e ∼ f , f ∼ g, then e ∼ g.

The set of all ordered bases of V is thus decomposed into equivalence classes
(the elements of a given class are related by ∼) which by property 3 are disjoint.
Since the determinant of a change of basis is either positive or negative, there
are only two such classes.

Each of the equivalence classes determined by the above relation is called
an orientation of V . Therefore, V has two orientations, and if we fix one of
them arbitrarily, the other one is called the opposite orientation.

In the case V = R3, there exists a natural ordered basis e1 = (1, 0, 0),
e2 = (0, 1, 0), e3 = (0, 0, 1), and we shall call the orientation corresponding
to this basis the positive orientation of R3, the other one being the negative
orientation (of course, this applies equally well to any Rn). We also say that a
given ordered basis of R3 is positive (or negative) if it belongs to the positive
(or negative) orientation of R3. Thus, the ordered basis e1, e3, e2 is a negative
basis, since the matrix which changes this basis into e1, e2, e3 has determinant
equal to −1.
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We now come to the vector product. Let u, v ∈ R3. The vector product of
u and v (in that order) is the unique vector u ∧ v ∈ R3 characterized by

(u ∧ v) · w = det(u, v, w) for all w ∈ R3.

Here det(u, v, w) means that if we express u, v, and w in the natural basis {ei},

u =
∑

uiei, v =
∑

viei,

w =
∑

wiei, i = 1, 2, 3,

then

det(u, v, w) =

∣

∣

∣

∣

∣

∣

∣

u1 u2 u3

v1 v2 v3

w1 w2 w3

∣

∣

∣

∣

∣

∣

∣

,

where |aij | denotes the determinant of the matrix (aij ). It is immediate from
the definition that

u ∧ v =
∣

∣

∣

∣

∣

u2 u3

v2 v3

∣

∣

∣

∣

∣

e1 −
∣

∣

∣

∣

∣

u1 u3

v1 v3

∣

∣

∣

∣

∣

e2 +
∣

∣

∣

∣

∣

u1 u2

v1 v2

∣

∣

∣

∣

∣

e3. (1)

Remark. It is also very frequent to write u ∧ v as u × v and refer to it as
the cross product.

The following properties can easily be checked (actually they just express
the usual properties of determinants):

1. u ∧ v = −v ∧ u (anticommutativity).

2. u ∧ v depends linearly on u and v; i.e., for any real numbers a, b, we
have

(au + bw) ∧ v = au ∧ v + bw ∧ v.

3. u ∧ v = 0 if and only if u and v are linearly dependent.

4. (u ∧ v) · u = 0, (u ∧ v) · v = 0.

It follows from property 4 that the vector product u ∧ v �= 0 is normal to
a plane generated by u and v. To give a geometric interpretation of its norm
and its direction, we proceed as follows.

First, we observe that (u ∧ v) · (u ∧ v) = |u ∧ v|2 > 0. This means that the
determinant of the vectors u, v, u∧ v is positive; that is, {u, v, u∧ v} is a
positive basis.
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Next, we prove the relation

(u ∧ v) · (x ∧ y) =

∣

∣

∣

∣

∣

u · x v · x
u · y v · y

∣

∣

∣

∣

∣

,

where u, v, x, y are arbitrary vectors. This can easily be done by observing
that both sides are linear in u, v, x, y. Thus, it suffices to check that

(ei ∧ ej ) · (ek ∧ el) =
∣

∣

∣

∣

∣

ei · ek ej · ek

ei · el ej · el

∣

∣

∣

∣

∣

for all i, j, k, l = 1, 2, 3. This is a straightforward verification.
It follows that

|u ∧ v|2 =
∣

∣

∣

∣

∣

u · u u · v
u · v v · v

∣

∣

∣

∣

∣

= |u|2|v|2(1 − cos2 θ) = A2,

where θ is the angle of u and v, and A is the area of the parallelogram generated
by u and v.

In short, the vector product of u and v is a vector u ∧ v perpendicular to a
plane spanned by u and v, with a norm equal to the area of the parallelogram
generated by u and v and a direction such that {u, v, u∧ v} is a positive basis
(Fig. 1-13).

v sin θ  

2θ

v
π

u

u ^ v 

Figure 1-13

The vector product is not associative. In fact, we have the following
identity:

(u ∧ v) ∧ w = (u · w)v − (v · w)u, (2)

which can be proved as follows. First we observe that both sides are linear in
u, v, w; thus, the identity will be true if it holds for all basis vectors. This last
verification is, however, straightforward; for instance,
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(e1 ∧ e2) ∧ e1 = e2 = (e1 · e1)e2 − (e2 · e1)e1.

Finally, let u(t) = (u1(t), u2(t), u3(t)) and v(t) = (v1(t), v2(t), v3(t)) be
differentiable maps from the interval (a, b) to R3, t ∈ (a, b). It follows
immediately from Eq. (1) that u(t) ∧ v(t) is also differentiable and that

d

dt
(u(t) ∧ v(t)) =

du

dt
∧ v(t) + u(t) ∧

dv

dt
.

Vector products appear naturally in many geometrical constructions. Actu-
ally, most of the geometry of planes and lines in R3 can be neatly expressed
in terms of vector products and determinants. We shall review some of this
material in the following exercises.

EXERCISES

1. Check whether the following bases are positive:

a. The basis {(1, 3), (4, 2)} in R2.

b. The basis {(1, 3, 5), (2, 3, 7), (4, 8, 3)} in R3.

*2. Aplane P contained in R3 is given by the equationax + by + cz + d = 0.
Show that the vector v = (a, b, c) is perpendicular to the plane and that
|d|/

√
a2 + b2 + c2 measures the distance from the plane to the origin

(0, 0, 0).

*3. Determine the angle of intersection of the two planes 5x + 3y +
2z − 4 = 0 and 3x + 4y − 7z = 0.

*4. Given two planes aix + biy + ciz + di = 0, i = 1, 2, prove that a
necessary and sufficient condition for them to be parallel is

a1

a2

=
b1

b2

=
c1

c2

,

where the convention is made that if a denominator is zero, the corre-
sponding numerator is also zero (we say that two planes are parallel if
they either coincide or do not intersect).

5. Show that an equation of a plane passing through three noncolinear points
p1 = (x1, y1, z1), p2 = (x2, y2, z2), p3 = (x3, y3, z3) is given by

(p − p1) ∧ (p − p2) · (p − p3) = 0,

where p = (x, y, z) is an arbitrary point of the plane and p − p1, for
instance, means the vector (x − x1, y − y1, z − z1).
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*6. Given two nonparallel planes aix + biy + ciz + di = 0, i = 1, 2, show
that their line of intersection may be parametrized as

x − x0 = u1t, y − y0 = u2t, z − z0 = u3t,

where (x0, y0, z0) belongs to the intersection and u = (u1, u2, u3) is the
vector product u = v1 ∧ v2, vi = (ai, bi, ci), i = 1, 2.

*7. Prove that a necessary and sufficient condition for the plane

ax + by + cz + d = 0

and the line x − x0 = u1t , y − y0 = u2t , z − z0 = u3t to be parallel is

au1 + bu2 + cu3 = 0.

*8. Prove that the distance ρ between the nonparallel lines

x − x0 = u1t, y − y0 = u2t, z − z0 = u3t,

x − x1 = v1t, y − y1 = v2t, z − z1 = v3t

is given by

ρ =
|(u ∧ v) · r|

|u ∧ v|
,

where u = (u1, u2, u3), v = (v1, v2, v3), r = (x0 − x1, y0 − y1, z0 − z1).

9. Determine the angle of intersection of the plane 3x + 4y + 7z + 8 = 0
and the line x − 2 = 3t , y − 3 = 5t , z − 5 = 9t .

10. The natural orientation of R2 makes it possible to associate a sign to the
area A of a parallelogram generated by two linearly independent vectors
u, v ∈ R2. To do this, let {ei}, i = 1, 2, be the natural ordered basis of R2,
and write u = u1e1 + u2e2, v = v1e1 + v2e2. Observe the matrix relation

(

u · u u · v
v · u v · v

)

=
(

u1 u2

v1 v2

)(

u1 v1

u2 v2

)

and conclude that

A2 =

∣

∣

∣

∣

∣

u1 u2

v1 v2

∣

∣

∣

∣

∣

2

.

Since the last determinant has the same sign as the basis {u, v}, we can
say that A is positive or negative according to whether the orientation of
{u, v} is positive or negative. This is called the oriented area in R2.
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11. a. Show that the volume V of a parallelepiped generated by three lin-
early independent vectors u, v, w ∈ R3 is given by V = |(u ∧ v) · w|,
and introduce an oriented volume in R3.

b. Prove that

V 2 =

∣

∣

∣

∣

∣

∣

∣

u · u u · v u · w
v · u v · v v · w
w · u w · v w · w

∣

∣

∣

∣

∣

∣

∣

.

12. Given the vectors v �= 0 and w, show that there exists a vector u such
that u ∧ v = w if and only if v is perpendicular to w. Is this vector u

uniquely determined? If not, what is the most general solution?

13. Let u(t) = (u1(t), u2(t), u3(t)) and v(t) = (v1(t), v2(t), v3(t)) be differ-
entiable maps from the interval (a, b) into R3. If the derivatives u′(t)

and v′(t) satisfy the conditions

u′(t) = au(t) + bv(t), v′(t) = cu(t) − av(t),

where a, b, and c are constants, show that u(t) ∧ v(t) is a constant vector.

14. Find all unit vectors which are perpendicular to the vector (2, 2, 1)

and parallel to the plane determined by the points (0, 0, 0), (1, −2, 1),
(−1, 1, 1).

1-5. The Local Theory of Curves Parametrized by Arc Length

This section contains the main results of curves which will be used in the later
parts of the book.

Let α: I = (a, b) → R3 be a curve parametrized by arc length s. Since the
tangent vector α′(s) has unit length, the norm |α′′(s)| of the second derivative
measures the rate of change of the angle which neighboring tangents make with
the tangent at s. |α′′(s)| gives, therefore, a measure of how rapidly the curve
pulls away from the tangent line at s, in a neighborhood of s (see Fig. 1-14).
This suggests the following definition.

DEFINITION. Let α: I → R3 be a curve parametrized by arc length
s ∈ I. The number |α′′(s)| = k(s) is called the curvature of α at s.

If α is a straight line, α(s) = us + v, where u and v are constant vectors
(|u| = 1), then k ≡ 0. Conversely, if k = |α′′(s)| ≡ 0, then by integration
α(s) = us + v, and the curve is a straight line.
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ά´(s)

ά´(s)

ά´(s)

ά (s)

ά (s)

ά (s)

Figure 1-14

Notice that by a change of orientation, the tangent vector changes its
direction; that is, if β(−s) = α(s), then

dβ

d(−s)
(−s) = −

dα

ds
(s).

Therefore, α′′(s) and the curvature remain invariant under a change of
orientation.

At points where k(s) �= 0, a unit vector n(s) in the direction α′′(s) is
well defined by the equation α′′(s) = k(s)n(s). Moreover, α′′(s) is normal to
α′(s), because by differentiating α′(s) · α′(s) = 1 we obtain α′′(s) · α′(s) = 0.
Thus, n(s) is normal to α′(s) and is called the normal vector at s. The plane
determined by the unit tangent and normal vectors, α′(s) and n(s), is called
the osculating plane at s. (See Fig. 1-15.)

At points where k(s) = 0, the normal vector (and therefore the osculating
plane) is not defined (cf. Exercise 10). To proceed with the local analysis
of curves, we need, in an essential way, the osculating plane. It is therefore
convenient to say that s ∈ I is a singular point of order 1 if α′′(s) = 0 (in this
context, the points where α′(s) = 0 are called singular points of order 0).

In what follows, we shall restrict ourselves to curves parametrized by arc
length without singular points of order 1. We shall denote by t (s) = α′(s) the
unit tangent vector of α at s. Thus, t ′(s) = k(s)n(s).

The unit vector b(s) = t (s) ∧ n(s) is normal to the osculating plane and
will be called the binormal vector at s. Since b(s) is a unit vector, the length
|b′(s)| measures the rate of change of the neighboring osculating planes with



1-5. The Local Theory of Curves Parametrized by Arc Length 19

t

b

n

n
b

t

Figure 1-15

the osculating plane at s; that is, |b′(s)| measures how rapidly the curve pulls
away from the osculating plane at s, in a neighborhood of s (see Fig. 1-15).

To compute b′(s) we observe that, on the one hand, b′(s) is normal to b(s)

and that, on the other hand,

b′(s) = t ′(s) ∧ n(s) + t (s) ∧ n′(s) = t (s) ∧ n′(s);

that is, b′(s) is normal to t (s). It follows that b′(s) is parallel to n(s), and we
may write

b′(s) = τ(s)n(s)

for some function τ(s). (Warning: Many authors write −τ(s) instead of our
τ(s).)

DEFINITION. Let α: I → R3 be a curve parametrized by arc length s
such that α′′(s) �= 0, s ∈ I. The number τ(s) defined by b′(s) = τ(s)n(s) is
called the torsion of α at s.

If α is a plane curve (that is, α(I) is contained in a plane), then the plane
of the curve agrees with the osculating plane; hence, τ ≡ 0. Conversely, if
τ ≡ 0 (and k �= 0), we have that b(s) = b0 = constant, and therefore

(α(s) · b0)
′ = α′(s) · b0 = 0.

It follows that α(s) · b0 = constant; hence, α(s) is contained in a plane normal
to b0. The condition that k �= 0 everywhere is essential here. In Exercise 10
we shall give an example where τ can be defined to be identically zero and
yet the curve is not a plane curve.

In contrast to the curvature, the torsion may be either positive or nega-
tive. The sign of the torsion has a geometric interpretation, to be given later
(Sec. 1-6).
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Notice that by changing orientation the binormal vector changes sign, since
b = t ∧ n. It follows that b′(s), and, therefore, the torsion, remain invariant
under a change of orientation.

Let us summarize our position. To each value of the parameter s, we have
associated three orthogonal unit vectors t (s), n(s), b(s). The trihedron thus
formed is referred to as the Frenet trihedron at s. The derivatives t ′(s) = kn,
b′(s) = τn of the vectors t (s) and b(s), when expressed in the basis {t, n, b},
yield geometrical entities (curvature k and torsion τ ) which give us information
about the behavior of α in a neighborhood of s.

The search for other local geometrical entities would lead us to compute
n′(s). However, since n = b ∧ t , we have

n′(s) = b′(s) ∧ t (s) + b(s) ∧ t ′(s) = −τb − kt,

and we obtain again the curvature and the torsion.
For later use, we shall call the equations

t ′ = kn,

n′ = −kt − τb,

b′ = τn.

the Frenet formulas (we have omitted the s, for convenience). In this context,
the following terminology is usual. The tb plane is called the rectifying plane,
and the nb plane the normal plane. The lines which contain n(s) and b(s) and
pass through α(s) are called the principal normal and the binormal, respec-
tively. The inverse R = 1/k of the curvature is called the radius of curvature
at s. Of course, a circle of radius r has radius of curvature equal to r , as one
can easily verify.

Physically, we can think of a curve in R3 as being obtained from a straight
line by bending (curvature) and twisting (torsion). After reflecting on this
construction, we are led to conjecture the following statement, which, roughly
speaking, shows that k and τ describe completely the local behavior of the
curve.

FUNDAMENTAL THEOREM OF THE LOCAL THEORY OF
CURVES. Given differentiable functions k(s) > 0 and τ(s), s ∈ I, there exists
a regular parametrized curve α: I → R3 such that s is the arc length, k(s) is
the curvature, and τ (s) is the torsion of α. Moreover, any other curve ᾱ,
satisfying the same conditions, differs from α by a rigid motion; that is, there
exists an orthogonal linear map ρ of R3, with positive determinant, and a
vector c such that ᾱ = ρ ◦ α + c.

The above statement is true. A complete proof involves the theorem of
existence and uniqueness of solutions of ordinary differential equations and
will be given in the appendix to Chap. 4. A proof of the uniqueness, up to
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rigid motions, of curves having the same s, k(s), and τ(s) is, however, simple
and can be given here.

Proof of the Uniqueness Part of the Fundamental Theorem. We first remark
that arc length, curvature, and torsion are invariant under rigid motions; that
means, for instance, that if M: R3 → R3 is a rigid motion and α = α(t) is a
parametrized curve, then

∫ b

a

∣

∣

∣

∣

dα

dt

∣

∣

∣

∣

dt =
∫ b

a

∣

∣

∣

∣

d(M◦α)

dt

∣

∣

∣

∣

dt.

That is plausible, since these concepts are defined by using inner or vector
products of certain derivatives (the derivatives are invariant under translations,
and the inner and vector products are expressed by means of lengths and angles
of vectors, and thus also invariant under rigid motions). A careful checking
can be left as an exercise (see Exercise 6).

Now, assume that two curves α = α(s) and ᾱ = ᾱ(s) satisfy the conditions
k(s) = k̄(s) and τ(s) = τ̄ (s), s ∈ I . Let t0, n0, b0 and t̄0, n̄0, b̄0 be the Frenet
trihedrons at s = s0 ∈ I of α and ᾱ, respectively. Clearly, there is a rigid
motion which takes ᾱ(s0) into α(s0) and t̄0, n̄0, b̄0 into t0, n0, b0. Thus, after
performing this rigid motion on ᾱ, we have that ᾱ(s0) = α(s0) and that the
Frenet trihedrons t (s), n(s), b(s) and t̄ (s), n̄(s), b̄(s) of α and ᾱ, respectively,
satisfy the Frenet equations:

dt

ds
= kn

dt̄

ds
= kn̄

dn

ds
= −kt − τb

dn̄

ds
= −kt̄ − τ n̄

db

ds
= τn

db̄

ds
= τ n̄,

with t (s0) = t̄ (s0), n(s0) = n̄(s0), b(s0) = b̄(s0).
We now observe, by using the Frenet equations, that

1

2

d

ds
{|t − t̄ |2 + |n − n̄|2 + |b − b̄|2}

= 〈t − t̄ , t ′ − t̄ ′〉 + 〈b − b̄, b′ − b̄′〉 + 〈n − n̄, n′ − n̄′〉
= k〈t − t̄ , n− n̄〉 + τ 〈b − b̄, n− n̄〉 − k〈n − n̄, t − t̄〉

− τ 〈n − n̄, b − b̄〉
= 0

for all s ∈ I . Thus, the above expression is constant, and, since it is zero for
s = s0, it is identically zero. It follows that t (s) = t̄ (s), n(s) = n̄(s), b(s) =
b̄(s) for all s ∈ I . Since
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dα

ds
= t = t̄ =

dᾱ

ds
,

we obtain (d/ds)(α − ᾱ) = 0. Thus, α(s) = ᾱ(s) + a, where a is a constant
vector. Since α(s0) = ᾱ(s0), we have a = 0; hence, α(s) = ᾱ(s) for all s ∈ I .

Q.E.D.

Remark 1. In the particular case of a plane curve α: I → R2, it is possible
to give the curvature k a sign. For that, let {e1, e2} be the natural basis (see
Sec. 1-4) of R2 and define the normal vector n(s), s ∈ I , by requiring the basis
{t (s), n(s)} to have the same orientation as the basis {e1, e2}. The curvature k

is then defined by
dt

ds
= kn

and might be either positive or negative. It is clear that |k| agrees with the pre-
vious definition and that k changes sign when we change either the orientation
of α or the orientation of R2 (Fig. 1-16).

t

k < 0

k > 0

t

e1

e2n

n

Figure 1-16

It should also be remarked that, in the case of plane curves (τ ≡ 0), the
proof of the fundamental theorem, refered to above, is actually very simple
(see Exercise 9).

Remark 2. Given a regular parametrized curve α: I → R3 (not necessar-
ily parametrized by arc length), it is possible to obtain a curve β: J → R3

parametrized by arc length which has the same trace as α. In fact, let

s = s(t) =
∫ t

t0

|α′(t)| dt, t, t0 ∈ I.
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Since ds/dt = |α′(t)| �= 0, the function s = s(t) has a differentiable inverse
t = t (s), s ∈ s(I ) = J , where, by an abuse of notation, t also denotes the
inverse function s−1 of s. Now set β = α ◦ t : J → R3. Clearly, β(J ) = α(I)

and |β ′(s)| = |(α′(t) · (dt/ds)| = 1. This shows that β has the same trace as α

and is parametrized by arc length. It is usual to say that β is a reparametrization
of α(I) by arc length.

This fact allows us to extend all local concepts previously defined to regular
curves with an arbitrary parameter. Thus, we say that the curvature k(t) of
α: I → R3 at t ∈ I is the curvature of a reparametrization β: J → R3 of α(I)

by arc length at the corresponding point s = s(t). This is clearly independent
of the choice of β and shows that the restriction, made at the end of Sec. 1-3,
of considering only curves parametrized by arc length is not essential.

In applications, it is often convenient to have explicit formulas for the
geometrical entities in terms of an arbitrary parameter; we shall present some
of them in Exercise 12.

EXERCISES

Unless explicity stated, α: I → R3 is a curve parametrized by arc length s,
with curvature k(s) �= 0, for all s ∈ I.

1. Given the parametrized curve (helix)

α(s) =
(

a cos
s

c
, a sin

s

c
, b

s

c

)

, s ∈ R,

where c2 = a2 + b2,

a. Show that the parameter s is the arc length.

b. Determine the curvature and the torsion of α.

c. Determine the osculating plane of α.

d. Show that the lines containing n(s) and passing through α(s) meet
the z axis under a constant angle equal to π/2.

e. Show that the tangent lines to α make a constant angle with the z axis.

*2. Show that the torsion τ of α is given by

τ(s) = −
α′(s) ∧ α′′(s) · α′′′(s)

|k(s)|2
.

3. Assume that α(I) ⊂ R2 (i.e., α is a plane curve) and give k a sign as
in the text. Transport the vectors t (s) parallel to themselves in such a
way that the origins of t (s) agree with the origin of R2; the end points of
t (s) then describe a parametrized curve s → t (s) called the indicatrix
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of tangents of α. Let θ(s) be the angle from e1 to t (s) in the orientation
of R2. Prove (a) and (b) (notice that we are assuming that k �= 0).

a. The indicatrix of tangents is a regular parametrized curve.

b. dt/ds = (dθ/ds)n, that is, k = dθ/ds.

*4. Assume that all normals of a parametrized curve pass through a fixed
point. Prove that the trace of the curve is contained in a circle.

5. A regular parametrized curve α has the property that all its tangent lines
pass through a fixed point.

a. Prove that the trace of α is a (segment of a) straight line.

b. Does the conclusion in part a still hold if α is not regular?

6. A translation by a vector v in R3 is the map A: R3 → R3 that is given
by A(p) = p + v, p ∈ R3. A linear map ρ: R3 → R3 is an orthogonal
transformation when ρu · ρv = u · v for all vectors u, v ∈ R3. A rigid
motion in R3 is the result of composing a translation with an orthogonal
transformation with positive determinant (this last condition is included
because we expect rigid motions to preserve orientation).

a. Demonstrate that the norm of a vector and the angle θ between two
vectors, 0 ≤ θ ≤ π , are invariant under orthogonal transformations
with positive determinant.

b. Show that the vector product of two vectors is invariant under orthog-
onal transformations with positive determinant. Is the assertion still
true if we drop the condition on the determinant?

c. Show that the arc length, the curvature, and the torsion of a
parametrized curve are (whenever defined) invariant under rigid
motions.

*7. Let α: I → R2 be a regular parametrized plane curve (arbitrary param-
eter), and define n = n(t) and k = k(t) as in Remark 1. Assume that
k(t) �= 0, t ∈ I . In this situation, the curve

β(t) = α(t) +
1

k(t)
n(t), t ∈ I,

is called the evolute of α (Fig. 1-17).

a. Show that the tangent at t of the evolute of α is the normal to α at t.

b. Consider the normal lines of α at two neighboring points t1, t2,

t1 �= t2. Let t1 approach t2 and show that the intersection points of
the normals converge to a point on the trace of the evolute of α.
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α

β

Figure 1-17

8. The trace of the parametrized curve (arbitrary parameter)

α(t) = (t, cosh t), t ∈ R,

is called the catenary.

a. Show that the signed curvature (cf. Remark 1) of the catenary is

k(t) =
1

cosh2
t
.

b. Show that the evolute (cf. Exercise 7) of the catenary is

β(t) = (t − sinh t cosh t, 2 cosh t).

9. Given a differentiable function k(s), s ∈ I , show that the parametrized
plane curve having k(s) = k as curvature is given by

α(s) =
(∫

cos θ(s) ds + a,

∫

sin θ(s) ds + b

)

,

where

θ(s) =
∫

k(s) ds + ϕ,

and that the curve is determined up to a translation of the vector (a, b)

and a rotation of the angle ϕ.



26 1. Curves

10. Consider the map

α(t) =

⎧

⎪

⎨

⎪

⎩

(t, 0, e−1/t2
), t > 0

(t, e−1/t2
, 0), t < 0

(0, 0, 0), t = 0

a. Prove that α is a differentiable curve.

b. Prove that α is regular for all t and that the curvature k(t) �= 0, for
t �= 0, t �= ±

√

2/3, and k(0) = 0.

c. Show that the limit of the osculating planes as t → 0, t > 0, is the
plane y = 0 but that the limit of the osculating planes as t → 0, t < 0,
is the plane z = 0 (this implies that the normal vector is discontinuous
at t = 0 and shows why we excluded points where k = 0).

d. Show that τ can be defined so that τ ≡ 0, even though α is not a
plane curve.

11. One often gives a plane curve in polar coordinates by ρ = ρ(θ),
a ≤ θ ≤ b.

a. Show that the arc length is
∫ b

a

√

ρ2 + (ρ ′)2 dθ,

where the prime denotes the derivative relative to θ .

b. Show that the curvature is

k(θ) =
2(ρ ′)2 − ρρ ′′ + ρ2

{(ρ ′)2 + ρ2}3/2
.

12. Let α: I → R3 be a regular parametrized curve (not necessarily by
arc length) and let β: J → R3 be a reparametrization of α(I) by the
arc length s = s(t), measured from t0 ∈ I (see Remark 2). Let t = t (s)

be the inverse function of s and set dα/dt = α′, d2α/dt2 = α′′, etc. Prove
that

a. dt/ds = 1/|α′|, d2t/ds2 = −(α′ · α′′/|α′|4).

b. The curvature of α at t ∈ I is

k(t) =
|α′ ∧ α′′|

|α′|3
.

c. The torsion of α at t ∈ I is

τ(t) = −
(α′ ∧ α′′) · α′′′

|α′ ∧ α′′|2
.
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d. If α: I → R2 is a plane curve α(t) = (x(t), y(t)), the signed
curvature (see Remark 1) of α at t is

k(t) =
x ′y ′′ − x ′′y ′

((x ′)2 + (y ′)2)3/2
.

*13. Assume that τ(s) �= 0 and k′(s) �= 0 for all s ∈ I . Show that a necessary
and sufficient condition for α(I) to lie on a sphere is that

R2 + (R′)2T 2 = const.,

where R = 1/k, T = 1/τ , and R′ is the derivative of R relative to s.

14. Let α: (a, b) → R2 be a regular parametrized plane curve. Assume that
there exists t0, a < t0 < b, such that the distance |α(t)| from the origin
to the trace of α will be a maximum at t0. Prove that the curvature k of
α at t0 satisfies |k(t0)| ≥ 1/|α(t0)|.

*15. Show that the knowledge of the vector function b = b(s) (binormal
vector) of a curve α, with nonzero torsion everywhere, determines the
curvature k(s) and the absolute value of the torsion τ(s) of α.

*16. Show that the knowledge of the vector function n = n(s) (normal vector)
of a curve α, with nonzero torsion everywhere, determines the curvature
k(s) and the torsion τ(s) of α.

17. In general, a curve α is called a helix if the tangent lines of α make a
constant angle with a fixed direction. Assume that τ(s) �= 0, s ∈ I , and
prove that:

*a. α is a helix if and only if k/τ = const.

*b. α is a helix if and only if the lines containing n(s) and passing through
α(s) are parallel to a fixed plane.

*c. α is a helix if and only if the lines containing b(s) and passing through
α(s) make a constant angle with a fixed direction.

d. The curve

α(s) =
(

a

c

∫

sin θ(s) ds,
a

c

∫

cos θ(s) ds,
b

c
s

)

,

where c2 = a2 + b2, is a helix, and that k/τ = a/b.

*18. Let α: I → R3 be a parametrized regular curve (not necessarily by arc
length) with k(t) �= 0, τ(t) �= 0, t ∈ I . The curve α is called a Bertrand
curve if there exists a curve ᾱ: I → R3 such that the normal lines of α

and ᾱ at t ∈ I are equal. In this case, ᾱ is called a Bertrand mate of α,
and we can write

ᾱ(t) = α(t) + rn(t).
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Prove that

a. r is constant.

b. α is a Bertrand curve if and only if there exists a linear relation

Ak(t) + Bτ(t) = 1, t ∈ I,

where A, B are nonzero constants and k and τ are the curvature and
torsion of α, respectively.

c. If α has more than one Bertrand mate, it has infinitely many Bertrand
mates. This case occurs if and only if α is a circular helix.

1-6. The Local Canonical Form†

One of the most effective methods of solving problems in geometry consists
of finding a coordinate system which is adapted to the problem. In the study
of local properties of a curve, in the neighborhood of the point s, we have
a natural coordinate system, namely the Frenet trihedron at s. It is therefore
convenient to refer the curve to this trihedron.

Let α: I → R3 be a curve parametrized by arc length without singular
points of order 1. We shall write the equations of the curve, in a neighborhood
of s0, using the trihedron t (s0), n(s0), b(s0) as a basis for R3. We may assume,
without loss of generality, that s0 = 0, and we shall consider the (finite) Taylor
expansion

α(s) = α(0) + sα′(0) +
s2

2
α′′(0) +

s3

6
α′′′(0) + R,

where lim
s→0

R/s3 = 0. Since α′(0) = t , α′′(0) = kn, and

α′′′(0) = (kn)′ = k′n + kn′ = k′n − k2t − kτb,

we obtain

α(s) − α(0) =
(

s −
k2s3

3!

)

t +
(

s2k

2
+

s3k′

3!

)

n −
s3

3!
kτb + R,

where all terms are computed at s = 0.
Let us now take the system Oxyz in such a way that the origin O agrees

with α(0) and that t = (1, 0, 0), n = (0, 1, 0), b = (0, 0, 1). Under these
conditions, α(s) = (x(s), y(s), z(s)) is given by

†This section may be omitted on a first reading.
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x(s) = s −
k2s3

6
+ Rx,

y(s) =
k

2
s2 +

k′s3

6
+ Ry,

z(s) = −
kτ

6
s3 + Rz,

(1)

where R = (Rx, Ry, Rz). The representation (1) is called the local canonical
form of α, in a neighborhood of s = 0. In Fig. 1-18 is a rough sketch of the
projections of the trace of α, for s small, in the tn, tb, and nb planes.

n n

nt

b t

b

Projection over the plane t n

Projection over the plane n b
Projection over the plane t b

b

t

Figure 1-18

Below we shall describe some geometrical applications of the local
canonical form. Further applications will be found in the Exercises.

A first application is the following interpretation of the sign of the torsion.
From the third equation of (1) it follows that if τ < 0 and s is sufficiently small,
then z(s) increases with s. Let us make the convention of calling the “positive
side” of the osculating plane that side toward which b is pointing. Then, since
z(0) = 0, when we describe the curve in the direction of increasing arc length,
the curve will cross the osculating plane at s = 0, pointing toward the positive
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side (see Fig. 1-19). If, on the contrary, τ > 0, the curve (described in the
direction of increasing arc length) will cross the osculating plane pointing to
the side opposite the positive side.

Positive torsionNegative torsion

Figure 1-19

The helix of Exercise 1 of Sec. 1-5 has negative torsion. An example of a
curve with positive torsion is the helix

α(s) =
(

a cos
s

c
, a sin

s

c
, −b

s

c

)

obtained from the first one by a reflection in the xz plane (see Fig. 1-19).

Remark. It is also usual to define torsion by b′ = −τn. With such a
definition, the torsion of the helix of Exercise 1 becomes positive.

Another consequence of the canonical form is the existence of a neighbor-
hood J ⊂ I of s = 0 such that α(J ) is entirely contained in the one side of
the rectifying plane toward which the vector n is pointing (see Fig. 1-18). In
fact, since k > 0, we obtain, for s sufficiently small, y(s) ≥ 0, and y(s) = 0
if and only if s = 0. This proves our claim.

As a last application of the canonical form, we mention the following
property of the osculating plane. The osculating plane at s is the limit position
of the plane determined by the tangent line at s and the point α(s + h) when
h → 0. To prove this, let us assume that s = 0. Thus, every plane containing
the tangent at s = 0 is of the form z = cy or y = 0. The plane y = 0 is the
rectifying plane that, as seen above, contains no points near α(0) (except
α(0) itself) and that may therefore be discarded from our considerations. The
condition for the plane z = cy to pass through α(s + h) is (s = 0)

c =
z(h)

y(h)
=

−
k

6
τh3 + · · ·

k

2
h2 +

k2

6
h3 + · · ·

.

Letting h → 0, we see that c → 0. Therefore, the limit position of the plane
z(s) = c(h)y(s) is the plane z = 0, that is, the osculating plane, as we wished.
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EXERCISES

*1. Let α: I → R3 be a curve parametrized by arc length with curvature
k(s) �= 0, s ∈ I . Let P be a plane satisfying both of the following
conditions:

1. P contains the tangent line at s.

2. Given any neighborhood J ⊂ I of s, there exist points of α(J ) in both
sides of P .

Prove that P is the osculating plane of α at s.

2. Let α: I → R3 be a curve parametrized by arc length, with curvature
k(s) �= 0, s ∈ I . Show that

*a. The osculating plane at s is the limit position of the plane passing
through α(s), α(s + h1), α(s + h2) when h1, h2 → 0.

b. The limit position of the circle passing through α(s), α(s + h1),
α(s + h2) when h1, h2 → 0 is a circle in the osculating plane at s,
the center of which is on the line that contains n(s) and the radius
of which is the radius of curvature 1/k(s); this circle is called the
osculating circle at s.

3. Show that the curvature k(t) �= 0 of a regular parametrized curve α: I →
R3 is the curvature at t of the plane curve π ◦ α, where π is the normal
projection of α over the osculating plane at t .

1-7. Global Properties of Plane Curves†

In this section we want to describe some results that belong to the global
differential geometry of curves. Even in the simple case of plane curves,
the subject already offers examples of nontrivial theorems and interesting
questions. To develop this material here, we must assume some plausible
facts without proofs; we shall try to be careful by stating these facts precisely.
Although we want to come back later, in a more systematic way, to global
differential geometry (Chap. 5), we believe that this early presentation of the
subject is both stimulating and instructive.

This section contains three topics in order of increasing difficulty:
(A) the isoperimetric inequality, (B) the four-vertex theorem, and (C) the
Cauchy-Crofton formula. The topics are entirely independent, and some or all
of them can be omitted on a first reading.

A differentiable function on a closed interval [a, b] is the restriction of a
differentiable function defined on an open interval containing [a, b].

†This section may be omitted on a first reading.
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A closed plane curve is a regular parametrized curve α: [a, b] → R2 such
that α and all its derivatives agree at a and b; that is,

α(a) = α(b), α′(a) = α′(b), α′′(a) = α′′(b), . . . .

The curve α is simple if it has no further self-intersections; that is, if t1, t2 ∈
[a, b), t1 �= t2, then α(t1) �= α(t2) (Fig. 1-20).

(a) A simple closed curve (b) A (nonsimple) closed curve

Figure 1-20

(a) A simple closed curve C on a
torus T; C bounds no region on T.

T

C

(b) C is positively oriented.

Interior of C

C

Figure 1-21

We usually consider the curve α: [0, l] → R2 parametrized by arc length s;
hence, l is the length of α. Sometimes we refer to a simple closed curve C,
meaning the trace of such an object. The curvature of α will be taken with a
sign, as in Remark 1 of Sec. 1-5 (see Fig. 1-20).

We assume that a simple closed curve C in the plane bounds a region of
this plane that is called the interior of C. This is part of the so-called Jordan
curve theorem (a proof will be given in Sec. 5-7, Theorem 1), which does not
hold, for instance, for simple curves on a torus (the surface of a doughnut;
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see Fig. 1-21(a)). Whenever we speak of the area bounded by a simple closed
curve C, we mean the area of the interior of C. We assume further that the
parameter of a simple closed curve can be so chosen that if one is going along
the curve in the direction of increasing parameters, then the interior of the
curve remains to the left (Fig. l-21(b)). Such a curve will be called positively
oriented.

A. The Isoperimetric Inequality

This is perhaps the oldest global theorem in differential geometry and is
related to the following (isoperimetric) problem. Of all simple closed curves
in the plane with a given length l, which one bounds the largest area? In this
form, the problem was known to the Greeks, who also knew the solution,
namely, the circle. A satisfactory proof of the fact that the circle is a solution
to the isoperimetric problem took, however, a long time to appear. The main
reason seems to be that the earliest proofs assumed that a solution should
exist. It was only in 1870 that K. Weierstrass pointed out that many similar
questions did not have solutions and gave a complete proof of the existence
of a solution to the isoperimetric problem. Weierstrass’ proof was somewhat
hard, in the sense that it was a corollary of a theory developed by him to handle
problems of maximizing (or minimizing) certain integrals (this theory is called
calculus of variations and the isoperimetric problem is a typical example of
the problems it deals with). Later, more direct proofs were found. The simple
proof we shall present is due to E. Schmidt (1939). For another direct proof
and further bibliography on the subject, one may consult Reference [10] in the
Bibliography.

We shall make use of the following formula for the area A bounded by a
positively oriented simple closed curve α(t) = (x(t), y(t)), where t ∈ [a, b]
is an arbitrary parameter:

A = −
∫ b

a

y(t)x ′(t) dt =
∫ b

a

x(t)y ′(t) dt =
1

2

∫ b

a

(xy ′ − yx ′) dt (1)

Notice that the second formula is obtained from the first one by observing that
∫ b

a

xy ′ dt =
∫ b

a

(xy)′ dt −
∫ b

a

x ′y dt = [xy(b) − xy(a)] −
∫ b

a

x ′y dt

= −
∫ b

a

x ′y dt,

since the curve is closed. The third formula is immediate from the first two.
To prove the first formula in Eq. (1), we consider initially the case of

Fig. 1-22 where the curve is made up of two straight-line segments parallel to
the y axis and two arcs that can be written in the form
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f1

f2
t = t3

t = a, t = b

t = t1

t = t2

y

x
0 x0 x1

Figure 1-22

y = f1(x) and y = f2(x), x ∈ [x0, x1], f1 > f2.

Clearly, the area bounded by the curve is

A =
∫ x1

x0

f1(x) dx −
∫ x1

x0

f2(x) dx.

Since the curve is positively oriented, we obtain, with the notation of Fig. l-22,

A = −
∫ t1

a

y(t)x ′(t) dt −
∫ t3

t2

y(t)x ′(t) dt = −
∫ b

a

y(t)x ′(t) dt,

since x ′(t) = 0 along the segments parallel to the y axis. This proves Eq. (1)
for this case.

To prove the general case, it must be shown that it is possible to divide the
region bounded by the curve into a finite number of regions of the above type.
This is clearly possible (Fig. 1-23) if there exists a straight line E in the plane
such that the distance ρ(t) of α(t) to this line is a function with finitely many
critical points (a critical point is a point where ρ ′(t) = 0). The last assertion
is true, but we shall not go into its proof. We shall mention, however, that
Eq. (1) can also be obtained by using Stokes’ (Green’s) theorem in the plane
(see Exercise 15).

THEOREM 1 (The Isoperimetric Inequality). Let C be a simple closed
plane curve with length l, and let A be the area of the region bounded by C.
Then

l2 − 4πA ≥ 0, (2)

and equality holds if and only if C is a circle.

Proof. Let E and E′ be two parallel lines which do not meet the closed
curve C, and move them together until they first meet C. We thus obtain two
parallel tangent lines to C, L and L′, so that the curve is entirely contained
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in the strip bounded by L and L′. Consider a circle S1 which is tangent to
both L and L′ and does not meet C. Let O be the center of S1 and take a
coordinate system with origin at O and the x axis perpendicular to L and L′

(Fig. 1-24). Parametrize C by arc length, α(s) = (x(s), y(s)), so that it is
positively oriented and the tangency points of L and L′ are s = 0 and s = s1,
respectively.

y

E

0
x

α(t)
ρ(t)

Figure 1-23

E´ L´ EL
C

s = 0

s = s1

S1

x

y

2r

0

α

α

Figure 1-24
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We can assume that the equation of S1 is

ᾱ(s) = (x̄(s), ȳ(s)) = (x(s), ȳ(s)), s ∈ [0, l].

Let 2r be the distance between L and L′. By using Eq. (1) and denoting by Ā

the area bounded by S1, we have

A =
∫ l

0

xy ′ ds, Ā = πr2 = −
∫ l

0

ȳx ′ ds.

Thus,

A + πr2 =
∫ l

0

(xy ′ − ȳx ′) ds ≤
∫ l

0

√

(xy ′ − ȳx ′)2 ds

≤
∫ l

0

√

(x2 + ȳ2)((x ′)2 + (y ′)2) ds =
∫ l

0

√

x̄2 + ȳ2 ds

= lr,

(3)

where we used that the inner product of two vectors v1 and v2 satisfies

|(v1 · v2)|2 ≤ |(v1)|2|(v2)|2. (3′)

Later in the proof, we will need that equality holds in (3′) if and only if one
vector is a multiple of the other.

We now notice the fact that the geometric mean of two positive numbers is
smaller than or equal to their arithmetic mean, and equality holds if and only
if they are equal. lt follows that

√
A

√
πr2 ≤ 1

2
(A + πr2) ≤ 1

2
lr. (4)

Therefore, 4πAr2 ≤ l2r2, and this gives Eq. (2).
Now, assume that equality holds in Eq. (2). Then equality must hold every-

where in Eqs. (3) and (4). From the equality in Eq. (4) it follows that A = πr2.
Thus, l = 2πr and r does not depend on the choice of the direction of L.
Furthermore, equality in Eq. (3) implies that

(x, ȳ) = λ(y ′, −x ′)

that is,

λ =
x

y ′ =
ȳ

x ′ =
√

x2 + ȳ2

√

(y ′)2 + (x ′)2
= ±r.

Thus, x = ±ry ′. Since r does not depend on the choice of the direction
of L, we can interchange x and y in the last relation and obtain y = ±rx ′.
Thus,
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x2 + y2 = r2((x ′)2 + (y ′)2) = r2

and C is a circle, as we wished. Q.E.D.

Remark 1. It is easily checked that the above proof can be applied to C1

curves, that is, curves α(t) = (x(t), y(t)), t ∈ [a, b], for which we require
only that the functions x(t), y(t) have continuous first derivatives (which, of
course, agree at a and b if the curve is closed).

Remark 2. The isoperimetric inequality holds true for a wide class of curves.
Direct proofs have been found that work as long as we can define arc length and
area for the curves under consideration. For the applications, it is convenient
to remark that the theorem holds for piecewise C1 curves, that is, continuous
curves that are made up by a finite number of C1 arcs. These curves can have
a finite number of corners, where the tangent is discontinuous (Fig. 1-25).

A piecewise C1 curve Figure 1-25

B. The Four-Vertex Theorem

We shall need further general facts on plane closed curves.
Let α: [0, l] → R2 be a plane closed curve given by α(s) = (x(s), y(s)).

Since s is the arc length, the tangent vector t (s) = (x ′(s), y ′(s)) has unit
length. It is convenient to introduce the tangent indicatrix t : [0, l] → R2 that
is given by t (s) = (x ′(s), y ′(s)); this is a differentiable curve, the trace of
which is contained in a circle of radius 1 (Fig. 1-26). Observe that the velocity
vector of the tangent indicatrix is

dt

ds
= (x ′′(s), y ′′(s))

= α′′(s) = kn,

where n is the normal vector, oriented as in Remark 2 of Sec. 1-5, and k is the
curvature of α.
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y

t(s)

t(s)

t'(s) = kn

n(s)

x
θ θ

0

Figure 1-26

Let θ(s), 0 < θ(s) < 2π , be the angle that t (s) makes with the x axis; that
is, x ′(s) = cos θ(s), y ′(s) = sin θ(s). Since

θ(s) = arc tan
y ′(s)

x ′(s)
,

θ = θ(s) is locally well defined (that is, it is well defined in a small interval
about each s) as a differentiable function and

dt

ds
=

d

ds
(cos θ, sin θ)

= θ ′(− sin θ, cos θ) = θ ′n.

This means that θ ′(s) = k(s) and suggests defining a global differentiable
function θ : [0, l] → R by

θ(s) =
∫ s

0

k(s) ds.

Since

θ ′ = k = x ′y ′′ − x ′′y ′ =
(

arc tan
y ′

x ′

)′

,

this global function agrees, up to constants, with the previous locally defined θ .
Intuitively, θ(s) measures the total rotation of the tangent vector, that is, the
total angle described by the point t (s) on the tangent indicatrix, as we run the
curve α from 0 to s. Since α is closed, this angle is an integer multiple I of
2π ; that is,

∫ l

o

k(s) ds = θ(l) − θ(0) = 2πI.

The integer I is called the rotation index of the curve α.
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In Fig. 1-27 are some examples of curves with their rotation indices.
Observe that the rotation index changes sign when we change the orienta-
tion of the curve. Furthermore, the definition is so set that the rotation index
of a positively oriented simple closed curve is positive.

An important global fact about the rotation index is given in the following
theorem, which will be proved later in the book (Sec. 5-7, Theorem 2).

THE THEOREM OF TURNING TANGENTS. The rotation index of a
simple closed curve is ±1, where the sign depends on the orientation of the
curve.

A regular, plane (not necessarily closed) curve α: [a, b] → R2 is convex
if, for all t ∈ [a, b], the trace α([a, b]) of α lies entirely on one side of the
closed half-plane determined by the tangent line at t (Fig. 1-28).

A vertex of a regular plane curve α: [a, b] → R2 is a point t ∈ [a, b] where
k′(t) = 0. For instance, an ellipse with unequal axes has exactly four vertices,
namely the points where the axes meet the ellipse (see Exercise 3). It is an
interesting global fact that this is the least number of vertices for all closed
convex curves.

THEOREM 2 (The Four-Vertex Theorem). A simple closed convex
curve has at least four vertices.

Before starting the proof, we need a lemma.

LEMMA. Let α: [0, l] → R2 be a plane closed curve parametrized by arc
length and let A, B, and C be arbitrary real numbers. Then

∫ l

0

(Ax + By + C)
dk

ds
ds = 0, (5)

where the functions x = x(s), y = y(s) are given by α(s) = (x(s), y(s)), and
k is the curvature of α.

Proof of the Lemma. Recall that there exists a differentiable function
θ : [0, l] → R such that x ′(s) = cos θ, y ′(s) = sin θ . Thus, k(s) = θ ′(s) and

x ′′ = −ky ′, y ′′ = kx ′.

Therefore, since the functions involved agree at 0 and l,
∫ l

0

k′ ds = 0,

∫ l

0

xk′ ds = −
∫ l

0

kx ′ ds = −
∫ l

0

y ′′ ds = 0,

∫ l

0

yk′ ds = −
∫ l

0

ky ′ ds =
∫ l

0

x ′′ ds = 0. Q.E.D.
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s = 0
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I = 0

I = 2
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Figure 1-27



1-7. Global Properties of Plane Curves 41

Convex curves

Nonconvex curves

Figure 1-28

Proof of the Theorem. Parametrize the curve by arc length, α: [0, l] → R2.
Since k = k(s) is a continuous function on the closed interval [0, l], it reaches
a maximum and a minimum on [0, l] (this is a basic fact in real functions; a
proof can be found, for instance, in the appendix to Chap. 5, Prop. 13). Thus,
α has at least two vertices, α(s1) = p and α(s2) = q. Let L be the straight
line passing through p and q, and let β and γ be the two arcs of α which are
determined by the points p and q.

We claim that each of these arcs lies on a definite side of L. Otherwise,
it meets L in a point r distinct from p and q (Fig. 1-29(a)). By convexity,
and since p, q, r are distinct points on C, the tangent line at the intermediate
point, say p, has to agree with L. Again, by convexity, this implies that L is
tangent to C at the three points p, q, and r . But then the tangent to a point
near p (the intermediate point) will have q and r on distinct sides, unless the
whole segment rq of L belongs to C (Fig. 1-29(b)). This implies that k = 0 at
p and q. Since these are points of maximum and minimum for k, k ≡ 0 on C,
a contradiction.

Let Ax + By + C = 0 be the equation of L. If there are no further vertices,
k′(s) keeps a constant sign on each of the arcs β and γ . We can then arrange the
signs of all the coefficients A, B, C so that the integral in Eq. (5) is positive.
This contradiction shows that there is a third vertex and that k′(s) changes sign
on β or γ , say, on β. Since p and q are points of maximum and minimum,
k′(s) changes sign twice on β. Thus, there is a fourth vertex. Q.E.D.

The four-vertex theorem has been the subject of many investigations. The
theorem also holds for simple, closed (not necessarily convex) curves, but the
proof is harder. For further literature on the subject, see Reference [10].
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Later (Sec. 5-7, Prop. 1) we shall prove that a plane closed curve is convex
if and only if it is simple and can be oriented so that its curvature is positive
or zero. From that, and the proof given above, we see that we can reformulate
the statement of the four-vertex theorem as follows. The curvature function of
a closed convex curve is (nonnegative and ) either constant or else has at least
two maxima and two minima. It is then natural to ask whether such curvature
functions do characterize the convex curves. More precisely, we can ask the
following question. Let k: [a, b] → R be a differentiable nonnegative function
such that k agrees, with all its derivatives, at a and b. Assume that k is either
constant or else has at least two maxima and two minima. Is there a simple
closed curve α: [a, b] → R2 such that the curvature of α at t is k(t)?

For the case where k(t) is strictly positive, H. Gluck answered the
above question affirmatively (see H. Gluck, “The Converse to the Four
Vertex Theorem,” L’Enseignement Mathématique T. XVII, fasc. 3–4 (1971),
295–309). His methods, however, do not apply to the case k ≥ 0.

C. The Cauchy-Crofton Formula

Our last topic in this section will be dedicated to finding a theorem which,
roughly speaking, describes the following situation. Let C be a regular curve
in the plane. We look at all straight lines in the plane that meet C and assign
to each such line a multiplicity which is the number of its intersection points
with C (Fig. 1-30).

We first want to find a way of assigning a measure to a given subset of
straight lines in the plane. It should not be too surprising that this is possible.
After all, we assign a measure (area) to point subsets of the plane. Once we
realize that a straight line can be determined by two parameters (for instance,
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Figure 1-30. n is the multiplicity of the
corresponding straight line.

Figure 1-31. L is deter-
mined by p and θ .

p and θ in Fig. 1-31), we can think of the straight lines in the plane as points
in a region of a certain plane. Thus, what we want is to find a “reasonable”
way of measuring “areas” in such a plane.

Having chosen this measure, we want to apply it and find the measure of
the set of straight lines (counted with multiplicities) which meet C. The result
is quite interesting and can be stated as follows.

THEOREM 3 (The Cauchy-Crofton Formula). Let C be a regular
plane curve with length l. The measure of the set of straight lines (counted
with multiplicities) which meet C is equal to 2l.

Before going into the proof we must define what we mean by a reasonable
measure in the set of straight lines in the plane. First, let us choose a convenient
system of coordinates for such a set. Astraight line L in the plane is determined
by a unit vector v = (cos θ, sin θ) normal to L and the inner product p =
v · α = x cos θ + y sin θ of v with the position vector α = (x, y) of L. Notice
that to determine L in terms of the parameters (p, θ), we must identify (p, θ) ∼
(p, θ + 2kπ), k an integer, and also identify (p, θ) ∼ (−p, θ±π).

Thus we can replace the set of all straight lines in the plane by the set

L = {(p, θ) ∈ R2; (p, θ) ∼ (p, θ + 2kπ) and (p, θ) ∼ (−p, θ±π)}.

We will show that, up to a choice of units, there is only one reasonable measure
in this set.

To decide what we mean by reasonable, let us look more closely at the
usual measure of areas in R2. We need a definition.
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Arigid motion in R2 is a map F : R2 → R2 given by (x̄, ȳ) → (x, y), where
(Fig. 1-32)

0

p = (x, y)

p = (x, y)

a

b

φ

Figure 1-32

x = a + x̄ cos ϕ − ȳ sin ϕ

y = b + x̄ sin ϕ + ȳ cos ϕ.
(6)

Now, to define the area of a set S ⊂ R2 we consider the double integral

∫∫

S

dx dy;

that is, we integrate the “element of area” dx dy over S. When this integral
exists in some sense, we say that S is measurable and define the area of S

as the value of the above integral. From now on, we shall assume that all the
integrals involved in our discussions do exist.

Notice that we could have chosen some other element of area, say,
xy2 dx dy. The reason for the choice of dx dy is that, up to a factor, this is
the only element of area that is invariant under rigid motions. More precisely,
we have the following proposition.

PROPOSITION 1. Let f (x, y) be a continuous function defined in R2.
For any set S ⊂ R2, define the area A of S by

A(S) =
∫∫

S

f (x, y) dx dy

(of course, we are considering only those sets for which the above integral
exists). Assume that A is invariant under rigid motions; that is, if S is any set
and S̄ = F−1(S), where F is the rigid motion (6), we have

A(S̄) =
∫∫

S̄

f (x̄, ȳ) dx̄ dȳ =
∫∫

S

f (x, y) dx dy = A(S).

Then f (x, y) = const.
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Proof. We recall the formula for change of variables in multiple integrals
(Buck, Advanced Calculus, p. 301, or Exercise 15 of this section):

∫∫

S

f (x, y) dx dy =
∫∫

S̄

f (x(x̄, ȳ), y(x̄, ȳ))
∂(x, y)

∂(x̄, ȳ)
dx̄ dȳ. (7)

Here, x = x(x̄, ȳ), y = y(x̄, ȳ) are functions with continuous partial deriva-
tives which define the transformation of variables T : R2 → R2, S̄ = T −1(S),
and

∂(x, y)

∂(x̄, ȳ)
=

∣

∣

∣

∣

∣

∣

∣

∣

∂x

∂x̄

∂x

∂ȳ

∂y

∂x̄

∂y

∂ȳ

∣

∣

∣

∣

∣

∣

∣

∣

is the Jacobian of the transformation T . In our particular case, the transforma-
tion is the rigid motion (6) and the Jacobian is

∂(x, y)

∂(x̄, ȳ)
=
∣

∣

∣

∣

∣

cos ϕ − sin ϕ

sin ϕ cos ϕ

∣

∣

∣

∣

∣

= 1.

By using this fact and Eq. (7), we obtain

∫∫

S̄

f (x(x̄, ȳ), y(x̄, ȳ)) dx̄ dȳ =
∫∫

S̄

f (x̄, ȳ) dx̄ dȳ.

Since this is true for all S, we have

f (x(x̄, ȳ), y(x̄, ȳ)) = f (x̄, ȳ).

We now use the fact that for any pair of points (x, y), (x̄, ȳ) in R2 there
exists a rigid motion F such that F(x̄, ȳ) = (x, y). Thus,

f (x, y) = (f ◦ F)(x̄, ȳ) = f (x̄, ȳ),

and f (x, y) = const., as we wished. Q.E.D.

Remark 3. The above proof rests upon two facts: first, that the Jacobian of
a rigid motion is 1, and, second, that the rigid motions are transitive on points
of the plane; that is, given two points in the plane there exists a rigid motion
taking one point into the other.

With these preparations, we can finally define a measure in the set L. We
first observe that the rigid motion (6) induces a transformation on L. In fact,
Eq. (6) maps the line x cos θ + y sin θ = p into the line
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x̄ cos(θ − ϕ) + ȳ sin(θ − ϕ) = p − a cos θ − b sin θ.

This means that the transformation induced by Eq. (6) on L is

p̄ = p − a cos θ − b sin θ,

θ̄ = θ − ϕ.

It is easily checked that the Jacobian of the above transformation is 1 and that
such transformations are also transitive on the set of lines in the plane. We
then define the measure of a set S ⊂ L as

∫∫

S

dp dθ.

In the same way as in Prop. 1, we can then prove that this is, up to a con-
stant factor, the only measure on L that is invariant under rigid motions. This
measure is, therefore, as reasonable as it can be.

We can now sketch a proof of Theorem 3.

Sketch of Proof of Theorem 3. First assume that the curve C is a segment of
a straight line with length l. Since our measure is invariant under rigid motions,
we can assume that the coordinate system has its origin 0 in the middle point
of C and that the x axis is in the direction of C. Then the measure of the set
of straight lines that meet C is (Fig. 1-33)

∫∫

dp dθ =
∫ 2π

0

(∫ | cos θ |(l/2)

0

dp

)

dθ =
∫ 2π

0

l

2
| cos θ | dθ = 2l.

y

xl
2

θ0

y

x
l
2

θ

Figure 1-33

Next, let C be a polygonal line composed of a finite number of segments
Ci with length li(

∑

li = l). Let n = n(p, θ) be the number of intersection
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points of the straight line (p, θ) with C. Then, by summing up the results for
each segment Ci , we obtain

∫∫

n dp dθ = 2
∑

i

li = 2l, (8)

which is the Cauchy-Crofton formula for a polygonal line.
Finally, by a limiting process, it is possible to extend the above formula to

any regular curve, and this will prove Theorem 3. Q.E.D.

It should be remarked that the general ideas of this topic belong to a branch
of geometry known under the name of integral geometry. A survey of the
subject can be found in L. A. Santaló, “Integral Geometry,” in Studies in
Global Geometry and Analysis, edited by S. S. Chern, The Mathematical
Association of America, 1967, 147–193.

The Cauchy-Crofton formula can be used in many ways. For instance,
if a curve is not rectifiable (see Exercise 9, Sec. 1-3) but the left-hand side
of Eq. (8) has a meaning, this can be used to define the “length” of such a
curve. Equation (8) can also be used to obtain an efficient way of estimating
lengths of curves. Indeed, a good approximation for the integral in Eq. (8)
is given as follows.† Consider a family of parallel straight lines such that
two consecutive lines are at a distance r . Rotate this family by angles of
π/4, 2π/4, 3π/4 in order to obtain four families of straight lines. Let n be the
number of intersection points of a curve C with all these lines. Then

1

2
nr

π

4

is an approximation to the integral

1

2

∫∫

n dp dθ = length of C

and therefore gives an estimate for the length of C. To have an idea of how
good this estimate can be, let us work out an example.

Example. Figure 1-34 is a drawing of an electron micrograph of a circular
DNA molecule and we want to estimate its length. The four families of straight
lines at a distance of 7 millimeters and angles of π/4 are drawn over the picture
(a more practical way would be to have this family drawn once and for all on

†I am grateful to Robert Gardner (1939–1998) for suggesting this application and the
example that follows.
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Figure 1-34. Reproduced from H. Ris and B. C. Chandler, Cold Spring
Harbor Symp. Quant. Biol. 28, 2 (1963), with permission.

transparent paper). The number of intersection points is found to be 153.
Thus,

1

2
n
π

4
=

1

2
153

3.14

4
∼ 60.

Since the reference line in the picture represents l micrometer (=10−6 meter)
and measures, in our scale, 25 millimeters, r = 7

25
, and thus the length of this

DNA molecule, from our values, is approximately

60

(

7

25

)

= 16.8 micrometers.

The actual value is 16.3 micrometers.

EXERCISES

*1. Is there a simple closed curve in the plane with length equal to 6 feet and
bounding an area of 3 square feet?

*2. Let AB be a segment of straight line and let l > length of AB. Show that
the curve C joining A and B, with length l, and such that together with
AB bounds the largest possible area is an arc of a circle passing through
A and B (Fig. 1-35).
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3. Compute the curvature of the ellipse

x = a cos t, y = b sin t, t ∈ [0, 2π ], a �= b,

and show that it has exactly four vertices, namely, the points (a, 0),
(−a, 0), (0, b), (0, −b).

*4. Let C be a plane curve and let T be the tangent line at a point p ∈ C.
Draw a line L parallel to the normal line at p and at a distance d of p

(Fig. 1-36). Let h be the length of the segment determined on L by C

and T (thus, h is the “height” of C relative to T ). Prove that

|k(p)| = lim
d→0

2h

d2
,

where k(p) is the curvature of C at p.

*5. If a closed plane curve C is contained inside a disk of radius r , prove that
there exists a point p ∈ C such that the curvature k of C at p satisfies
|k| ≥ 1/r .

6. Let α(s), s ∈ [0, l] be a closed convex plane curve positively oriented.
The curve

β(s) = α(s) − rn(s),

where r is a positive constant and n is the normal vector, is called a
parallel curve to α (Fig. 1-37). Show that

a. Length of β = length of α + 2πr .

b. A(β) = A(α) + rl + πr2.

c. kβ(s) = kα(s)/(1 + rkα(s)).

For (a)-(c), A( ) denotes the area bounded by the corresponding curve,
and kα, kβ are the curvatures of α and β, respectively.

7. Let α: R → R2 be a plane curve defined in the entire real line R. Assume
that α does not pass through the origin 0 = (0, 0) and that both

lim
t→+∞

|α(t)| = ∞ and lim
t→−∞

|α(t)| = ∞.
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Figure 1-37

a. Prove that there exists a point t0 ∈ R such that |α(t0)| ≤ |α(t)| for all
t ∈ R.

b. Show, by an example, that the assertion in part a is false if one does
not assume that both limt→+∞ |α(t)| = ∞ and limt→−∞ |α(t)| = ∞.

8.*a. Let α(s), s ∈ [0, l], be a plane simple closed curve. Assume that the
curvature k(s) satisfies 0 < k(s) ≤ c, where c is a constant (thus, α

is less curved than a circle of radius 1/c). Prove that

length of α ≥
2π

c
.

b. In part a replace the assumption of being simple by “α has rotation
index N .” Prove that

length of α ≥
2πN

c
.

*9. A set K ⊂ R2 is convex if given any two points p, q ∈ K the segment of
straight line pq is contained in K (Fig. 1-38). Prove that a simple closed
convex curve bounds a convex set.

10. Let C be a convex plane curve. Prove geometrically that C has no self-
intersections.

*11. Given a nonconvex simple closed plane curve C, we can consider its
convex hull H (Fig. 1-39), that is, the boundary of the smallest convex
set containing the interior of C. The curve H is formed by arcs of C and
by the segments of the tangents to C that bridge “the nonconvex gaps”
(Fig. 1-39). It can be proved that H is a C1 closed convex curve. Use
this to show that, in the isoperimetric problem, we can restrict ourselves
to convex curves.

*12. Consider a unit circle S1 in the plane. Show that the ratio M1/M2 = 1
2
,

where M2 is the measure of the set of straight lines in the plane that meet
S1 and M1 is the measure of all such lines that determine in S1 a chord
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of length >
√

3. Intuitively, this ratio is the probability that a straight
line that meets S1 determines in S1 a chord longer than the side of an
equilateral triangle inscribed in S1 (Fig. 1-40).

13. Let C be an oriented plane closed curve with curvature k > 0. Assume
that C has at least one point p of self-intersection. Prove that

a. There is a point p′ ∈ C such that the tangent line T ′ at p′ is parallel
to some tangent at p.

b. The rotation angle of the tangent in the positive arc of C made up by
pp′p is > π (Fig. 1-41).

c. The rotation index of C is ≥ 2.

14. a. Show that if a straight line L meets a closed convex curve C, then
either L is tangent to C or L intersects C in exactly two points.

b. Use part a to show that the measure of the set of lines that meet C

(without multiplicities) is equal to the length of C.
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15. Green’s theorem in the plane is a basic fact of calculus and can be
stated as follows. Let a simple closed plane curve be given by α(t) =
(x(t), y(t)), t ∈ [a, b]. Assume that α is positively oriented, let C be its
trace, and let R be the interior of C. Let p = p(x, y), q = q(x, y) be
real functions with continuous partial derivatives px, py, qx, qy . Then

∫∫

R

(qx − py) dx dy =
∫

C

(

p
dx

dt
+ q

dy

dt

)

dt, (9)

where in the second integral it is understood that the functions p and
q are restricted to α and the integral is taken between the limits t = a

and t = b. In parts a and b below we propose to derive, from Green’s
theorem, a formula for the area of R and the formula for the change of
variables in double integrals (cf. Eqs. (1) and (7) in the text).

a. Set q = x and p = −y in Eq. (9) and conclude that

A(R) =
∫∫

R

dx dy =
1

2

∫ b

a

(

x(t)
dy

dt
− y(t)

dx

dt

)

dt.

b. Let f (x, y) be a real function with continuous partial derivatives and
T : R2 → R2 be a transformation of coordinates given by the func-
tions x = x(u, v), y = y(u, v), which also admit continuous partial
derivatives. Choose in Eq. (9) p = 0 and q so that qx = f . Apply
successively Green’s theorem, the map T, and Green’s theorem again
to obtain

∫∫

R

f (x, y) dx dy

=
∫

C

q dy =
∫

T −1(C)

(q ◦ T )(yuu
′(t) + yvv

′(t)) dt

=
∫∫

T −1(R)

{

∂

∂u
((q ◦ T )yv) −

∂

∂v
((q ◦ T )yu)

}

du dv.

Show that

∂

∂u
(q(x(u, v), y(u, v))yv) −

∂

∂v
(q(x(u, v), y(u, v))yu)

= f (x(u, v), y(u, v))(xuyv − xvyu) = f
∂(x, y)

∂(u, v)
.

Put that together with the above and obtain the transformation formula
for double integrals:
∫∫

R

f (x, y) dx dy =
∫∫

T −1(R)

f (x(u, v), y(u, v))
∂(x, y)

∂(u, v)
du dv.



2 Regular Surfaces

2-1. Introduction

In this chapter, we shall begin the study of surfaces. Whereas in the first chapter
we used mainly elementary calculus of one variable, we shall now need some
knowledge of calculus of several variables. Specifically, we need to know
some facts about continuity and differentiability of functions and maps in R2

and R3. What we need can be found in any standard text of advanced calculus,
for instance, Buck Advanced Calculus; we have included a brief review of
some of this material in an appendix to Chap. 2.

In Sec. 2-2 we shall introduce the basic concept of a regular surface in R3.
In contrast to the treatment of curves in Chap. 1, regular surfaces are defined
as sets rather than maps. The goal of Sec. 2-2 is to describe some criteria that
are helpful in trying to decide whether a given subset of R3 is a regular surface.

In Sec. 2-3 we shall show that it is possible to define what it means for a
function on a regular surface to be differentiable, and in Sec. 2-4 we shall show
that the usual notion of differential in R2 can be extended to such functions.
Thus, regular surfaces in R3 provide a natural setting for two-dimensional
calculus.

Of course, curves can also be treated from the same point of view, that is,
as subsets of R3 which provide a natural setting for one-dimensional calculus.
We shall mention them briefly in Sec. 2-3.

Sections 2-2 and 2-3 are crucial to the rest of the book. A beginner may
find the proofs in these sections somewhat difficult. If so, the proofs can be
omitted on a first reading.

In Sec. 2-5 we shall introduce the first fundamental form, a natural instru-
ment to treat metric questions (lengths of curves, areas of regions, etc.) on

53
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a regular surface. This will become a very important issue when we reach
Chap. 4.

Sections 2-6 through 2-8 are optional on a first reading. In Sec. 2-6, we
shall treat the idea of orientation on regular surfaces. This will be needed in
Chaps. 3 and 4. For the benefit of those who omit this section, we shall review
the notion of orientation at the beginning of Chap. 3.

2-2. Regular Surfaces; Inverse Images of Regular Values†

In this section we shall introduce the notion of a regular surface in R3. Roughly
speaking, a regular surface in R3 is obtained by taking pieces of a plane,
deforming them, and arranging them in such a way that the resulting figure
has no sharp points, edges, or self-intersections and so that it makes sense to
speak of a tangent plane at points of the figure. The idea is to define a set that
is, in a certain sense, two-dimensional and that also is smooth enough so that
the usual notions of calculus can be extended to it. By the end of Sec. 2-4,
it should be completely clear that the following definition is the right one.

DEFINITION 1. A subset S ⊂ R3 is a regular surface if, for each p ∈ S,
there exists a neighborhood V in R3 and a map x: U → V ∩ S of an open set
U ⊂ R2 onto V ∩ S ⊂ R3 such that (Fig. 2-1)

z

0
y

x

V

C

V ∩ S

S
x

(u, υ)

υ

u

U

p

(x(u, υ), y(u, υ), z(u, υ))

Figure 2-1

1. x is differentiable. This means that if we write

x(u, v) = (x(u, v), y(u, v), z(u, v)), (u, v) ∈ U,

†Proofs in this section may be omitted on a first reading.
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the functions x(u, v), y(u, v), z(u, v) have continuous partial deriva-
tives of all orders in U.

2. x is a homeomorphism. Since x is continuous by condition 1, this means
that x has an inverse x−1: V ∩ S → U which is continuous.

3. (The regularity condition.) For each q ∈ U, the differential dxq:
R2 → R3 is one-to-one.†

We shall explain condition 3 in a short while.
The mapping x is called a parametrization or a system of (local) coordinates

in (a neighborhood of) p. The neighborhood V ∩ S of p in S is called a
coordinate neighborhood.

To give condition 3 a more familiar form, let us compute the matrix of
the linear map dxq in the canonical bases e1 = (1, 0), e2 = (0, 1) of R2 with
coordinates (u, v) and f1 = (1, 0, 0), f2 = (0, 1, 0), f3 = (0, 0, 1) of R3, with
coordinates (x, y, z).

Let q = (u0, v0). The vector e1 is tangent to the curve u → (u, v0) whose
image under x is the curve

u −→ (x(u, v0), y(u, v0), z(u, v0)).

This image curve (called the coordinate curve v = v0) lies on S and has at
x(q) the tangent vector (Fig. 2-2)

coordinate
curves

∂x

∂u

S

dx
q

υ u = u
0

υ = υ
0

u

e
2

q

0

e
1

f
3

f
2

f
1

∂υ

∂x

x(q)

Figure 2-2

†In italic context, letter symbols are roman so they can be distinguished from the
surrounding text.
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(

∂x

∂u
,
∂y

∂u
,
∂z

∂u

)

=
∂x
∂u

,

where the derivatives are computed at (u0, v0) and a vector is indicated by its
components in the basis {f1, f2, f3}. By the definition of differential (appendix
to Chap. 2, Def. 1),

dxq(e1)

(

∂x

∂u
,
∂y

∂u
,
∂z

∂u

)

=
∂x
∂u

.

Similarly, using the coordinate curve u = u0 (image by x of the curve
v → (u0, v)), we obtain

dxq(e2) =
(

∂x

∂v
,
∂y

∂v
,
∂z

∂v

)

=
∂x
∂v

.

Thus, the matrix of the linear map dxq in the referred basis is

dxq =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

∂x

∂u

∂x

∂v

∂y

∂u

∂y

∂v

∂z

∂u

∂z

∂v

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

.

Condition 3 of Def. 1 may now be expressed by requiring the two column
vectors of this matrix to be linearly independent; or, equivalently, that the
vector product ∂x/∂u ∧ ∂x/∂v �= 0; or, in still another way, that one of the
minors of order 2 of the matrix of dxq , that is, one of the Jacobian determinants

∂(x, y)

∂(u, v)
=

∣

∣

∣

∣

∣

∣

∣

∣

∂x

∂u

∂x

∂v

∂y

∂u

∂y

∂v

∣

∣

∣

∣

∣

∣

∣

∣

,
∂(y, z)

∂(u, v)
,

∂(x, z)

∂(u, v)
,

be different from zero at q.

Remark 1. Definition 1 deserves a few comments. First, in contrast to
our treatment of curves in Chap. 1, we have defined a surface as a subset S

of R3, and not as a map. This is achieved by covering S with the traces of
parametrizations which satisfy conditions 1, 2, and 3.

Condition 1 is very natural if we expect to do some differential geometry
on S. The one-to-oneness in condition 2 has the purpose of preventing self-
intersections in regular surfaces. This is clearly necessary if we are to speak
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about, say, the tangent plane at a point p ∈ S (see Fig. 2-3(a)). The continuity
of the inverse in condition 2 has a more subtle purpose which can be fully
understood only in the next section. For the time being, we shall mention that
this condition is essential to proving that certain objects defined in terms of a
parametrization do not depend on this parametrization but only on the set S

itself. Finally, as we shall show in Sec. 2.4, condition 3 will guarantee the
existence of a “tangent plane” at all points of S (see Fig. 2-3(b)).

(b)(a)

p

p

Figure 2-3. Some situations to be avoided in the definition of a regular surface.

Example 1. Let us show that the unit sphere

S2 = {(x, y, z) ∈ R3; x2 + y2 + z2 = 1}

is a regular surface.
We first verify that the map x1: U ⊂ R2 → R3 given by

x1(x, y) = (x, y,+
√

1 − (x2 + y2) ), (x, y) ∈ U,

where R2 = {(x, y, z) ∈ R3; z = 0} and U = {(x, y) ∈ R2; x2 + y2 < 1},
is a parametrization of S2. Observe that x1(U) is the (open) part of S2 above
the xy plane.

Since x2 + y2 < 1, the function +
√

1 − (x2 + y2) has continuous partial
derivatives of all orders. Thus, x1 is differentiable and condition 1 holds.

Condition 3 is easily verified, since

∂(x, y)

∂(x, y)
≡ 1.

To check condition 2, we observe that x1 is one-to-one and that x−1
1 is the

restriction of the (continuous) projection π(x, y, z) = (x, y) to the set x1(U).
Thus, x−1

1 is continuous in x1(U).
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We shall now cover the whole sphere with similar parametrizations as
follows. We define x2: U ⊂ R2 → R3 by

x2(x, y) = (x, y,−
√

1 − (x2 + y2) ),

check that x2 is a parametrization, and observe that x1(U) ∪ x2(U) covers S2

minus the equator

{(x, y, z) ∈ R3; x2 + y2 = 1, z = 0}.

Then, using the xz and zy planes, we define the parametrizations

x3(x, z) = (x, +
√

1 − (x2 + z2) , z),

x4(x, z) = (x, −
√

1 − (x2 + z2) , z),

x5(y, z) = (+
√

1 − (y2 + z2) , y, z),

x6(y, z) = (−
√

1 − (y2 + z2) , y, z),

which, together with x1 and x2, cover S2 completely (Fig. 2-4) and show that
S2 is a regular surface.

y

z

x

S 2

0

Figure 2-4

For most applications, it is convenient to relate parametrizations to the
geographical coordinates on S2. Let V = {(θ, ϕ); 0 < θ < π, 0 < ϕ < 2π}
and let x: V → R3 be given by

x(θ, ϕ) = (sin θ cos ϕ, sin θ sin ϕ, cos θ).
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θ

φ

z

yx

Figure 2-5

Clearly, x(V ) ⊂ S2. We shall prove that x is a parametrization of S2. θ is
usually called the colatitude (the complement of the latitude) and ϕ the
longitude (Fig. 2-5).

It is clear that the functions sin θ cos ϕ, sin θ sin ϕ, cos θ have continuous
partial derivatives of all orders; hence, x is differentiable. Moreover, in order
that the Jacobian determinants

∂(x, y)

∂(θ, ϕ)
= cos θ sin θ,

∂(y, z)

∂(θ, ϕ)
= sin2

θ cos ϕ,

∂(x, z)

∂(θ, ϕ)
= − sin2

θ sin ϕ

vanish simultaneously, it is necessary that

cos2 θ sin2
θ + sin4

θ cos2 ϕ + sin4
θ sin2

ϕ = sin2
θ = 0.

This does not happen in V , and so conditions 1 and 3 of Def. 1 are satisfied.
Next, we observe that given (x, y, z) ∈ S2 − C, where C is the semicircle

C = {(x, y, z) ∈ S2; y = 0, x ≥ 0},

θ is uniquely determined by θ = cos−1 z, since 0 < θ < π . By knowing θ ,
we find sin ϕ and cos ϕ from x = sin θ cos ϕ, y = sin θ sin ϕ, and this deter-
mines ϕ uniquely (0 < ϕ < 2π). It follows that x has an inverse x−1. To
complete the verification of condition 2, we should prove that x−1 is contin-
uous. However, since we shall soon prove (Prop. 4) that this verification is



60 2. Regular Surfaces

not necessary provided we already know that the set S is a regular surface,
we shall not do that here.

We remark that x(V ) only omits a semicircle of S2 (including the two
poles) and that S2 can be covered with the coordinate neighborhoods of two
parametrizations of this type.

In Exercise 16 we shall indicate how to cover S2 with another useful set of
coordinate neighborhoods.

Example 1 shows that deciding whether a given subset of R3 is a regular
surface directly from the definition may be quite tiresome. Before going into
further examples, we shall present two propositions which will simplify this
task. Proposition 1 shows the relation which exists between the definition of a
regular surface and the graph of a function z = f (x, y). Proposition 2 uses the
inverse function theorem and relates the definition of a regular surface with
the subsets of the form f (x, y, z) = constant.

PROPOSITION 1. If f : U → R is a differentiable function in an open
set U of R2, then the graph of f, that is, the subset of R3 given by (x, y, f (x, y))

for (x, y) ∈ U, is a regular surface.

Proof. It suffices to show that the map x: U → R3 given by

x(u, v) = (u, v, f (u, v))

is a parametrization of the graph whose coordinate neighborhood covers
every point of the graph. Condition 1 is clearly satisfied, and condition 3 also
offers no difficulty since ∂(x, y)/∂(u, v) ≡ 1. Finally, each point (x, y, z) of
the graph is the image under x of the unique point (u, v) = (x, y) ∈ U . x is
therefore one-to-one, and since x−1 is the restriction to the graph of f of the
(continuous) projection of R3 onto the xy plane, x−1 is continuous.

Q.E.D.

Before stating Prop. 2, we shall need a definition.

DEFINITION 2. Given a differentiable map F: U ⊂ Rn → Rm defined in
an open set U of Rn we say that p ∈ U is a critical point of F if the differential
dFp: Rn → Rm is not a surjective (or onto) mapping. The image F(p) ∈ Rm

of a critical point is called a critical value of F. A point of Rm which is not a
critical value is called a regular value of F.

The terminology is evidently motivated by the particular case in which
f : U ⊂ R → R is a real-valued function of a real variable. A point x0 ∈ U is
critical if f ′(x0) = 0, that is, if the differential dfx0

carries all the vectors in
R to the zero vector (Fig. 2-6). Notice that any point a �∈ f (U) is trivially a
regular value of f .

If f : U ⊂ R3 → R is a differentiable function, then dfp applied to the
vector (1, 0, 0) is obtained by calculating the tangent vector atf (p) to the curve
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x −→ f (x, y0, z0).

It follows that

dfp(1, 0, 0) =
∂f

∂x
(x0, y0, z0) = fx

and analogously that

dfp(0, 1, 0) = fy, dfp(0, 0, 1) = fz.

We conclude that the matrix of dfp in the basis (1, 0, 0), (0, 1, 0), (0, 0, 1) is
given by

dfp = (fx, fy, fz).

Note, in this case, that to say that dfp is not surjective is equivalent to
saying that fx = fy = fz = 0 at p. Hence, a ∈ f (U) is a regular value of
f : U ⊂ R3 → R if and only if fx, fy , and fz do not vanish simultaneously at
any point in the inverse image

f −1(a) = {(x, y, z) ∈ U : f (x, y, z) = a}.

PROPOSITION 2. If f : U ⊂ R3 → R is a differentiable function and
a ∈ f (U) is a regular value of f , then f −1(a) is a regular surface in R3.

Proof. Let p = (x0, y0, z0) be a point of f −1(a). Since a is a regular value
of f, it is possible to assume, by renaming the axes if necessary, that fz �= 0
at p. We define a mapping F : U ⊂ R3 → R3 by
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F(x, y, z) = (x, y, f (x, y, z)),

and we indicate by (u, v, t) the coordinates of a point in R3 where F takes its
values. The differential of F at p is given by

dFp =

⎛

⎜

⎝

1 0 0

0 1 0

fx fy fz

⎞

⎟

⎠
,

whence
det(dFp) = fz �= 0.

We can therefore apply the inverse function theorem (cf. the appendix to
Chap. 2), which guarantees the existence of neighborhoods V of p and W

of F(p) such that F : V → W is invertible and the inverse F −1: W → V is
differentiable (Fig. 2-7). It follows that the coordinate functions of F −1, i.e.,
the functions

x = u, y = v, z = g(u, v, t), (u, v, t) ∈ W,

f –1(a)∩ V

z

x

0

V

p

t

a

f = a

w

υ

u

F( p)
F

y

Figure 2-7

are differentiable. In particular, z = g(u, v, a) = h(x, y) is a differentiable
function defined in the projection of V onto the xy plane. Since

F(f −1(a) ∩ V ) = W ∩ {(u, v, t); t = a},

we conclude that the graph of h is f −1(a) ∩ V . By Prop. 1, f −1(a) ∩ V is a
coordinate neighborhood of p. Therefore, every p ∈ f −1(a) can be covered
by a coordinate neighborhood, and so f −1(a) is a regular surface. Q.E.D.
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Remark 2. The proof consists essentially of using the inverse function
theorem “to solve for z” in the equation f (x, y, z) = a, which can be done
in a neighborhood of p if fz(p) �= 0. This fact is a special case of the general
implicit function theorem, which follows from the inverse function theorem
and is, in fact, equivalent to it.

Example 2. The ellipsoid

x2

a2
+

y2

b2
+

z2

c2
= 1

is a regular surface. In fact, it is the set f −1(0) where

f (x, y, z) =
x2

a2
+

y2

b2
+

z2

c2
− 1

is a differentiable function and 0 is a regular value of f . This follows from the
fact that the partial derivatives fx = 2x/a2, fy = 2y/b2, fz = 2z/c2 vanish
simultaneously only at the point (0, 0, 0), which does not belong to f −1(0).
This example includes the sphere as a particular case (a = b = c = 1).

The examples of regular surfaces presented so far have been connected
subsets of R3. A surface S ⊂ R3 is said to be connected if any two of its
points can be joined by a continuous curve in S. In the definition of a regular
surface we made no restrictions on the connectedness of the surfaces, and the
following example shows that the regular surfaces given by Prop. 2 may not
be connected.

Example 3. The hyperboloid of two sheets −x2 − y2 + z2 = 1 is a reg-
ular surface, since it is given by S = f −1(0), where 0 is a regular value of
f (x, y, z) = −x2 − y2 + z2 − 1 (Fig. 2-8). Note that the surface S is not con-
nected; that is, given two points in two distinct sheets (z > 0 and z < 0) it
is not possible to join them by a continuous curve α(t) = (x(t), y(t), z(t))

contained in the surface; otherwise, z changes sign and, for some t0, we have
z(t0) = 0, which means that α(t0) �∈ S.

Incidentally, the argument of Example 3 may be used to prove a property
of connected surfaces that we shall use repeatedly. If f : S ⊂ R3 → R is a
nonzero continuous function defined on a connected surface S, then f does not
change sign on S.

To prove this, we use the intermediate value theorem (appendix to Chap. 2,
Prop. 4). Assume, by contradiction, that f (p) > 0 and f (q) < 0 for some
points p, q ∈ S. Since S is connected, there exists a continuous curve
α: [a, b] → S with α(a) = p, α(b) = q. By applying the intermediate value
theorem to the continuous function f ◦ α: [a, b] → R, we find that there exists
c ∈ (a, b) with f ◦ α(c) = 0; that is, f is zero at α(c), a contradiction.
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z

x

y

0

Figure 2-8. A nonconnected surface:
−y2 − x2 + z2 = 1.

Example 4. The torus T is a “surface” generated by rotating a circle S1

of radius r about a straight line belonging to the plane of the circle and at a
distance a > r away from the center of the circle (Fig. 2-9).

a+r

z

x υ

u

r O y

Figure 2-9
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Let S1 be the circle in the yz plane with its center in the point (0, a, 0).
Then S1 is given by (y − a)2 + z2 = r2, and the points of the figure T obtained
by rotating this circle about the z axis satisfy the equation

z2 = r2 − (
√

x2 + y2 − a)2.

Therefore, T is the inverse image of r2 by the function

f (x, y, z) = z2 + (
√

x2 + y2 − a)2.

This function is differentiable for (x, y) �= (0, 0), and since

∂f

∂z
= 2z,

∂f

∂y
=

2y(
√

x2 + y2 − a)
√

x2 + y2
,

∂f

∂x
=

2x(
√

x2 + y2 − a)
√

x2 + y2
,

r2 is a regular value of f. It follows that the torus T is a regular surface.

Proposition 1 says that the graph of a differentiable function is a regular
surface. The following proposition provides a local converse of this; that is,
any regular surface is locally the graph of a differentiable function.

PROPOSITION 3. Let S ⊂ R3 be a regular surface and p ∈ S. Then
there exists a neighborhood V of p in S such that V is the graph of a dif-
ferentiable function which has one of the following three forms: z = f (x, y),
y = g(x, z), x = h(y, z).

Proof. Let x: U ⊂ R2 → S be a parametrization of S in p, and write
x(u, v) = (x(u, v), y(u, v), z(u, v)), (u, v) ∈ U . By condition 3 of Def. 1,
one of the Jacobian determinants

∂(x, y)

∂(u, v)
,

∂(y, z)

∂(u, v)
,

∂(z, x)

∂(u, v)

is not zero at x−1(p) = q.
Suppose first that (∂(x, y)/∂(u, v))(q) �= 0, and consider the map π ◦ x:

U → R2, where π is the projection π(x, y, z) = (x, y). Then π ◦ x(u, v) =
(x(u, v), y(u, v)), and, since (∂(x, y)/∂(u, v))(q) �= 0, we can apply the
inverse function theorem to guarantee the existence of neighborhoods V1

of q, V2 of π ◦ x(q) such that π ◦ x maps V1 diffeomorphically onto V2

(Fig. 2-10). It follows that π restricted to x(V1) = V is one-to-one and that
there is a differentiable inverse (π ◦ x)−1: V2 → V1. Observe that, since x
is a homeomorphism, V is a neighborhood of p in S. Now, if we compose
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the map (π ◦ x)−1: (x, y) → (u(x, y), v(x, y)) with the function (u, v) →
z(u, v), we find that V is the graph of the differentiable function z =
z(u(x, y), v(x, y)) = f (x, y), and this settles the first case.

The remaining cases can be treated in the same way, yielding x = h(y, z)

and y = g(x, z). Q.E.D.

The next proposition says that if we already know that S is a regular surface
and we have a candidate x for a parametrization, we do not have to check that
x−1 is continuous, provided that the other conditions hold. This remark was
used in Example 1.

PROPOSITION 4. Let p ∈ S be a point of a regular surface S and let
x: U ⊂ R2 → R3 be a map with p ∈ x(U) ⊂ S such that conditions 1 and 3
of Def. 1 hold. Assume that x is one-to-one. Then x−1 is continuous.

Proof. We begin by proceeding in a way similar to the proof of Proposi-
tion 3. Write x(u, v) = (x(u, v), y(u, v), z(u, v)), (u, v) ∈ U , and let q ∈ U .
By conditions 1 and 3, we can assume, interchanging the coordinate axis
if necessary, that ∂(x, y)/∂(u, v)(q) �= 0. Let π : R

3 → R
2 be the projection

π(x, y, z) = (x, y). By the inverse function theorem, we obtain neighbor-
hoods V1 of q in U and V2 of π ◦ x(q) in R

2 such that π ◦ x applies V1

diffeomorphically onto V2.
Assume now that x is bijective. Then, restricted to x(V1), x−1 = (π ◦ x)−1

◦ π (Fig. 2.10). Thus x−1, as a composition of continuous maps, is continuous.
Q.E.D.

Example 5. The one-sheeted cone C, given by

z = +
√

x2 + y2, (x, y) ∈ R2,
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is not a regular surface. Observe that we cannot conclude this from the fact
alone that the “natural” parametrization

(x, y) → (x, y,+
√

x2 + y2)

is not differentiable; there could be other parametrizations satisfying Def. 1.
To show that this is not the case, we use Prop. 3. If C were a regular surface,

it would be, in a neighborhood of (0, 0, 0) ∈ C, the graph of a differentiable
function having one of three forms: y = h(x, z), x = g(y, z), z = f (x, y).
The two first forms can be discarded by the simple fact that the projections
of C over the xz and yz planes are not one-to-one. The last form would
have to agree, in a neighborhood of (0, 0, 0), with z = +

√

x2 + y2. Since

z = +
√

x2 + y2 is not differentiable at (0, 0), this is impossible.

Example 6. A parametrization for the torus T of Example 4 can be given
by (Fig. 2-9)

x(u, v) = ((r cos u + a) cos v, (r cos u + a) sin v, r sin u),

where 0 < u < 2π , 0 < v < 2π .

Condition 1 of Def. 1 is easily checked, and condition 3 reduces to a
straightforward computation, which is left as an exercise. Since we know that
T is a regular surface, condition 2 is equivalent, by Prop. 4, to the fact that x
is one-to-one.

To prove that x is one-to-one, we first observe that sin u = z/r; also,
if
√

x2 + y2 ≤ a, then π/2 ≤ u ≤ 3π/2, and if
√

x2 + y2 ≥ a, then either
0 < u ≤ π/2 or 3π/2 ≤ u < 2π . Thus, given (x, y, z), this determines u,
0 < u < 2π , uniquely. By knowing u, x, and y we find cos v and sin v. This
determines v uniquely, 0 < v < 2π . Thus, x is one-to-one.

It is easy to see that the torus can be covered by three such coordinate
neighborhoods.

EXERCISES†

1. Show that the cylinder {(x, y, z) ∈ R3; x2 + y2 = 1} is a regular surface,
and find parametrizations whose coordinate neighborhoods cover it.

2. Is the set {(x, y, z) ∈ R3; z = 0 and x2 + y2 ≤ 1} a regular surface? Is
the set {(x, y, z) ∈ R3; z = 0, and x2 + y2 < 1} a regular surface?

3. Show that the two-sheeted cone, with its vertex at the origin, that is, the
set {(x, y, z) ∈ R3; x2 + y2 − z2 = 0}, is not a regular surface.

†Those who have omitted the proofs in this section should also omit Exercises 17–19.
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4. Let f (x, y, z) = z2. Prove that 0 is not a regular value of f and yet that
f −1(0) is a regular surface.

*5. Let P = {(x, y, z) ∈ R3; x = y} (a plane) and let x: U ⊂ R2 → R3 be
given by

x(u, v) = (u + v, u+ v, uv),

where U = {(u, v) ∈ R2; u > v}. Clearly, x(U) ⊂ P . Is x a parametriza-
tion of P ?

6. Give another proof of Prop. 1 by applying Prop. 2 to h(x, y, z) =
f (x, y)− z.

7. Let f (x, y, z) = (x + y + z − 1)2.

a. Locate the critical points and critical values of f .

b. For what values of c is the set f (x, y, z) = c a regular surface?

c. Answer the questions of parts a and b for the function f (x, y, z) =
xyz2.

8. Let x(u, v) be as in Def. 1. Verify that dxq : R2 → R3 is one-to-one if and
only if

∂x
∂u

∧
∂x
∂v

�= 0.

9. Let V be an open set in the xy plane. Show that the set

{(x, y, z) ∈ R3; z = 0 and (x, y) ∈ V }

is a regular surface.

10. Let C be a figure “8” in the xy plane and let S be the cylindrical surface
over C (Fig. 2-11); that is,

S = {(x, y, z) ∈ R3; (x, y) ∈ C}.

Is the set S a regular surface?

S

Figure 2-11
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11. Show that the set S = {(x, y, z) ∈ R3; z = x2 − y2} is a regular surface
and check that parts a and b are parametrizations for S:

a. x(u, v) = (u + v, u− v, 4uv), (u, v) ∈ R2.

*b. x(u, v) = (u cosh v, u sinh v, u2), (u, v) ∈ R2, u �= 0.

Which parts of S do these parametrizations cover?

12. Show that x: U ⊂ R2 → R3 given by

x(u, v) = (a sin u cos v, b sin u sin v, c cos u), a, b, c �= 0,

where 0 < u < π , 0 < v < 2π , is a parametrization for the ellipsoid

x2

a2
+

y2

b2
+

z2

c2
= 1.

Describe geometrically the curves u = const. on the ellipsoid.

*13. Find a parametrization for the hyperboloid of two sheets {(x, y, z) ∈
R3; −x2 − y2 + z2 = 1}.

14. A half-line [0, ∞) is perpendicular to a line E and rotates about E from
a given initial position while its origin 0 moves along E. The movement
is such that when [0, ∞) has rotated through an angle θ , the origin is
at a distance d = sin2

(θ/2) from its initial position on E. Verify that
by removing the line E from the image of the rotating line we obtain a
regular surface. If the movement were such that d = sin(θ/2), what else
would need to be excluded to have a regular surface?

*15. Let two points p(t) and q(t) move with the same speed, p starting from
(0, 0, 0) and moving along the z axis and q starting at (a, 0, 0), a �= 0,
and moving parallel to the y axis. Show that the line through p(t) and
q(t) describes a set in R3 given by y(x − a) + zx = 0. Is this a regular
surface?

16. One way to define a system of coordinates for the sphere S2, given by
x2 + y2 + (z − 1)2 = 1, is to consider the so-called stereographic pro-
jection π : S2 ∼ {N} → R2 which carries a point p = (x, y, z) of the
sphere S2 minus the north pole N = (0, 0, 2) onto the intersection of
the xy plane with the straight line which connects N to p (Fig. 2-12). Let
(u, v) = π(x, y, z), where (x, y, z) ∈ S2 ∼ {N} and (u, v) ∈ xy plane.

a. Show that π−1: R2 → S2 is given by

π−1

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎩

x =
4u

u2 + v2 + 4
,

y =
4v

u2 + v2 + 4
,

z =
2(u2 + v2)

u2 + v2 + 4
.
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0
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Figure 2-12. The stereographic projection.

b. Show that it is possible, using stereographic projection, to cover the
sphere with two coordinate neighborhoods.

17. Define a regular curve in analogy with a regular surface. Prove that

a. The inverse image of a regular value of a differentiable function

f : U ⊂ R2 → R

is a regular plane curve. Give an example of such a curve which is
not connected.

b. The inverse image of a regular value of a differentiable map

F : U ⊂ R3 → R2

is a regular curve in R3. Show the relationship between this proposi-
tion and the classical way of defining a curve in R3 as the intersection
of two surfaces.

*c. The set C = {(x, y) ∈ R2; x2 = y3} is not a regular curve.

*18. Suppose that f (x, y, z) = u = const., g(x, y, z) = v = const.,

h(x, y, z) = w = const.,

describe three families of regular surfaces and assume that at (x0, y0, z0)

the Jacobian
∂(f, g, h)

∂(x, y, z)
�= 0.
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y

p = (0, –1)

Horizontal scale distinct from vertical scale

q = (1/π, 0)

x0

Figure 2-13

Prove that in a neighborhood of (x0, y0, z0) the three families will be
described by a mapping F(u, v, w) = (x, y, z) of an open set of R3

into R3, where a local parametrization for the surface of the family
f (x, y, z) = u, for example, is obtained by setting u = const. in this
mapping. DetermineF for the case where the three families of surfaces are

f (x, y, z) = x2 + y2 + z2 = u = const.; (spheres with center (0, 0, 0));

g(x, y, z) =
y

x
= v = const.; (planes through the z axis);

h(x, y, z) =
x2 + y2

z2
= w = const.; (cones with vertex at (0, 0, 0)).

*19. Let α: (−3, 0) → R2 be defined by (Fig. 2-13)

α(t)

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

= (0, −(t + 2)), if t ∈ (−3, −1),

= regular parametrized curve joining p = (0, −1) to q =
(

1

π
, 0

)

,

if t ∈
(

−1, −
1

π

)

,

=
(

−t, sin
1

t

)

, if t ∈
(

−
1

π
, 0

)

.

It is possible to define the curve joining p to q so that all the deriva-
tives of α are continuous at the corresponding points and α has no
self-intersections. Let C be the trace of α.

a. Is C a regular curve?

b. Let a normal line to the plane R2 run through C so that it describes a
“cylinder” S. Is S a regular surface?
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2-3. Change of Parameters; Differentiable Functions

on Surface†

Differential geometry is concerned with those properties of surfaces which
depend on their behavior in a neighborhood of a point. The definition of
a regular surface given in Sec. 2-2 is adequate for this purpose. According
to this definition, each point p of a regular surface belongs to a coordinate
neighborhood. The points of such a neighborhood are characterized by their
coordinates, and we should be able, therefore, to define the local properties
which interest us in terms of these coordinates.

For example, it is important that we be able to define what it means for
a function f : S → R to be differentiable at a point p of a regular surface S.
A natural way to proceed is to choose a coordinate neighborhood of p, with
coordinates u, v, and say that f is differentiable at p if its expression in the
coordinates u and v admits continuous partial derivatives of all orders.

The same point of S can, however, belong to various coordinate neighbor-
hoods (in the sphere of Example 1 of Sec. 2-2 any point of the interior of the
first octant belongs to three of the given coordinate neighborhoods). More-
over, other coordinate systems could be chosen in a neighborhood of p (the
points referred to on the sphere could also be parametrized by geographical
coordinates or by stereographic projection; cf. Exercise 16, Sec. 2-2). For the
above definition to make sense, it is necessary that it does not depend on the
chosen system of coordinates. In other words, it must be shown that when p

belongs to two coordinate neighborhoods, with parameters (u, v) and (ξ, η),
it is possible to pass from one of these pairs of coordinates to the other by
means of a differentiable transformation.

The following proposition shows that this is true.

PROPOSITION 1 (Change of Parameters). Let p be a point of a regu-
lar surface S, and let x: U ⊂ R2 → S, y: V ⊂ R2 → S be two parametriza-
tions of S such that p ∈ x(U) ∩ y(V) = W. Then the “change of coordinates”
h = x−1 ◦ y: y−1(W) → x−1(W) (Fig. 2-14) is a diffeomorphism; that is, h is
differentiable and has a differentiable inverse h−1.

In other words, if x and y are given by

x(u, v) = (x(u, v), y(u, v), z(u, v)), (u, v) ∈ U,

y(ξ, η) = (x(ξ, η), y(ξ, η), z(ξ, η)), (ξ, η) ∈ V,

then the change of coordinates h, given by

u = u(ξ, η), v = v(ξ, η), (ξ, η) ∈ y−1(W),

†Proofs in this section may be omitted on a first reading.
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Figure 2-14

has the property that the functions u and v have continuous partial derivatives
of all orders, and the map h can be inverted, yielding

ξ = ξ(u, v), η = η(u, v), (u, v) ∈ x−1(W),

where the functions ξ and η also have partial derivatives of all orders. Since

∂(u, v)

∂(ξ, η)
·
∂(ξ, η)

∂(u, v)
= 1,

this implies that the Jacobian determinants of both h and h−1 are nonzero
everywhere.

Proof of Prop. 1. h = x−1 ◦ y is a homeomorphism, since it is composed
of homeomorphisms (cf. the appendix to Chap. 2, Prop. 3). It is not possible
to conclude, by an analogous argument, that h is differentiable, since x−1 is
defined in an open subset of S, and we do not yet know what is meant by a
differentiable function on S.

We proceed in the following way. Let r ∈ y−1(W) and set q = h(r). Since
x(u, v) = (x(u, v), y(u, v), z(u, v)) is a parametrization, we can assume, by
renaming the axes if necessary, that
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∂(x, y)

∂(u, v)
(q) �= 0.

We extend x to a map F : U × R → R3 defined by

F(u, v, t) = (x(u, v), y(u, v), z(u, v)+ t), (u, v) ∈ U, t ∈ R.

Geometrically, F maps a vertical cylinder C over U into a “vertical cylinder”
over x(U) by mapping each section of C with height t into the surface x(u, v)+
te3, where e3 is the unit vector of the z axis (Fig. 2-14).

It is clear that F is differentiable and that the restriction F |U × {0} = x.
Calculating the determinant of the differential dFq , we obtain

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∂x

∂u

∂x

∂v
0

∂y

∂u

∂y

∂v
0

∂z

∂u

∂z

∂v
1

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

=
∂(x, y)

∂(u, v)
(q) �= 0.

It is possible therefore to apply the inverse function theorem, which guarantees
the existence of a neighborhood M of x(q) in R3 such that F −1 exists and is
differentiable in M .

By the continuity of y, there exists a neighborhood N of r in V such
that y(N) ⊂ M (appendix to Chap. 2, Prop. 2). Notice that, restricted to N ,
h|N = F −1 ◦ y|N is a composition of differentiable maps. Thus, we can apply
the chain rule for maps (appendix to Chap. 2, Prop. 8) and conclude that h is
differentiable at r . Since r is arbitrary, h is differentiable on y−1(W).

Exactly the same argument can be applied to show that the map h−1 is
differentiable, and so h is a diffeomorphism. Q.E.D.

We shall now give an explicit definition of what is meant by a differentiable
function on a regular surface.

DEFINITION 1. Let f : V ⊂ S → R be a function defined in an open sub-
set V of a regular surface S. Then f is said to be differentiable at p ∈ V if,
for some parametrization x: U ⊂ R2 → S with p ∈ x(U) ⊂ V, the composi-
tion f ◦ x: U ⊂ R2 → R is differentiable at x−1(p). f is differentiable in V if
it is differentiable at all points of V.

It follows immediately from the last proposition that the definition given
does not depend on the choice of the parametrization x. In fact, if y: V ⊂
R2 → S is another parametrization with p ∈ y(V ), and if h = x−1 ◦ y, then
f ◦ y = f ◦ x ◦ h is also differentiable, whence the asserted independence.

Remark 1. We shall frequently make the notational abuse of indicating f

and f ◦ x by the same symbol f (u, v), and say that f (u, v) is the expression
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of f in the system of coordinates x. This is equivalent to identifying x(U)

with U and thinking of (u, v), indifferently, as a point of U and as a point of
x(U) with coordinates (u, v). From now on, abuses of language of this type
will be used without further comment.

Example 1. Let S be a regular surface and V ⊂ R3 be an open set such
that S ⊂ V . Let f : V ⊂ R3 → R be a differentiable function. Then the restric-
tion of f to S is a differentiable function on S. In fact, for any p ∈ S and
any parametrization x: U ⊂ R2 → S in p, the function f ◦ x: U → R is
differentiable. In particular, the following are differentiable functions:

1. The height function relative to a unit vector v ∈ R3, h: S → R, given
by h(p) = p · v, p ∈ S, where the dot denotes the usual inner product
in R3. h(p) is the height of p ∈ S relative to a plane normal to v and
passing through the origin of R3 (Fig. 2-15).

h( p)

p

υ

0

Figure 2-15

2. The square of the distance from a fixed point p0 ∈ R3, f (p) =
|p − p0|2, p ∈ S. The need for taking the square comes from the fact
that the distance |p − p0| is not differentiable at p = p0.

Remark 2. The proof of Prop. 1 makes essential use of the fact that the
inverse of a parametrization is continuous. Since we need Prop. 1 to be able to
define differentiable functions on surfaces (a vital concept), we cannot dispose
of this condition in the definition of a regular surface (cf. Remark 1 of Sec. 2-2).

The definition of differentiability can be easily extended to mappings
between surfaces. A continuous map ϕ: V1 ⊂ S1 → S2 of an open set V1

of a regular surface S1 to a regular surface S2 is said to be differentiable
at p ∈ V1 if, given parametrizations

x1: U1 ⊂ R2 → S1 x2: U2 ⊂ R2 → S2,

with p ∈ x1(U) and ϕ(x1(U1)) ⊂ x2(U2), the map

x−1
2 ◦ ϕ ◦ x1: U1 → U2

is differentiable at q = x−1
1 (p) (Fig. 2-16).
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In other words, ϕ is differentiable if when expressed in local coordinates as
ϕ(u1, v1) = (ϕ1(u1, v1), ϕ2(u1, v1)) the functions ϕ1 and ϕ2 have continuous
partial derivatives of all orders.

The proof that this definition does not depend on the choice of parametriza-
tions is left as an exercise.

We should mention that the natural notion of equivalence associated with
differentiability is the notion of diffeomorphism. Two regular surfaces S1 and
S2 are diffeomorphic if there exists a differentiable map ϕ: S1 → S2 with a
differentiable inverse ϕ−1: S2 → S1. Such a ϕ is called a diffeomorphism from
S1 to S2. The notion of diffeomorphism plays the same role in the study of
regular surfaces that the notion of isomorphism plays in the study of vector
spaces or the notion of congruence plays in Euclidean geometry. In other
words, from the point of view of differentiability, two diffeomorphic surfaces
are indistinguishable.

Example 2. If x: U ⊂ R2 → S is a parametrization, x−1: x(U) → R2 is
differentiable. In fact, for any p ∈ x(U) and any parametrization y: V ⊂
R2 → S in p, we have that x−1 ◦ y: y−1(W) → x−1(W), where

W = x(U) ∩ y(V ),

is differentiable. This shows thatU and x(U) are diffeomorphic (i.e., every reg-
ular surface is locally diffeomorphic to a plane) and justifies the identification
made in Remark 1.
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Example 3. Let S1 and S2 be regular surfaces. Assume that S1 ⊂ V ⊂ R3,
where V is an open set of R3, and that ϕ: V → R3 is a differentiable map
such that ϕ(S1) ⊂ S2. Then the restriction ϕ|S1: S1 → S2 is a differentiable
map. In fact, given p ∈ S1 and parametrizations x1: U1 → S1, x2: U2 → S2,
with p ∈ x1(U1) and ϕ(x1(U1)) ⊂ x2(U2), we have that the map

x−1
2 ◦ ϕ ◦ x1: U1 → U2

is differentiable. The following are particular cases of this general example:

1. Let S be symmetric relative to the xy plane; that is, if (x, y, z) ∈ S, then
also (x, y,−z) ∈ S. Then the map σ : S → S, which takes p ∈ S into
its symmetrical point, is differentiable, since it is the restriction to S

of σ : R3 → R3, σ(x, y, z) = (x, y,−z). This, of course, generalizes to
surfaces symmetric relative to any plane of R3.

2. Let Rz,θ : R3 → R3 be the rotation of angle θ about the z axis, and let
S ⊂ R3 be a regular surface invariant by this rotation; i.e., if p ∈ S,
Rz,θ(p) ∈ S. Then the restriction Rz,θ : S → S is a differentiable map.

3. Let ϕ: R3 → R3 be given by ϕ(x, y, z) = (xa, yb, zc), where a, b, and
c are nonzero real numbers. ϕ is clearly differentiable, and the restriction
ϕ|S2 is a differentiable map from the sphere

S2 = {(x, y, z) ∈ R3; x2 + y2 + z2 = 1}

into the ellipsoid

{

(x, y, z) ∈ R3;
x2

a2
+

y2

b2
+

z2

c2
= 1

}

(cf. Example 6 of the appendix to Chap. 2).

Remark 3. Proposition 1 implies (cf. Example 2) that a parametrization
x: U ⊂ R2 → S is a diffeomorphism of U onto x(U). Actually, we can now
characterize the regular surfaces as those subsets S ⊂ R3 which are locally
diffeomorphic to R2; that is, for each point p ∈ S, there exists a neighborhood
V of p in S, an open set U ⊂ R2, and a map x: U → V , which is a diffeo-
morphism. This pretty characterization could be taken as the starting point of
a treatment of surfaces (see Exercise 13).

At this stage we could return to the theory of curves and treat them from
the point of view of this chapter, i.e., as subsets of R3. We shall mention only
certain fundamental points and leave the details to the reader.

The symbol I will denote an open interval of the line R. A regular curve
in R3 is a subset C ⊂ R3 with the following property: For each point p ∈ C

there is a neighborhood V of p in R3 and a differentiable homeomorphism
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Figure 2-17. A regular curve.

α: I ⊂ R → V ∩ C such that the differential dαt is one-to-one for each t ∈ I

(Fig. 2-17).
It is possible to prove (Exercise 15) that the change of parameters is given

(as with surfaces) by a diffeomorphism. From this fundamental result, it is
possible to decide when a given property obtained by means of a parametriza-
tion is independent of that parametrization. Such a property will then be a local
property of the set C.

For example, it is shown that the arc length, defined in Chap. 1, is indepen-
dent of the parametrization chosen (Exercise 15) and is, therefore, a property
of the set C. Since it is always possible to locally parametrize a regular curve C

by arc length, the properties (curvature, torsion, etc.) determined by means of
this parametrizaion are local properties of C. This shows that the local theory
of curves developed in Chap. 1 is valid for regular curves.

Sometimes a surface is defined by displacing a certain regular curve in a
specified way. This occurs in the following example.

Example 4 (Surfaces of Revolution). Let S ⊂ R3 be the set obtained by
rotating a regular connected plane curve C about an axis in the plane which
does not meet the curve; we shall take the xz plane as the plane of the curve
and the z axis as the rotation axis. Let

x = f (v), z = g(v), a < v < b, f (v) > 0,

be a parametrization for C and denote by u the rotation angle about the z axis.
Thus, we obtain a map

x(u, v) = (f (v) cos u, f (v) sin u, g(v))
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Figure 2-18. A surface of revolution.

from the open set U = {(u, v) ∈ R2; 0 < u < 2π, a < v < b} into S

(Fig. 2-18).

We shall soon see that x satisfies the conditions for a parametrization in
the definition of a regular surface. Since S can be entirely covered by similar
parametrizations, it follows that S is a regular surface which is called a surface
of revolution. The curve C is called the generating curve of S, and the z axis
is the rotation axis of S. The circles described by the points of C are called the
parallels of S, and the various positions of C on S are called the meridians
of S.

To show that x is a parametrization of S we must check conditions 1, 2,
and 3 of Def. 1, Sec. 2-2. Conditions 1 and 3 are straightforward, and we leave
them to the reader. To show that x is a homeomorphism, we first show that
x is one-to-one. In fact, since (f (v), g(v)) is a parametrization of C, given z

and x2 + y2 = (f (v))2, we can determine v uniquely. Thus, x is one-to-one.
We remark that, again because (f (v), g(v)) is a parametrization of C, v is

a continuous function of z and of
√

x2 + y2 and thus a continuous function of
(x, y, z).

To prove that x−1 is continuous, it remains to show that u is a continuous
function of (x, y, z). To see this, we first observe that if u �= π , we obtain,
since f (v) �= 0,

tan
u

2
=

sin
u

2

cos
u

2

=
2 sin

u

2
cos

u

2

2 cos2
u

2

=
sin u

1 + cos u

=

y

f (v)

1 +
x

f (v)

=
y

x +
√

x2 + y2
;
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hence,

u = 2 tan−1 y

x +
√

x2 + y2
.

Thus, if u �= π , u is a continuous function of (x, y, z). By the same token,
if u is in a small interval about π , we obtain

u = 2 cotan−1 y

−x +
√

x2 + y2
.

Thus, u is a continuous function of (x, y, z). This shows that x−1 is
continuous and completes the verification.

Remark 4. There is a slight problem with our definition of surface of rev-
olution. If C ⊂ R2 is a closed regular plane curve which is symmetric relative
to an axis r of R3, then, by rotating C about r , we obtain a surface which can
be proved to be regular and should also be called a surface of revolution (when
C is a circle and r contains a diameter of C, the surface is a sphere). To fit it in
our definition, we would have to exclude two of its points, namely, the points
where r meets C. For technical reasons, we want to maintain the previous
terminology and shall call the latter surfaces extended surfaces of revolution.

A final comment should now be made on our definition of surface. We have
chosen to define a (regular) surface as a subset of R3. If we want to consider
global, as well as local, properties of surfaces, this is the correct setting.
The reader might have wondered, however, why we have not defined surface
simply as a parametrized surface, as in the case of curves. This can be done, and
in fact a certain amount of the classical literature in differential geometry was
presented that way. No serious harm is done as long as only local properties
are considered. However, basic global concepts, like orientation (to be treated
in Secs. 2-6 and 3-1), have to be omitted, or treated inadequately, with such
an approach.

In any case, the notion of parametrized surface is sometimes useful and
should be included here.

DEFINITION 2. A parametrized surface x: U ⊂ R2 → R3 is a differen-
tiable map x from an open set U ⊂ R2 into R3. The set x(U) ⊂ R3 is called
the trace of x. x is regular if the differential dxq: R2 → R3 is one-to-one for all
q ∈ U (i.e., the vectors ∂x/∂u, ∂x/∂v are linearly independent for all q ∈ U).
A point p ∈ U where dxp is not one-to-one is called a singular point of x.

Observe that a parametrized surface, even when regular, may have self-
intersections in its trace.
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Example 5. Let α: I → R3 be a nonplanar regular parametrized curve.
Define

x(t, v) = α(t) + vα′(t), (t, v) ∈ I × R.

x is a parametrized surface called the tangent surface of α (Fig. 2-19).

Figure 2-19. The tangent surface.

Assume now that the curvature k(t), t ∈ I , of α is nonzero for all t ∈ I ,
and restrict the domain of x to U = {(t, v) ∈ I × R; v �= 0}. Then

∂x
∂t

= α′(t) + vα′′(t),
∂x
∂v

= α′(t)

and
∂x
∂t

∧
∂x
∂v

= vα′′(t) ∧ α′(t) �= 0, (t, v) ∈ U,

since, for all t , the curvature (cf. Exercise 12 of Sec. 1-5)

k(t) =
|α′′(t) ∧ α′(t)|

|α′(t)|3

is nonzero. It follows that the restriction x: U → R3 is a regular parametrized
surface, the trace of which consists of two connected pieces whose common
boundary is the set α(I).
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The following proposition shows that we can extend the local concepts and
properties of differential geometry to regular parametrized surfaces.

PROPOSITION 2. Let x: U ⊂ R2 → R3 be a regular parametrized sur-
face and let q ∈ U. Then there exists a neighborhood V of q in R2 such that
x(V) ⊂ R3 is a regular surface.

Proof. This is again a consequence of the inverse function theorem. Write

x(u, v) = (x(u, v), y(u, v), z(u, v)).

By regularity, we can assume that (∂(x, y)/∂(u, v))(q) �= 0. Define a map
F : U × R → R3 by

F(u, v, t) = (x(u, v), y(u, v), z(u, v)+ t), (u, v) ∈ U, t ∈ R.

Then

det(dFq) =
∂(x, y)

∂(u, v)
(q) �= 0.

By the inverse function theorem, there exist neighborhoods W1 of q and W2

of F(q) such that F : W1 → W2 is a diffeomorphism. Set V = W1 ∩ U and
observe that the restriction F |V = x|V . Thus, x(V ) is diffeomorphic to V ,
and hence a regular surface. Q.E.D.

EXERCISES†

*1. Let S2 = {(x, y, z) ∈ R3; x2 + y2 + z2 = 1} be the unit sphere and let
A: S2 → S2 be the (antipodal) map A(x, y, z) = (−x, −y, −z). Prove
that A is a diffeomorphism.

2. Let S ⊂ R3 be a regular surface and π : S → R2 be the map which takes
each p ∈ S into its orthogonal projection over R2 = {(x, y, z) ∈ R3;
z = 0}. Is π differentiable?

3. Show that the paraboloid z = x2 + y2 is diffeomorphic to a plane.

4. Construct a diffeomorphism between the ellipsoid

x2

a2
+

y2

b2
+

z2

c2
= 1

and the sphere x2 + y2 + z2 = 1.

*5. Let S ⊂ R3 be a regular surface, and let d: S → R be given by d(p) =
|p − p0|, where p ∈ S, p0 �= R3, p0 �∈ S; that is, d is the distance from
p to a fixed point p0 not in S. Prove that d is differentiable.

†Those who have omitted the proofs of this section should also omit Exercises 13–16.
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6. Prove that the definition of a differentiable map between surfaces does
not depend on the parametrizations chosen.

7. Prove that the relation “S1 is diffeomorphic to S2” is an equivalence
relation in the set of regular surfaces.

*8. Let S2 = {(x, y, z) ∈ R3; x2 + y2 + z2 = 1} and H = {(x, y, z) ∈ R3;
x2 + y2 − z2 = 1}. Denote by N = (0, 0, 1) and S = (0, 0, −1) the north
and south poles of S2, respectively, and let F : S2 − {N} ∪ {S} → H be
defined as follows: For each p ∈ S2 − {N} ∪ {S} let the perpendicular
from p to the z axis meet 0z at q. Consider the half-line l starting at
q and containing p. Then F(p) = l ∩ H (Fig. 2-20). Prove that F is
differentiable.

F( p)

S

y

z

x

N

q
p

l

0

Figure 2-20

9. a. Define the notion of differentiable function on a regular curve. What
does one need to prove for the definition to make sense? Do not prove
it now. If you have not omitted the proofs in this section, you will be
asked to do it in Exercise 15.

b. Show that the map E: R → S1 = {(x, y) ∈ R2; x2 + y2 = 1} given
by

E(t) = (cos t, sin t), t ∈ R,

is differentiable (geometrically, E “wraps” R around S1).

10. Let C be a plane regular curve which lies in one side of a straight line r

of the plane and meets r at the points p, q (Fig. 2-21). What conditions
should C satisfy to ensure that the rotation of C about r generates an
extended (regular) surface of revolution?
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r

p

q

C

Figure 2-21

11. Prove that the rotations of a surface of revolution S about its axis are
diffeomorphisms of S.

12. Parametrized surfaces are often useful to describe sets � which are reg-
ular surfaces except for a finite number of points and a finite number of
lines. For instance, let C be the trace of a regular parametrized curve
α: (a, b) → R3 which does not pass through the origin O = (0, 0, 0).
Let � be the set generated by the displacement of a straight line l pass-
ing through a moving point p ∈ C and the fixed point 0 (a cone with
vertex 0; see Fig. 2-22).

0

C

Figure 2-22

a. Find a parametrized surface x whose trace is �.

b. Find the points where x is not regular.

c. What should be removed from � so that the remaining set is a regular
surface?

*13. Show that the definition of differentiability of a function f : V ⊂ S → R

given in the text (Def. 1) is equivalent to the following: f is differentiable
in p ∈ V if it is the restriction to V of a differentiable function defined
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in an open set of R3 containing p. (Had we started with this definition of
differentiability, we could have defined a surface as a set which is locally
diffeomorphic to R2; see Remark 3.)

14. Let A ⊂ S be a subset of a regular surface S. Prove that A is itself a
regular surface if and only if A is open in S; that is, A = U ∩ S, where
U is an open set in R3.

15. Let C be a regular curve and let α: I ⊂ R → C, β: J ⊂ R → C be two
parametrizations of C in a neighborhood of p ∈ α(I) ∩ β(J ) = W . Let

h = α−1 ◦ β: β−l(W) → α−l(W)

be the change of parameters. Prove that

a. h is a diffeomorphism.

b. The absolute value of the arc length of C in W does not depend on
which parametrization is chosen to define it, that is,

∣

∣

∣

∣

∫ t

t0

|α′(t)| dt

∣

∣

∣

∣

=
∣

∣

∣

∣

∫ τ

τ0

|β ′(τ )| dτ

∣

∣

∣

∣

, t = h(τ), t ∈ I, τ ∈ J.

*16. Let R2 = {(x, y, z) ∈ R3; z = −1} be identified with the complex
plane C by setting (x, y,−1) = x + iy = ζ ∈ C. Let P : C → C be the
complex polynomial

P(ζ ) = a0ζ
n + a1ζ

n−1 + · · · + an, a0 �= 0, ai ∈ C, i = 0, . . . , n.

Denote by πN the stereographic projection of S2 = {(x, y, z) ∈ R3;
x2 + y2 + z2 = 1} from the north pole N = (0, 0, 1) onto R2. Prove that
the map F : S2 → S2 given by

F(p) = π−1
N ◦ P ◦ πN(p), if p ∈ S2 − {N},

F (N) = N

is differentiable.

2-4. The Tangent Plane;The Differential of a Map

In this section we shall show that condition 3 in the definition of a regular
surface S guarantees that for every p ∈ S the set of tangent vectors to the
parametrized curves of S, passing through p, constitutes a plane.

By a tangent vector to S, at a point p ∈ S, we mean the tangent vector
α′(0) of a differentiable parametrized curve α: (−ǫ, ǫ) → S with α(0) = p.
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PROPOSITION 1. Let x: U ⊂ R2 → S be a parametrization of a regular
surface S and let q ∈ U. The vector subspace of dimension 2,

dxq(R
2) ⊂ R3,

coincides with the set of tangent vectors to S at x(q).

Proof. Let w be a tangent vector at x(q), that is, let w = α′(0), where
α: (−ǫ, ǫ) → x(U) ⊂ S is differentiable and α(0) = x(q). By Example 2 of
Sec. 2-3, the curve β = x−1 ◦ α: (−ǫ, ǫ) → U is differentiable. By definition
of the differential (appendix to Chap. 2, Def. 1), we have dxq(β

′(0)) = w.
Hence, w ∈ dxq(R

2) (Fig. 2-23).

¨–¨ 0
α

α

x
S

υ

q
u

β'(0)

w = α'(0)

p = α(0)

T
p
(S)

Figure 2-23

On the other hand, let w = dxq(v), where v ∈ R2. It is clear that v is the
velocity vector of the curve γ : (−ǫ, ǫ) → U given by

γ (t) = tv + q, t ∈ (−ǫ, ǫ).

By the definition of the differential, w = α′(0), where α = x ◦ γ . This shows
that w is a tangent vector. Q.E.D.

By the above proposition, the plane dxq(R
2), which passes through

x(q) = p, does not depend on the parametrization x. This plane will be
called the tangent plane to S at p and will be denoted by Tp(S). The choice
of the parametrization x determines a basis {(∂x/∂u)(q), (∂x/∂v)(q)} of
Tp(S), called the basis associated to x. Sometimes it is convenient to write
∂x/∂u = xu and ∂x/∂v = xv.
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The coordinates of a vector w ∈ Tp(S) in the basis associated to a
parametrization x are determined as follows. w is the velocity vector α′(0)

of a curve α = x ◦ β, where β: (−ǫ, ǫ) → U is given by β(t) = (u(t), v(t)),
with β(0) = q = x−1(p). Thus,

α′(0) =
d

dt
(x ◦ β)(0) =

d

dt
x(u(t), v(t))(0)

= xu(q)u′(0) + xv(q)v′(0) = w.

Thus, in the basis {xu(q), xv(q)}, w has coordinates (u′(0), v′(0)), where
(u(t), v(t)) is the expression, in the parametrization x, of a curve whose
velocity vector at t = 0 is w.

With the notion of a tangent plane, we can talk about the differential of a
(differentiable) map between surfaces. Let S1 and S2 be two regular surfaces
and let ϕ: V ⊂ S1 → S2 be a differentiable mapping of an open set V of
S1 into S2. If p ∈ V , we know that every tangent vector w ∈ Tp(S1) is the
velocity vector α′(0) of a differentiable parametrized curve α: (−ǫ, ǫ) → V

with α(0) = p. The curve β = ϕ ◦ α is such that β(0) = ϕ(p), and therefore
β ′(0) is a vector of Tϕ(p)(S2) (Fig. 2-24).

¨

–¨

0
α

w

p

φ φ(p)

dφ
p
(w)

S1 S2

Figure 2-24

PROPOSITION 2. In the discussion above, given w, the vector β ′(0)

does not depend on the choice of α. The map dϕp: Tp(S1) → Tϕ(p)(S2) defined
by dϕp(w) = β ′(0) is linear.

Proof. The proof is similar to the one given in Euclidean spaces (cf.
Prop. 7, appendix to Chap. 2). Let x(u, v), x̄(ū, v̄) be parametrizations in
neighborhoods of p and ϕ(p), respectively. Suppose that ϕ is expressed in
these coordinates by

ϕ(u, v) = (ϕ1(u, v), ϕ2(u, v))

and that α is expressed by

α(t) = (u(t), v(t)), t ∈ (−ǫ, ǫ).
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Then β(t) = (ϕ1(u(t), v(t)), ϕ2(u(t), v(t))), and the expression of β ′(0) in
the basis {x̄ū, x̄v̄} is

β ′(0) =
(

∂ϕ1

∂u
u′(0) +

∂ϕ1

∂v
v′(0),

∂ϕ2

∂u
u′(0) +

∂ϕ2

∂v
v′(0)

)

.

The relation above shows that β ′(0) depends only on the map ϕ and
the coordinates (u′(0), v′(0)) of w in the basis {xu, xv}. β ′(0) is therefore
independent of α. Moreover, the same relation shows that

β ′(0) = dϕp(w) =

⎛

⎜

⎜

⎝

∂ϕ1

∂u

∂ϕ1

∂v

∂ϕ2

∂u

∂ϕ2

∂v

⎞

⎟

⎟

⎠

⎛

⎜

⎝

u′(0)

v′(0)

⎞

⎟

⎠
;

that is, dϕp is a linear mapping of Tp(S1) into Tϕ(p)(S2) whose matrix in
the bases {xu, xv} of Tp(S1) and {x̄ū, x̄v̄} of Tϕ(p)(S2) is just the matrix given
above. Q.E.D.

The linear map dϕp defined by Prop. 2 is called the differential of ϕ at
p ∈ S1. In a similar way we define the differential of a (differentiable) function
f : U ⊂ S → R at p ∈ U as a linear map dfp: Tp(S) → R. We leave the details
to the reader.

Example 1. Let v ∈ R3 be a unit vector and let h: S → R, h(p) = v · p,
p ∈ S, be the height function defined in Example 1 of Sec. 2-3. To com-
pute dhp(w), w ∈ Tp(S), choose a differentiable curve α: (−ǫ, ǫ) → S with
α(0) = p, α′(0) = w. Since h(α(t)) = α(t) · v, we obtain

dhp(w) =
d

dt
h(α(t))|t=0 = α′(0) · v = w · v.

Example 2. Let S2 ⊂ R3 be the unit sphere

S2 = {(x, y, z) ∈ R3; x2 + y2 + z2 = 1}

and let Rz,θ : R3 → R3 be the rotation of angle θ about the z axis. Then Rz,θ

restricted to S2 is a differentiable map of S2 (cf. Example 3 of Sec. 2-3). We
shall compute (dRz,θ)p(w), p ∈ S2, w ∈ Tp(S

2). Let α: (−ǫ, ǫ) → S2 be a
differentiable curve with α(0) = p, α′(0) = w. Then, since Rz,θ is linear,

(dRz,θ)p(w) =
d

dt
(Rz,θ ◦ α(t))t=0 = Rz,θ(α

′(0)) = Rz,θ(w).

Observe that Rz,θ leaves the north pole N = (0, 0, 1) fixed, and that
(dRz,θ)N : TN(S2) → TN(S2) is just a rotation of angle θ in the plane TN(S2).
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In retrospect, what we have been doing up to now is extending the notions
of differential calculus in R2 to regular surfaces. Since calculus is essentially
a local theory, we defined an entity (the regular surface) which locally was
a plane, up to diffeomorphisms, and this extension then became natural. It
might be expected therefore that the basic inverse function theorem extends
to differentiable mappings between surfaces.

We shall say that a mapping ϕ: U ⊂ S1 → S2 is a local diffeomorphism at
p ∈ U if there exists a neighborhood V ⊂ U of p such that ϕ restricted to V

is a diffeomorphism onto an open set ϕ(V ) ⊂ S2. In these terms, the version
of the inverse of function theorem for surfaces is expressed as follows.

PROPOSITION 3. If S1 and S2 are regular surfaces and ϕ: U ⊂ S1 → S2

is a differentiable mapping of an open set U ⊂ S1 such that the differential
dϕp of ϕ at p ∈ U is an isomorphism, then ϕ is a local diffeomorphism at p.

The proof is an immediate application of the inverse function theorem in R2

and will be left as an exercise.
Of course, all other concepts of calculus, like critical points, regular values,

etc., do extend naturally to functions and maps defined on regular surfaces.
The tangent plane also allows us to speak of the angle of two intersecting

surfaces at a point of intersection.
Given a point p on a regular surface S, there are two unit vectors of R3 that

are normal to the tangent plane Tp(S); each of them is called a unit normal
vector at p. The straight line that passes through p and contains a unit normal
vector at p is called the normal line at p. The angle of two intersecting surfaces
at an intersection point p is the angle of their tangent planes (or their normal
lines) at p (Fig. 2-25).

S1 ∩ S2

p

S1

S2

T
p
(S2)

T
p
(S1)

Figure 2-25

By fixing a parametrization x: U ⊂ R2 → S at p ∈ S, we can make a
definite choice of a unit normal vector at each point q ∈ x(U) by the rule

N(q) =
xu ∧ xv

|xu ∧ xv|
(q).
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Thus, we obtain a differentiable map N : x(U) → R3. We shall see later
(Secs. 2-6 and 3-1) that it is not always possible to extend this map
differentiably to the whole surface S.

Before leaving this section, we shall make some observations on questions
of differentiability.

The definition given for a regular surface requires that the parametrization
be of class C∞, that is, that they possess continuous partial derivatives of all
orders. For questions in differential geometry we need in general the existence
and continuity of the partial derivatives only up to a certain order, which
varies with the nature of the problem (very rarely do we need more than four
derivatives).

For example, the existence and continuity of the tangent plane depends
only on the existence and continuity of the first partial derivatives. It could
happen, therefore, that the graph of a function z = f (x, y) admits a tangent
plane at every point but is not sufficiently differentiable to satisfy the definition
of a regular surface. This occurs in the following example.

Example 3. Consider the graph of the function z = 3
√

(x2 + y2)2, gen-
erated by rotating the curve z = x4/3 about the z axis. Since the curve is
symmetric relative to the z axis and has a continuous derivative which van-
ishes at the origin, it is clear that the graph of z = 3

√

(x2 + y2)2 admits the
xy plane as a tangent plane at the origin. However, the partial derivative zxx

does not exist at the origin, and the graph considered is not a regular surface
as defined above (see Prop. 3 of Sec. 2-2).

We do not intend to get involved with this type of question. The hypothesis
C∞ in the definition was adopted precisely to avoid the study of the minimal
conditions of differentiability required in each particular case. These nuances
have their place, but they can eventually obscure the geometric nature of the
problems treated here.

EXERCISES

*1. Show that the equation of the tangent plane at (x0, y0, z0) of a regular
surface given by f (x, y, z) = 0, where 0 is a regular value of f , is

fx(x0, y0, z0)(x − x0) + fy(x0, y0, z0)(y − y0) + fz(x0, y0, z0)(z − z0)

= 0.

2. Determine the tangent planes of x2 + y2 − z2 = 1 at the points (x, y, 0)

and show that they are all parallel to the z axis.

3. Show that the equation of the tangent plane of a surface which is the
graph of a differentiable function z = f (x, y), at the point p0 = (x0, y0),
is given by
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z = f (x0, y0) + fx(x0, y0)(x − x0) + fy(x0, y0)(y − y0).

Recall the definition of the differential df of a function f : R2 → R and
show that the tangent plane is the graph of the differential dfp.

*4. Show that the tangent planes of a surface given by z = xf (y/x), x �= 0,
where f is a differentiable function, all pass through the origin (0, 0, 0).

5. If a coordinate neighborhood of a regular surface can be parametrized in
the form

x(u, v) = α1(u) + α2(v),

where α1 and α2 are regular parametrized curves, show that the tangent
planes along a fixed coordinate curve of this neighborhood are all parallel
to a line.

6. Let α: I → R3 be a regular parametrized curve with everywhere nonzero
curvature. Consider the tangent surface of α (Example 5 of Sec. 2-3)

x(t, v) = α(t) + vα′(t), t ∈ I, v �= 0.

Show that the tangent planes along the curve x(const.,v) are all equal.

7. Let f : S → R be given by f (p) = |p − p0|2, where p ∈ S and p0 is
a fixed point of R3 (see Example 1 of Sec. 2-3). Show that dfp(w) =
2w · (p − p0), w ∈ Tp(S).

8. Prove that if L: R3 → R3 is a linear map and S ⊂ R3 is a regular sur-
face invariant under L, i.e., L(S) ⊂ S, then the restriction L|S is a
differentiable map and

dLp(w) = L(w), p ∈ S, w ∈ Tp(S).

9. Show that the parametrized surface

x(u, v) = (v cos u, v sin u, au), a �= 0,

is regular. Compute its normal vector N(u, v) and show that along the
coordinate line u = u0 the tangent plane of x rotates about this line in
such a way that the tangent of its angle with the z axis is proportional to
the inverse of the distance v(=

√

x2 + y2) of the point x(u0, v) to the z
axis.

10. (Tubular Surfaces.) Let α: I → R3 be a regular parametrized curve with
nonzero curvature everywhere and arc length as parameter. Let

x(s, v) = α(s) + r(n(s) cos v + b(s) sin v), r = const. �= 0, s ∈ I,

be a parametrized surface (the tube of radius r around α), where n is the
normal vector and b is the binormal vector of α. Show that, when x is
regular, its unit normal vector is
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N(s, v) = −(n(s) cos v + b(s) sin v).

11. Show that the normals to a parametrized surface given by

x(u, v) = (f (u) cos v, f (u) sin v, g(u)), f (u) �= 0, g′ �= 0,

all pass through the z axis.

*12. Show that each of the equations (a, b, c �= 0)

x2 + y2 + z2 = ax,

x2 + y2 + z2 = by,

x2 + y2 + z2 = cz

define a regular surface and that they all intersect orthogonally.

13. A critical point of a differentiable function f : S → R defined on a
regular surface S is a point p ∈ S such that dfp = 0.

*a. Let f : S → R be given by f (p) = |p − p0|, p ∈ S, p0 �∈ S (cf.
Exercise 5, Sec. 2-3). Show that p ∈ S is a critical point of f if
and only if the line joining p to p0 is normal to S at p.

b. Let h: S → R be given by h(p) = p · v, where v ∈ R3 is a unit vector
(cf. Example 1, Sec. 2-3). Show that p ∈ S is a critical point of f if
and only if v is a normal vector of S at p.

*14. Let Q be the union of the three coordinate planes x = 0, y = 0, z = 0.
Let p = (x, y, z) ∈ R3 − Q.

a. Show that the equation in t ,

x2

a − t
+

y2

b − t
+

z2

c − t
≡ f (t) = 1, a > b > c > 0,

has three distinct real roots: t1, t2, t3.

b. Show that for each p ∈ R3 − Q, the sets given by f (t1) − 1 = 0,
f (t2) − 1 = 0, f (t3) − 1 = 0 are regular surfaces passing through p

which are pairwise orthogonal.

15. Show that if all normals to a connected surface pass through a fixed point,
the surface is contained in a sphere.

16. Let w be a tangent vector to a regular surface S at a point p ∈ S and
let x(u, v) and x̄(ū, v̄) be two parametrizatioos at p. Suppose that the
expressions of w in the bases associated to x(u, v) and x̄(ū, v̄) are

w = α1xu + α2xv

and
w = β1x̄ū + β2xv̄.
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Show that the coordinates of w are related by

β1 = α1

∂ū

∂u
+ α2

∂ū

∂v

β2 = α1

∂v̄

∂u
+ α2

∂v̄

∂v
,

where ū = ū(u, v) and v̄ = v̄(u, v) are the expressions of the change of
coordinates.

*17. Two regular surfaces S1 and S2 intersect transversally if whenever
p ∈ S1 ∩ S2 then Tp(S1) �= Tp(S2). Prove that if S1 intersects S2 transver-
sally, then S1 ∩ S2 is a regular curve.

18. Prove that if a regular surface S meets a plane P in a single point p, then
this plane coincides with the tangent plane of S at p.

19. Let S ⊂ R3 be a regular surface and P ⊂ R3 be a plane. If all points of
S are on the same side of P , prove that P is tangent to S at all points of
P ∩ S.

*20. Show that the perpendicular projections of the center (0, 0, 0) of the
ellipsoid

x2

a2
+

y2

b2
+

z2

c2
= 1

onto its tangent planes constitute a regular surface given by

{(x, y, z) ∈ R3; (x2 + y2 + z2)2 = a2x2 + b2y2 + c2z2} − {(0, 0, 0)}.

*21. Let f : S → R be a differentiable function on a connected regular surface
S. Assume that dfp = 0 for all p ∈ S. Prove that f is constant on S.

*22. Prove that if all normal lines to a connected regular surface S meet a
fixed straight line, then S is a piece of a surface of revolution.

23. Prove that the map F : S2 → S2 defined in Exercise 16 of Sec. 2-3 has
only a finite number of critical points (see Exercise 13).

24. (Chain Rule.) Show that if ϕ: S1 → S2 and ψ : S2 → S3 are differentiable
maps and p ∈ S1, then

d(ψ ◦ ϕ)p = dψϕ(p) ◦ dϕp.

25. Prove that if two regular curves C1 and C2 of a regular surface S are
tangent at a point p ∈ S, and if ϕ: S → S is a diffeomorphism, then
ϕ(C1) and ϕ(C2) are regular curves which are tangent at ϕ(p).

26. Show that if p is a point of a regular surface S, it is possible, by a con-
venient choice of the (x, y, z) coordinates, to represent a neighborhood
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of p in S in the form z = f (x, y) so that f (0, 0) = 0, fx(0, 0) = 0,
fy(0, 0) = 0. (This is equivalent to taking the tangent plane to S at p as
the xy plane.)

27. (Theory of Contact.) Two regular surfaces, S and S̄, in R3, which have
a point p in common, are said to have contact of order ≥ 1 at p if there
exist parametrizations with the same domain x(u, v), x̄(u, v) at p of S

and S̄, respectively, such that xu = x̄u and xv = x̄v at p. If, moreover,
some of the second partial derivatives are different at p, the contact is
said to be of order exactly equal to 1. Prove that

a. The tangent plane Tp(S) of a regular surface S at the point p has
contact of order ≥ 1 with the surface at p.

b. If a plane has contact of order ≥ 1 with a surface S at p, then this
plane coincides with the tangent plane to S at p.

c. Two regular surfaces have contact of order ≥ 1 if and only if they
have a common tangent plane at p, i.e., they are tangent at p.

d. If two regular surfaces S and S̄ of R3 have contact of order ≥ 1 at
p and if F : R3 → R3 is a diffeomorphism of R3, then the images
F(S) and F(S̄) are regular surfaces which have contact of order ≥ 1
at f (p) (that is, the notion of contact of order ≥ 1 is invariant under
diffeomorphisms).

e. If two surfaces have contact of order ≥ 1 at p, then limr→0(d/r) = 0,
where d is the length of the segment which is determined by the inter-
sections with the surfaces of some parallel to the common normal, at
a distance r from this normal.

28. a. Define regular value for a differentiable function f : S → R on a
regular surface S.

b. Show that the inverse image of a regular value of a differentiable
function on a regular surface S is a regular curve on S.

2-5. The First Fundamental Form; Area

So far we have looked at surfaces from the point of view of differentiability.
In this section we shall begin the study of further geometric structures carried
by the surface. The most important of these is perhaps the first fundamental
form, which we shall now describe.

The natural inner product of R3 ⊃ S induces on each tangent plane
Tp(S) of a regular surface S an inner product, to be denoted by 〈 , 〉p: If
w1, w2 ∈ Tp(S) ⊂ R3, then 〈w1, w2〉p is equal to the inner product of w1 and
w2 as vectors in R3. To this inner product, which is a symmetric bilinear form
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(i.e., 〈w1, w2〉 = 〈w2, w1〉 and 〈w1, w2〉 is linear in both w1 and w2), there
corresponds a quadratic form Ip: Tp(S) → R given by

Ip(w) = 〈w, w〉p = |w|2 ≥ 0. (1)

DEFINITION 1. The quadratic form Ip on Tp(S), defined by Eq. (1), is
called the first fundamental form of the regular surface S ⊂ R3 at p ∈ S.

Therefore, the first fundamental form is merely the expression of how the
surface S inherits the natural inner product of R3. Geometrically, as we shall
see in a while, the first fundamental form allows us to make measurements
on the surface (lengths of curves, angles of tangent vectors, areas of regions)
without referring back to the ambient space R3 where the surface lies.

We shall now express the first fundamental form in the basis {xu, xv} asso-
ciated to a parametrization x(u, v) at p. Since a tangent vector w ∈ Tp(S) is
the tangent vector to a parametrized curve α(t) = x(u(t), v(t)), t ∈ (−ǫ, ǫ),
with p = α(0) = x(u0, v0), we obtain

Ip(α
′(0)) = 〈α′(0), α′(0)〉p

= 〈xuu
′ + xvv

′, xuu
′ + xvv

′〉p

= 〈xu, xu〉p(u
′)2 + 2〈xu, xv〉pu

′v′ + 〈xv, xv〉p(v
′)2

= E(u′)2 + 2Fu′v′ + G(v′)2,

where the values of the functions involved are computed for t = 0, and

E(u0, v0) = 〈xu, xu〉p,

F (u0, v0) = 〈xu, xv〉p,

G(u0, v0) = 〈xv, xv〉p

are the coefficients of the first fundamental form in the basis {xu, xv} of Tp(S).
By letting p run in the coordinate neighborhood corresponding to x(u, v)

we obtain functions E(u, v), F (u, v), G(u, v) which are differentiable in that
neighborhood.

From now on we shall drop the subscript p in the indication of the inner
product 〈 , 〉p or the quadratic form Ip when it is clear from the context which
point we are referring to. It will also be convenient to denote the natural inner
product of R3 by the same symbol 〈 , 〉 rather than the previous dot.

Example 1. A coordinate system for a plane P ⊂ R3 passing through
p0 = (x0, y0, z0) and containing the orthonormal vectors w1 = (a1, a2, a3),
w2 = (b1, b2, b3) is given as follows:

x(u, v) = p0 + uw1 + vw2, (u, v) ∈ R2.

To compute the first fundamental form for an arbitrary point of P we observe
that xu = w1, xv = w2; since w1 and w2 are unit orthogonal vectors, the
functions E, F, G are constant and given by
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E = 1, F = 0, G = 1.

In this trivial case, the first fundamental form is essentially the Pythagorean
theorem in P ; i.e., the square of the length of a vector w which has coordinates
a, b in the basis {xu, xv} is equal to a2 + b2.

Example 2. The right cylinder over the circle x2 + y2 = 1 admits the
parametrization x: U → R3, where (Fig. 2-26)

x(u, v) = (cos u, sin u, v),

U = {(u, v) ∈ R2; 0 < u < 2π, −∞ < v < ∞}.

p

z

υ

u

y

x

0

Figure 2-26

To compute the first fundamental form, we notice that

xu = (− sin u, cos u, 0), xv = (0, 0, 1),

and therefore

E = sin2
u + cos2 u = 1, F = 0, G = 1.

We remark that, although the cylinder and the plane are distinct surfaces,
we obtain the same result in both cases. We shall return to this subject later
(Sec. 4-2).

Example 3. Consider a helix that is given by (see Example 1, Sec. 1-2)
(cos u, sin u, au). Through each point of the helix, draw a line parallel to the
xy plane and intersecting the z axis. The surface generated by these lines is
called a helicoid and admits the following parametrization:

x(u, v) = (v cos u, v sin u, au), 0 < u < 2π, −∞ < v < ∞.

x applies an open strip with width 2π of the uv plane onto that part of the
helicoid which corresponds to a rotation of 2π along the helix (Fig. 2-27).
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Figure 2-27. The helicoid.

The verification that the helicoid is a regular surface is straightforward and
left to the reader.

The computation of the coefficients of the first fundamental form in the
above parametrization gives

E(u, v) = v2 + a2, F (u, v) = 0, G(u, v) = 1.

As we mentioned before, the importance of the first fundamental form I

comes from the fact that by knowing I we can treat metric questions on a
regular surface without further references to the ambient space R3. Thus, the
arc length s of a parametrized curve α: I → S is given by

s(t) =
∫ t

o

|α′(t)| dt =
∫ t

o

√

I (α′(t)) dt.

In particular, if α(t) = x(u(t), v(t)) is contained in a coordinate neighborhood
corresponding to the parametrization x(u, v), we can compute the arc length
of α between, say, 0 and t by

s(t) =
∫ t

0

√

E(u′)2 + 2Fu′v′ + G(v′)2 dt. (2)

Also, the angle θ under which two parametrized regular curves α: I → S,
β: I → S intersect at t = t0 is given by

cos θ =
〈α′(t0), β

′(t0)〉
|α′(t0)||β ′(t0)|

.
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In particular, the angle ϕ of the coordinate curves of a parametrization x(u, v) is

cos ϕ =
〈xu, xv〉
|xu||xv|

=
F

√
EG

;

it follows that the coordinate curves of a parametrization are orthogonal if
and only if F(u, v) = 0 for all (u, v). Such a parametrization is called an
orthogonal parametrization.

Remark. Because of Eq. (2), many mathematicians talk about the
“element” of arc length, ds of S, and write

ds2 = E du2 + 2F du dv + G dv2,

meaning that if α(t) = x(u(t), v(t)) is a curve on S and s = s(t) is its arc
length, then

(

ds

dt

)2

= E

(

du

dt

)2

+ 2F
du

dt

dv

dt
+ G

(

dv

dt

)2

.

Example 4. We shall compute the first fundamental form of a sphere
at a point of the coordinate neighborhood given by the parametrization (cf.
Example 1, Sec. 2-2)

x(θ, ϕ) = (sin θ cos ϕ, sin θ sin ϕ, cos θ).

First, observe that

xθ(θ, ϕ) = (cos θ cos ϕ, cos θ sin ϕ, − sin θ),

xϕ(θ, ϕ) = (− sin θ sin ϕ, sin θ cos ϕ, 0).

Hence,

E(θ, ϕ) = 〈xθ , xθ 〉 = 1,

F (θ, ϕ) = 〈xθ , xϕ〉 = 0,

G(θ, ϕ) = 〈xϕ, xϕ〉 = sin2
θ.

Thus, if w is a tangent vector to the sphere at the point x(θ, ϕ), given in the
basis associated to x(θ, ϕ) by

w = axθ + bxϕ,

then the square of the length of w is given by

|w|2 = I (w) = Ea2 + 2Fab + Gb2 = a2 + b2 sin2
θ.
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As an application, let us determine the curves in this coordinate neigh-
borhood of the sphere which make a constant angle β with the meridians
ϕ = const. These curves are called loxodromes (rhumb lines) of the sphere.

We may assume that the required curve α(t) is the image by x of a curve
(θ(t), ϕ(t)) of the θϕ plane. At the point x(θ, ϕ) where the curve meets the
meridian ϕ = const., we have

cos β =
〈xθ , α

′(t)〉
|xθ ||α′(t)|

=
θ ′

√

(θ ′)2 + (ϕ′)2 sin2
θ
,

since in the basis {xθ , xϕ}, the vector α′(t) has coordinates (θ ′, ϕ′) and the
vector xθ has coordinates (1, 0). It follows that

(θ ′)2 tan2 β − (ϕ′)2 sin2
θ = 0

or
θ ′

sin θ
= ±

ϕ′

tan β
,

whence, by integration, we obtain the equation of the loxodromes

log tan

(

θ

2

)

= ±(ϕ + c) cotan β,

where the constant of integration c is to be determined by giving one point
x(θ0, ϕ0) through which the curve passes.

Another metric question that can be treated by the first fundamental form is
the computation (or definition) of the area of a bounded region of a regular sur-
face S. A (regular) domain of S is an open and connected subset of S such that
its boundary is the image in S of a circle by a differentiable homeomorphism
which is regular (that is, its differential is nonzero) except at a finite number
of points. A region of S is the union of a domain with its boundary (Fig. 2-28).
A region of S ⊂ R3 is bounded if it is contained in some ball of R3.

Boundary of R

S

R

Figure 2-28
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Let Q be a compact region in R
2 that is contained in a coordinate

neighborhood x: U → S. Then x(Q) = R is a bounded region in S.
The function |xu ∧ xv|, defined in U , measures the area of the parallelogram

generated by the vectors xu and xv. We first show that the integral

∫

Q

|xu ∧ xv| du dv

does not depend on the parametrization x.
In fact, let x̄: Ū ⊂ R2 → S be another parametrization with R ⊂ x̄(Ū)

and set Q̄ = x̄−1(R). Let ∂(u, v)/∂(ū, v̄) be the Jacobian of the change of
parameters h = x−1 ◦ x̄. Then

∫∫

Q̄

|x̄ū ∧ x̄v̄| dū dv̄ =
∫∫

Q̄

|xu ∧ xv|
∣

∣

∣

∣

∂(u, v)

∂(ū, v̄)

∣

∣

∣

∣

dū dv̄

=
∫∫

Q

|xu ∧ xv| du dv,

where the last equality comes from the theorem of change of variables in multi-
ple integrals (cf. Buck Advanced Calculus, p. 304). The asserted independence
is therefore proved and we can make the following definition.

DEFINITION 2. Let R ⊂ S be a bounded region of a regular surface con-
tained in the coordinate neighborhood of the parametrization x: U ⊂ R2 → S.
The positive number

∫∫

Q

|xu ∧ xv| du dv = A(R), Q = x−1(R),

is called the area of R.

There are several geometric justifications for such a definition, and one of
them will be presented in Sec. 2-8.

It is convenient to observe that

|xu ∧ xv|2 + 〈xu · xv〉2 = |xu|2 · |xv|2,

which shows that the integrand of A(R) can be written as

|xu ∧ xv| =
√

EG − F 2.

We should also remark that, in most examples, the restriction that the region
R is contained in some coordinate neighborhood is not very serious, because
there exist coordinate neighborhoods which cover the entire surface except for
some curves, which do not contribute to the area.
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Example 5. Let us compute the area of the torus of Example 6, Sec. 2-2.
For that, we consider the coordinate neighborhood corresponding to the
parametrization

x(u, v) = ((a + r cos u) cos v, (a + r cos u) sin v, r sin u),

0 < u < 2π, 0 < v < 2π,

which covers the torus, except for a meridian and a parallel. The coefficients
of the first fundamental form are

E = r2, F = 0, G = (r cos u + a)2;

hence,
√

EG − F 2 = r(r cos u + a).

Now, consider the region Rǫ obtained as the image by x of the region Qǫ

(Fig. 2-29) given by (ǫ > 0 and small),

Qǫ = {(u, v) ∈ R2; 0 + ǫ ≤ u ≤ 2π − ǫ, 0 + ǫ ≤ v ≤ 2π − ǫ}.

Using Def. 2, we obtain

A(Rǫ) =
∫∫

Qǫ

r(r cos u + a) du dv

=
∫ 2π−ǫ

0+ǫ

(r2 cos u + ra) du

∫ 2π−ǫ

0+ǫ

dv

= r2(2π − 2ǫ)(sin(2π − ǫ) − sin ǫ) + ra(2π − 2ǫ)2.

Letting ǫ → 0 in the above expression, we obtain

A(T ) = lim
ǫ→0

A(Rǫ) = 4π 2ra.
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This agrees with the value found by elementary calculus, say, by using the
theorem of Pappus for the area of surfaces of revolution (cf. Exercise 11).

EXERCISES

1. Compute the first fundamental forms of the following parametrized
surfaces where they are regular:

a. x(u, v) = (a sin u cos v, b sin u sin v, c cos u); ellipsoid.

b. x(u, v) = (au cos v, bu sin v, u2); elliptic paraboloid.

c. x(u, v) = (au cosh v, bu sinh v, u2); hyperbolic paraboloid.

d. x(u, v) = (a sinh u cos v, b sinh u sin v, c cosh u); hyperboloid of two
sheets.

2. Let x(ϕ, θ) = (sin θ cos ϕ, sin θ sin ϕ, cos θ) be a parametrization of the
unit sphere S2. Let P be the plane x = z cotan α, 0 < α < π , and β be the
acute angle which the curve P ∩ S2 makes with the semimeridian ϕ = ϕ0.
Compute cos β.

3. Obtain the first fundamental form of the sphere in the parametrization
given by stereographic projection (cf. Exercise 16, Sec. 2-2).

4. Given the parametrized surface

x(u, v) = (u cos v, u sin v, log cos v + u), −
π

2
< v <

π

2
,

show that the two curves x(u, v1), x(u, v2) determine segments of equal
lengths on all curves x(u, const.).

5. Show that the area A of a bounded region R of the surface z = f (x, y) is

A =
∫∫

Q

√

1 + f 2
x + f 2

y dx dy,

where Q is the normal projection of R onto the xy plane.

6. Show that

x(u, v) = (u sin α cos v, u sin α sin v, u cos α)

0 < u < ∞, 0 < v < 2π, α = const.,

is a parametrization of the cone with 2α as the angle of the vertex. In the
corresponding coordinate neighborhood, prove that the curve

x(c exp(v sin α cotan β), v), c = const., β = const.,

intersects the generators of the cone (v = const.) under the constant
angle β.
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7. The coordinate curves of a parametrization x(u, v) constitute a Tchebyshef
net if the lengths of the opposite sides of any quadrilateral formed by them
are equal. Show that a necessary and sufficient condition for this is

∂E

∂v
=

∂G

∂u
= 0.

*8. Prove that whenever the coordinate curves constitute a Tchebyshef net (see
Exercise 7) it is possible to reparametrize the coordinate neighborhood in
such a way that the new coefficients of the first fundamental form are

E = 1, F = cos θ, G = 1,

where θ is the angle of the coordinate curves.

*9. Show that a surface of revolution can always be parametrized so that

E = E(v), F = 0, G = 1.

10. Let P = {(x, y, z) ∈ R3; z = 0} be the xy plane and let x: U → P be a
parametrization of P given by

x(ρ, θ) = (ρ cos θ, ρ sin θ),

where
U = {(ρ, θ) ∈ R2; ρ > 0, 0 < θ < 2π}.

Compute the coefficients of the first fundamental form of P in this
parametrization.

11. Let S be a surface of revolution and C its generating curve (cf. Example 4,
Sec. 2-3). Let s be the arc length of C and denote by ρ = ρ(s) the distance
to the rotation axis of the point of C corresponding to s.

a. (Pappus’ Theorem.) Show that the area of S is

2π

∫ l

0

ρ(s) ds,

where l is the length of C.

b. Apply part a to compute the area of a torus of revolution.

12. Show that the area of a regular tube of radius r around a curve α (cf.
Exercise 10, Sec. 2-4) is 2πr times the length of α.

13. (Generalized Helicoids.) A natural generalization of both surfaces of rev-
olution and helicoids is obtained as follows. Let a regular plane curve C,
which does not meet an axis E in the plane, be displaced in a rigid screw
motion about E, that is, so that each point of C describes a helix (or circle)



104 2. Regular Surfaces

with E as axis. The set S generated by the displacement of C is called a
generalized helicoid with axis E and generator C. If the screw motion is
a pure rotation about E, S is a surface of revolution; if C is a straight line
perpendicular to E, S is (a piece of) the standard helicoid (cf. Example 3).

Choose the coordinate axes so that E is the z axis and C lies in the yz
plane. Prove that

a. If (f (s), g(s)) is a parametrization of C by arc length s, a < s < b,
f (s) > 0, then x: U → S, where

U = {(s, u) ∈ R2; a < s < b, 0 < u < 2π}

and

x(s, u) = (f (s) cos u, f (s) sin u, g(s)+ cu), c = const.,

is a parametrization of S. Conclude that S is a regular surface.

b. The coordinate lines of the above parametrization are orthogonal (i.e.,
F = 0) if and only if x(U) is either a surface of revolution or (a piece
of) the standard helicoid.

14. (Gradient on Surfaces.) The gradient of a differentiable function
f : S → R is a differentiable map grad f : S → R3 which assigns to each
point p ∈ S a vector grad f (p) ∈ Tp(S) ⊂ R3 such that

〈gradf (p), v〉p = dfp(v) for all v ∈ Tp(S).

Show that

a. If E, F, G are the coefficients of the first fundamental form in a
parametrization x: U ⊂ R2 → S, then grad f on x(U) is given by

gradf =
fuG − fvF

EG − F 2
xu +

fvE − fuF

EG − F 2
xv.

In particular, if S = R2 with coordinates x, y,

gradf = fxe1 + fye2,

where {e1, e2} is the canonical basis of R2 (thus, the definition agrees
with the usual definition of gradient in the plane).

b. If you let p ∈ S be fixed and v vary in the unit circle |v| = 1 in Tp(s),
then dfp(v) is maximum if and only if v = gradf/|gradf | (thus, grad
f (p) gives the direction of maximum variation of f at p).

c. If grad f �= 0 at all points of the level curve C = {q ∈ S; f (q) =
const.}, then C is a regular curve on S and grad f is normal to C at all
points of C.
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15. (Orthogonal Families of Curves.)

a. Let E, F, G be the coefficients of the first fundamental form of a regu-
lar surface S in the parametrization x: U ⊂ R2 → S. Let ϕ(u, v) =
const. and ψ(u, v) = const. be two families of regular curves on
x(U) ⊂ S (cf. Exercise 28, Sec. 2-4). Prove that these two families are
orthogonal (i.e., whenever two curves of distinct families meet, their
tangent lines are orthogonal) if and only if

Eϕvψv − F(ϕuψv + ϕvψu) + Gϕuψu = 0.

b. Apply part a to show that on the coordinate neighborhood x(U) of the
helicoid of Example 3 the two families of regular curves

v cos u = const., v �= 0,

(v2 + a2) sin2
u = const., v �= 0, u �= π,

are orthogonal.

2-6. Orientation of Surfaces†

In this section we shall discuss in what sense, and when, it is possible to orient
a surface. Intuitively, since every point p of a regular surface S has a tangent
plane Tp(S), the choice of an orientation of Tp(S) induces an orientation in a
neighborhood of p, that is, a notion of positive movement along sufficiently
small closed curves about each point of the neighborhood (Fig. 2-30). If it is
possible to make this choice for each p ∈ S so that in the intersection of any
two neighborhoods the orientations coincide, then S is said to be orientable.
If this is not possible, S is called nonorientable.

We shall now make these ideas precise. By fixing a parametrization x(u, v)

of a neighborhood of a point p of a regular surface S, we determine an ori-
entation of the tangent plane Tp(S), namely, the orientation of the associated
ordered basis {xu, xv}. If p belongs to the coordinate neighborhood of another
parametrization x̄(ū, v̄), the new basis {x̄ū, x̄v̄} is expressed in terms of the
first one by

x̄ū = xu

∂u

∂ū
+ xv

∂v

∂ū
,

xv̄ = xu

∂u

∂v̄
+ xv

∂v

∂v̄
,

where u = u(ū, v̄) and v = v(ū, v̄) are the expressions of the change of coordi-
nates. The bases {xu, xv} and {x̄ū, x̄v̄} determine, therefore, the same orientation
of Tp(S) if and only if the Jacobian

†This section may be omitted on a first reading.
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p

S

T
p
(S)

Figure 2-30

∂(u, v)

∂(ū, v̄)

of the coordinate change is positive.

DEFINITION 1. A regular surface S is called orientable if it is possible
to cover it with a family of coordinate neighborhoods in such a way that if a
point p ∈ S belongs to two neighborhoods of this family, then the change of
coordinates has positive Jacobian at p. The choice of such a family is called
an orientation of S, and S, in this case, is called oriented. If such a choice is
not possible, the surface is called nonorientable.

Example 1. A surface which is the graph of a differentiable function (cf.
Sec. 2-2, Prop. 1) is an orientable surface. In fact, all surfaces which can be
covered by one coordinate neighborhood are trivially orientable.

Example 2. The sphere is an orientable surface. Instead of proceeding
to a direct calculation, let us resort to a general argument. The sphere can
be covered by two coordinate neighborhoods (using stereographic projection;
see Exercise 16 of Sec. 2-2), with parameters (u, v) and (ū, v̄), in such a
way that the intersection W of these neighborhoods (the sphere minus two
points) is a connected set. Fix a point p in W. If the Jacobian of the coordinate
change at p is negative, we interchange u and v in the first system, and
the Jacobian becomes positive. Since the Jacobian is different from zero in
W and positive at p ∈ W , it follows from the connectedness of W that the
Jacobian is everywhere positive. There exists, therefore, a family of coordinate
neighborhoods satisfying Def. 1, and so the sphere is orientable.
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By the argument just used, it is clear that if a regular surface can be covered
by two coordinate neighborhoods whose intersection is connected, then the
surface is orientable.

Before presenting an example of a nonorientable surface, we shall give a
geometric interpretation of the idea of orientability of a regular surface in R3.

As we have seen in Sec. 2-4, given a system of coordinates x(u, v) at p,
we have a definite choice of a unit normal vector N at p by the rule

N =
xu ∧ xv

|xu ∧ xv|
(p). (1)

Taking another system of local coordinates x̄(ū, v̄) at p, we see that

x̄ū ∧ x̄v̄ = (xu ∧ xv)
∂(u, v)

∂(ū, v̄)
, (2)

where ∂(u, v)/∂(ū, v̄) is the Jacobian of the coordinate change. Hence, N

will preserve its sign or change it, depending on whether ∂(u, v)/∂(ū, v̄) is
positive or negative, respectively.

By a differentiable field of unit normal vectors on an open set U ⊂ S, we
shall mean a differentiable map N : U → R3 which associates to each q ∈ U

a unit normal vector N(q) ∈ R3 to S at q.

PROPOSITION 1. A regular surface S ⊂ R3 is orientable if and only if
there exists a differentiable field of unit normal vectors N: S → R3 on S.

Proof. If S is orientable, it is possible to cover it with a family of coordinate
neighborhoods so that, in the intersection of any two of them, the change
of coordinates has a positive Jacobian. At the points p = x(u, v) of each
neighborhood, we define N(p) = N(u, v) by Eq. (1). N(p) is well defined,
since if p belongs to two coordinate neighborhoods, with parameters (u, v) and
(ū, v̄), the normal vector N(u, v) and N(ū, v̄) coincide by Eq. (2). Moreover,
by Eq. (1), the coordinates of N(u, v) in R3 are differentiable functions of
(u, v), and thus the mapping N : S → R3 is differentiable, as desired.

On the other hand , let N : S → R3 be a differentiable field of unit nor-
mal vectors, and consider a family of connected coordinate neighborhoods
covering S. For the points p = x(u, v) of each coordinate neighborhood
x(U), U ⊂ R2, it is possible, by the continuity of N and, if necessary, by
interchanging u and v, to arrange that

N(p) =
xu ∧ xv

|xu ∧ xv|
.

In fact, the inner product
〈

N(p),
xu ∧ xv

|xu ∧ xv|

〉

= f (p) = ±1
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is a continuous function on x(U). Since x(U) is connected, the sign of f is
constant. If f = −1, we interchange u and v in the parametrization, and the
assertion follows.

Proceeding in this manner with all the coordinate neighborhoods, we have
that in the intersection of any two of them, say, x(u, v) and x̄(ū, v̄), the Jacobian

∂(u, v)

∂(ū, v̄)

is certainly positive; otherwise, we would have

xu ∧ xv

|xu ∧ xv|
= N(p) = −

x̄ū ∧ x̄v̄

|x̄ū ∧ x̄v̄|
= −N(p),

which is a contradiction. Hence, the given family of coordinate neighborhoods
after undergoing certain interchanges of u and v satisfies the conditions of
Def. 1, and S is, therefore, orientable. Q.E.D.

Remark. As the proof shows, we need only to require the existence of a
continuous unit vector field on S for S to be orientable. Such a vector field
will be automatically differentiable.

Example 3. We shall now describe an example of a nonorientable surface,
the so-called Möbius strip. This surface is obtained (see Fig. 2-31) by con-
sidering the circle S1 given by x2 + y2 = 4 and the open segment AB given
in the yz plane by y = 2, |z| < 1. We move the center C of AB along S1 and
turn AB about C in the Cz plane in such a manner that when C has passed
through an angle u, AB has rotated by an angle u/2. When c completes one trip
around the circle, AB returns to its initial position, with its end points inverted.

A

A

z

y

x

u

2
u

A

B

0

2

C

B

B

4π

π/4 

Figure 2-31
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From the point of view of differentiability, it is as if we had identified the
opposite (vertical) sides of a rectangle giving a twist to the rectangle so that
each point of the side AB was identified with its symmetric point (Fig. 2-31).

It is geometrically evident that the Möbius strip M is a regular,
nonorieotable surface. In fact, if M were orientable, there would exist a differ-
entiable field N : M → R3 of unit normal vectors. Taking these vectors along
the circle x2 + y2 = 4 we see that after making one trip the vector N returns
to its original position as −N , which is a contradiction.

We shall now give an analytic proof of the facts mentioned above.
A system of coordinates x: U → M for the Möbius strip is given by

x(u, v) =
((

2 − v sin
u

2

)

sin u,
(

2 − v sin
u

2

)

cos u, v cos
u

2

)

,

where 0 < u < 2π and −1 < v < 1. The corresponding coordinate neighbor-
hood omits the points of the open interval u = 0. Then by taking the origin of
the u’s at the x axis, we obtain another parametrization x̄(ū, v̄) given by

x =
{

2 − v̄ sin

(

π

4
+

ū

2

)}

cos ū,

y = −
{

2 − v̄ sin

(

π

4
+

ū

2

)}

sin ū,

z = v̄ cos

(

π

4
+

ū

2

)

,

whose coordinate neighborhood omits the interval u = π/2. These two coor-
dinate neighborhoods cover the Möbius strip and can be used to show that it
is a regular surface.

Observe that the intersection of the two coordinate neighborhoods is not
connected but consists of two connected components:

W1 =
{

x(u, v):
π

2
< u < 2π

}

,

W2 =
{

x(u, v): 0 < u <
π

2

}

.

The change of coordinates is given by

ū = u −
π

2
v̄ = v

⎫

⎬

⎭

in W1,

and

ū =
3π

2
+ u

v̄ = −v

⎫

⎬

⎭

in W2.
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It follows that
∂(ū, v̄)

∂(u, v)
= 1 > 0 in W1

and that
∂(ū, v̄)

∂(u, v)
= −1 < 0 in W2.

To show that the Möbius strip is nonorientable, we suppose that it is
possible to define a differentiable field of unit normal vectors N : M → R3.
Interchanging u and v if necessary, we can assume that

N(p) =
xu ∧ xv

|xu ∧ xv|

for any p in the coordinate neighborhood of x(u, v). Analogously, we may
assume that

N(p) =
x̄ū ∧ x̄v̄

|x̄ū ∧ x̄v̄|

at all points of the coordinate neighborhood of x̄(ū, v̄). However, the Jacobian
of the change of coordinates must be −1 in either W1 or W2 (depending on
what changes of the type u → v, ū → v̄ has to be made). If p is a point of that
component of the intersection, then N(p) = −N(p), which is a contradiction.

We have already seen that a surface which is the graph of a differen-
tiable function is orientable. We shall now show that a surface which is the
inverse image of a regular value of a differentiable function is also orientable.
This is one of the reasons it is relatively difficult to construct examples of
nonorientable, regular surfaces in R3.

PROPOSITION 2. If a regular surface is given by S = {(x, y, z) ∈ R3;
f (x, y, z) = a}, where f : U ⊂ R3 → R is differentiable and a is a regular
value of f, then S is orientable.

Proof. Given a point (x0, y0, z0) = p ∈ S, consider the parametrized
curve (x(t), y(t), z(t)), t ∈ I , on S passing through p for t = t0. Since the
curve is on S, we have

f (x(t), y(t), z(t)) = a

for all t ∈ I . By differentiating both sides of this expression with respect to t ,
we see that at t = t0

fx(p)

(

dx

dt

)

t0

+ fy(p)

(

dy

dt

)

t0

+ fz(p)

(

dz

dt

)

t0

= 0.
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This shows that the tangent vector to the curve at t = t0 is perpendicular to
the vector (fx, fy, fz) at p. Since the curve and the point are arbitrary, we
conclude that

N(x, y, z) =
(

fx
√

f 2
x + f 2

y + f 2
z

,
fy

√

f 2
x + f 2

y + f 2
z

,
fz

√

f 2
x + f 2

y + f 2
z

)

is a differentiable field of unit normal vectors on S. Together with Prop. 1, this
implies that S is orientable as desired. Q.E.D.

A final remark. Orientation is definitely not a local property of a regular
surface. Locally, every regular surface is diffeomorphic to an open set in the
plane, and hence orientable. Orientation is a global property, in the sense that it
involves the whole surface. We shall have more to say about global properties
later in this book (Chap. 5).

EXERCISES

1. Let S be a regular surface covered by coordinate neighborhoods V1and V2.
Assume that V1 ∩ V2 has two connected components, W1, W2, and that the
Jacobian of the change of coordinates is positive in W1 and negative in W2.
Prove that S is nonorientable.

2. Let S2 be an orientable regular surface and ϕ: S1 → S2 be a differentiable
map which is a local diffeomorphism at every p ∈ S1. Prove that S1 is
orientable.

3. Is it possible to give a meaning to the notion of area for a Möbius strip? If
so, set up an integral to compute it.

4. Let S be an orientable surface and let {Uα} and {Vβ} be two families of
coordinate neighborhoods which cover S (that is,

⋃

Uα = S =
⋃

Vβ) and
satisfy the conditions of Def. 1 (that is, in each of the families, the coordinate
changes have positive Jacobian). We say that {Uα} and {Vβ} determine the
same orientation of S if the union of the two families again satisfies the
conditions of Def. 1.

Prove that a regular, connected, orientable surface can have only two
distinct orientations.

5. Let ϕ: S1 → S2 be a diffeomorphism.

a. Show that S1 is orientable if and only if S2 is orientable (thus,
orientability is preserved by diffeomorphisms).

b. Let S1 and S2 be orientable and oriented. Prove that the diffeomorphism
ϕ induces an orientation in S2. Use the antipodal map of the sphere
(Exercise 1, Sec. 2-3) to show that this orientation may be distinct
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(cf. Exercise 4) from the initial one (thus, orientation itself may not
be preserved by diffeomorphisms; note, however, that if S1 and S2

are connected, a diffeomorphism either preserves or “reverses” the
orientation).

6. Define the notion of orientation of a regular curve C ⊂ R3, and show that
if C is connected, there exist at most two distinct orientations in the sense
of Exercise 4 (actually there exist exactly two, but this is harder to prove).

7. Show that if a regular surface S contains an open set diffeomorphic to a
Möbius strip, then S is nonorientable.

2-7. A Characterization of Compact Orientable Surfaces†

The converse of Prop. 2 of Sec. 2-6, namely, that an orientable surface in R3 is
the inverse image of a regular value of some differentiable function, is true and
nontrivial to prove. Even in the particular case of compact surfaces (defined
in this section), the proof is instructive and offers an interesting example of a
global theorem in differential geometry. This section will be dedicated entirely
to the proof of this converse statement.

Let S ⊂ R3 be an orientable surface. The crucial point of the proof consists
of showing that one may choose, on the normal line through p ∈ S, an open
interval Ip around p of length, say, 2ǫp (ǫp varies with p) in such a way that
if p �= q ∈ S, then Ip ∩ Iq = φ. Thus, the union

⋃

Ip, p ∈ S, constitutes an
open set V of R3, which contains S and has the property that through each
point of V there passes a unique normal line to S; V is then called a tubular
neighborhood of S (Fig. 2-32).

V
S

q

Iq

є(p)
p

Ip

є(q)

Figure 2-32. A tubular
neighborhood.

Let us assume, for the moment, the existence of a tubular neighborhood
V of an orientable surface S. We can then define a function g: V → R as
follows: Fix an orientation for S. Observe that no two segments IP and Iq ,
p �= q, of the tubular neighborhood V intersect. Thus, through each point
P ∈ V there passes a unique normal line to S which meets S at a point p;
by definition, g(P ) is the distance from p to P , with a sign given by the

†This section may be omitted on a first reading.
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direction of the unit normal vector at p. If we can prove that g is a differentiable
function and that 0 is a regular value of g, we shall have that S = g−1(0),
as we wished to prove.

We shall now start the proof of the existence of a tubular neighborhood
of an orientable surface. We shall first prove a local version of this fact; that
is, we shall show that for each point p of a regular surface there exists a
neighborhood of p which has a tubular neighborhood.

PROPOSITION 1. Let S be a regular surface and x: U → S be a
parametrization of a neighborhood of a point p = x(u0, v0) ∈ S. Then there
exists a neighborhood W ⊂ x(U) of p in S and a number ǫ > 0 such that the
segments of the normal lines passing through points q ∈ W, with center at q
and length 2ǫ, are disjoint (that is, W has a tubular neighborhood).

Proof. Consider the map F: U × R → R3 given by

F(u, v; t) = x(u, v)+ tN(u, v), (u, v) ∈ U, t ∈ R,

where N(u, v) = (Nx, Ny, Nz) is the unit normal vector at

x(u, v) = (x(u, v), y(u, v), z(u, v)).

Geometrically, F maps the point (u, v; t) of the “cylinder” U × R in the point
of the normal line to S at a distance t from x(u, v). F is clearly differentiable
and its Jacobian at t = 0 is given by

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∂x

∂u

∂y

∂u

∂z

∂u

∂x

∂v

∂y

∂v

∂z

∂v
Nx Ny Nz

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

= |xu ∧ xv| �= 0.

By the inverse function theorem, there exists a parallelepiped in U × R,
say,

u0 − δ < u < u0 + δ, v0 − δ < v < v0 + δ, −ǫ < t < ǫ,

restricted to which F is one-to-one. But this means that in the image W by F

of the rectangle

u0 − δ < u < u0 + δ, v0 − δ < v < v0 + δ

the segments of the normal lines with centers q ∈ W and of length < 2ǫ do
not meet. Q.E.D.

At this point, it is convenient to observe the following. The fact that the
function g: V → R, defined above by assuming the existence of a tubular
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neighborhood V, is differentiable and has 0 as a regular value is a local fact
and can be proved at once.

PROPOSITION 2. Assume the existence of a tubular neighborhood
V ⊂ R3 of an orientable surface S ⊂ R3, and choose an orientation for S.
Then the function g: V → R, defined as the oriented distance from a point
of V to the foot of the unique normal line passing through this point, is
differentiable and has zero as a regular value.

Proof. Let us look again at the map F : U × R → R3 defined in Prop. 1,
where we now assume that the parametrization x is compatible with the given
orientation. Denoting by x, y, z the coordinates of F(u, v, t) = x(u, v)+
tN(u, v) we can write

F(u, v, t) = (x(u, v, t), y(u, v, t), z(u, v, t)).

Since the Jacobian ∂(x, y, z)/∂(u, v, t) is different from zero at t = 0, we can
invert F in some parallelepiped Q,

u0 − δ < u < u0 + δ, v0 − δ < v < v0 + δ, −ǫ < t < ǫ,

to obtain a differentiable map

F −1(x, y, z) = (u(x, y, z), v(x, y, z), t (x, y, z)),

where (x, y, z) ∈ F(Q) ⊂ V . But the restriction to F(Q) of the function
g: V → R in the statement of Prop. 2 is precisely t = t (x, y, z). Thus, g

is differentiable. Furthermore, 0 is a regular value of t ; otherwise

∂t

∂x
=

∂t

∂y
=

∂t

∂z
= 0

for some point where t = 0; hence, the differential dF−1 would be singular
for t = 0, which is a contradiction. Q.E.D.

To pass from the local to the global, that is, to prove the existence of a
tubular neighborhood of an entire orientable surface, we need some topological
arguments. We shall restrict ourselves to compact surfaces, which we shall now
define.

Let A be a subset of R3. We say that p ∈ R3 is a limit point of A if every
neighborhood of p in R3 contains a point of A distinct from p. A is said to be
closed if it contains all its limit points. A is bounded if it is contained in some
ball of R3. If A is closed and bounded, it is called a compact set.

The sphere and the torus are compact surfaces. The paraboloid of revolution
z = x2 + y2, (x, y) ∈ R2, is a closed surface, but, being unbounded, it is not
a compact surface. The disk x2 + y2 < 1 in the plane and the Möbius strip are
bounded but not closed and therefore are noncompact.



2-7. A Characterization of Compact Orientable Surfaces 115

We shall need some properties of compact subsets of R3, which we shall
now state. The distance between two points p, q ∈ R3 will be denoted by
d(p, q).

PROPERTY 1 (Bolzano-Weierstrass). Let A ⊂ R3 be a compact set.
Then every infinite subset of A has at least one limit point in A.

PROPERTY 2 (Heine-Borel). Let A ⊂ R3 be a compact set and {Uα} be
a family of open sets of A such that

⋃

α
Uα ⊃ A. Then it is possible to choose

a finite number Uk1
, Uk2

, . . . , Ukn
of Uα such that

⋃

Uki
⊃ A, i = 1, . . . , n.

PROPERTY 3 (Lebesgue). Let A ⊂ R3 be a compact set and {Uα} a
family of open sets of A such that

⋃

α
Uα = A. Then there exists a number

δ > 0 (the Lebesgue number of the family {Uα}) such that whenever two points
p, q ∈ A are at a distance d(p, q) < δ then p and q belong to some Uα.

Properties 1 and 2 are usually proved in courses of advanced calculus. For
completeness, we shall now prove Property 3. Later in this book (appendix to
Chap. 5), we shall treat compact sets in Rn in a more systematic way and shall
present proofs of Properties 1 and 2.

Proof of Property 3. Let us assume that there is no δ > 0 satisfying the
conditions in the statement; that is, given 1/n there exist points pn and qn

such that d(pn, qn) < 1/n but pn and qn do not belong to the same open set
of the family {Uα}. Setting n = 1, 2, . . . , we obtain two infinite sets of points
{pn} and {qn} which, by Property 1, have limit points p and q, respectively.
Since d(pn, qn) < 1/n, we may choose these limit points in such a way that
p = q. But p ∈ Uα for some α, because p ∈ A =

⋃

α
Uα, and since Uα is an

open set, there is an open ball Bǫ(p), with center in p, such that Bǫ(p) ⊂ Uα.
Since p is a limit point of {pn} and {qn}, there exist, for n sufficiently large,
points pn and qn in Bǫ(p) ⊂ Uα; that is, pn and qn belong to the same Uα,
which is a contradiction. Q.E.D.

Using Properties 2 and 3, we shall now prove the existence of a tubular
neighborhood of an orientable compact surface.

PROPOSITION 3. Let S ⊂ R3 be a regular, compact, orientable surface.
Then there exists a number ǫ > 0 such that whenever p, q ∈ S the segments of
the normal lines of length 2ǫ, centered in p and q, are disjoint (that is, S has
a tubular neighborhood).

Proof. By Prop. 1, for each p ∈ S there exists a neighborhood Wp and a
number ǫp > 0 such that the proposition holds for points of Wp with ǫ = ǫp.
Letting p run through S, we obtain a family {Wp} with

⋃

p∈S
Wp = S. By

compactness (Property 2), it is possible to choose a finite number of the Wp’s,



116 2. Regular Surfaces

say, W1, . . . , Wk (corresponding to ǫ1, . . . , ǫk) such that
⋃

Wi = S, i =
1, . . . , k. We shall show that the required ǫ is given by

ǫ < min

(

ǫ1, . . . , ǫk,
δ

2

)

,

where δ is the Lebesgue number of the family {Wi} (Property 3).
In fact, let two points p, q ∈ S. If both belong to some Wi , i = 1, . . . , k,

the segments of the normal lines with centers in p and q and length 2ǫ do not
meet, since ǫ < ǫi . If p and q do not belong to the same Wi , then d(p, q) ≥ δ;
were the segments of the normal lines, centered in p and q and of length 2ǫ,
to meet at point Q ∈ R3, we would have

2ǫ ≥ d(p, Q)+ d(Q, q) ≥ d(p, q) ≥ δ,

which contradicts the definition of ǫ. Q.E.D.

Putting together Props. 1, 2, and 3, we obtain the following theorem, which
is the main goal of this section.

THEOREM. Let S ⊂ R3 be a regular compact orientable surface. Then
there exists a differentiable function g: V → R, defined in an open set
V ⊂ R3, with V ⊃ S (precisely a tubular neighborhood of S), which has zero
as a regular value and is such that S = g−1(0).

Remark 1. It is possible to prove the existence of a tubular neighborhood
of an orientable surface, even if the surface is not compact; the theorem is true,
therefore, without the restriction of compactness. The proof is, however, more
technical. In this general case, the ǫ(p) > 0 is not constant as in the compact
case but may vary with p.

Remark 2. It is possible to prove that a regular compact surface in R3 is
orientable; the hypothesis of orientability in the theorem (the compact case)
is therefore unnecessary. A proof of this fact can be found in H. Samelson,
“Orientability of Hypersurfaces in Rn,” Proc. A.M.S. 22 (1969), 301–302.

2-8. A Geometric Definition of Area†

In this section we shall present a geometric justification for the definition of
area given in Sec. 2-5. More precisely, we shall give a geometric definition of
area and shall prove that in the case of a bounded region of a regular surface
such a definition leads to the formula given for the area in Sec. 2-5.

To define the area of a region R ⊂ S we shall start with a partition P of
R into a finite number of regions Ri , that is, we write R =

⋃

i
Ri , where the

intersection of two such regions Ri is either empty or made up of boundary

†This section may be omitted on a first reading.
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points of both regions (Fig. 2-33). The diameter of Ri is the supremum of the
distances (in R3) of any two points in Ri ; the largest diameter of the Ri’s of a
given partition P is called the norm μ of P. If we now take a partition of each
Ri , we obtain a second partition of R, which is said to refine P.

Given a partition

R =
⋃

i

Ri

of R, we choose arbitrarily points pi ∈ Ri and project Ri onto the tangent
plane at pi in the direction of the normal line at pi ; this projection is denoted
by R̄i and its area by A(R̄i). The sum

∑

i
A(R̄i) is an approximation of what

we understand intuitively by the area of R.
If, by choosing partitions P1, . . . , Pn, . . . more and more refined and such

that the norm μn of Pn converges to zero, there exists a limit of
∑

i
A(R̄i) and

this limit is independent of all choices, then we say that R has an area A(R)

defined by

A(R) = lim
μn→0

∑

i

A(R̄i).

An instructive discussion of this definition can be found in R. Courant,
Differential and Integral Calculus, Vol. II, Wiley-Interscience, New York,
1936, p. 311.

We shall show that a bounded region of a regular surface does have an area.
We shall restrict ourselves to bounded regions contained in a coordinate neigh-
borhood and shall obtain an expression for the area in terms of the coefficients
of the first fundamental form in the corresponding coordinate system.

PROPOSITION. Let x: U → S be a coordinate system in a regular sur-
face S and let R = x(Q) be a bounded region of S contained in x(U). Then R
has an area given by

A(R) =
∫∫

Q

|xu ∧ xv| du dv.
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Proof. Consider a partition, R =
⋃

i
Ri , of R. Since R is bounded and

closed (hence, compact), we can assume that the partition is sufficiently refined
so that any two normal lines of Ri are never orthogonal. In fact, because the nor-
mal lines vary continuously in S, there exists for each p ∈ R a neighborhood
of p in S where any two normals are never orthogonal; these neighborhoods
constitute a family of open sets covering R, and considering a partition of
R the norm of which is smaller than the Lebesgue number of the covering
(Sec. 2-7, Property 3 of compact sets), we shall satisfy the required condition.

Fix a region Ri of the partition and choose a point pi ∈ Ri = x(Qi). We
want to compute the area of the normal projection R̄i of Ri onto the tangent
plane at pi . To do this, consider a new system of axes pi x̄ȳz̄ in R3, obtained
from Oxyz by a translation Opi , followed by a rotation which takes the z axis
into the normal line at pi in such a way that both systems have the same
orientation (Fig. 2-34). In the new axes, the parametrization can be written

x̄(u, v) = (x̄(u, v), ȳ(u, v), z̄(u, v)),

where the explicit form of x̄(u, v) does not interest us; it is enough to know
that the vector x̄(u, v) is obtained from the vector x(u, v) by a translation
followed by an orthogonal linear map.

x

y

z

p

x

z

y

0

Figure 2-34

We observe that ∂(x̄, ȳ)/∂(u, v) �= 0 in Qi ; otherwise, the z̄ component of
some normal vector in Ri is zero and there are two orthogonal normal lines
in Ri , a contradiction of our assumptions.

The expression of A(R̄i) is given by

A(R̄i) =
∫∫

R̄i

dx̄ dȳ.

Since ∂(x̄, ȳ)/∂(u, v) �= 0, we can consider the change of coordinates x̄ =
x̄(u, v), ȳ = ȳ(u, v) and transform the above expression into

A(R̄i) =
∫∫

Qi

∂(x̄, ȳ)

∂(u, v)
du dv.
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We remark now that, at pi , the vectors x̄u and x̄v belong to the x̄ȳ plane;
therefore,

∂z̄

∂u
=

∂z̄

∂v
= 0 at pi;

hence,
∣

∣

∣

∣

∂(x̄, ȳ)

∂(u, v)

∣

∣

∣

∣

=
∣

∣

∣

∣

∂ x̄
∂u

∧
∂ x̄
∂v

∣

∣

∣

∣

at pi .

It follows that
∣

∣

∣

∣

∂(x̄, ȳ)

∂(u, v)

∣

∣

∣

∣

−
∣

∣

∣

∣

∂ x̄
∂u

∧
∂ x̄
∂v

∣

∣

∣

∣

= ǫi(u, v), (u, v) ∈ Qi,

where ǫi(u, v) is a continuous function in Qi with ǫi(x−1(pi)) = 0. Since the
length of a vector is preserved by translations and orthogonal linear maps,
we obtain

∣

∣

∣

∣

∂x
∂u

∧
∂x
∂v

∣

∣

∣

∣

=
∣

∣

∣

∣

∂ x̄
∂u

∧
∂ x̄
∂v

∣

∣

∣

∣

=
∣

∣

∣

∣

∂(x̄, ȳ)

∂(u, v)

∣

∣

∣

∣

− ǫi(u, v).

Now let Mi and mi be the maximum and the minimum of the continuous
function ǫi(u, v) in the compact region Qi ; thus,

mi ≤
∣

∣

∣

∣

∂(x̄, ȳ)

∂(u, v)

∣

∣

∣

∣

−
∣

∣

∣

∣

∂x
∂u

∧
∂x
∂v

∣

∣

∣

∣

≤ Mi;

hence,

mi

∫∫

Qi

du dv ≤ A(R̄i) −
∫∫

Qi

∣

∣

∣

∣

∂x
∂u

∧
∂x
∂v

∣

∣

∣

∣

du dv ≤ Mi

∫∫

Qi

du dv.

Doing the same for all Ri , we obtain

∑

i

miA(Qi) ≤
∑

i

A(R̄i) −
∫∫

Q

|xu ∧ xv| du dv ≤
∑

i

MiA(Qi).

Now, refine more and more the given partition in such a way that the
norm μ → 0. Then Mi → mi . Therefore, there exists the limit of

∑

i
A(R̄i),

given by

A(R) =
∫∫

Q

∣

∣

∣

∣

∂x

∂u
∧

∂x
∂v

∣

∣

∣

∣

du dv,

which is clearly independent of the choice of the partitions and of the point pi

in each partition. Q.E.D.



Appendix A Brief Review

of Continuity and

Differentiability

Rn will denote the set of n-tuples (x1, . . . , xn) of real numbers. Although we
use only the cases R1 = R, R2, and R3, the more general notion of Rn unifies
the definitions and brings in no additional difficulties; the reader may think in
R2 or R3, if he wishes so. In these particular cases, we shall use the following
more traditional notation: x or t for R, (x, y) or (u, v) for R2, and (x, y, z)

for R3.

A. Continuity in Rn

We start by making precise the notion of a point being ǫ-close to a given
point p0 ∈ Rn.

A ball (or open ball) in Rn with center p0 = (x0
1 , . . . , x

0
n) and radius ǫ > 0

is the set

Bǫ(p0) = {(x1, . . . , xn) ∈ Rn; (x1 − x0
1)

2 + · · · + (xn − x0
n)

2 < ǫ2}.

Thus, in R, Bǫ(p0) is an open interval with center p0 and length 2ǫ; in R2,
Bǫ(p0) is the interior of a disk with center p0 and radius ǫ; in R3, Bǫ(p0) is
the interior of a region bounded by a sphere of center p0 and radius ǫ (see Fig.
A2-1).

A set U ⊂ Rn is an open set if for each p ∈ U there is a ball Bǫ(p) ⊂ U ;
intuitively this means that points in U are entirely surrounded by points of U ,
or that points sufficiently close to points of U still belong to U .

For instance, the set

{(x, y) ∈ R2; a < x < b, c < y < d}

120
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P0

R

P0

P0
є

є

є

R2

R3

Figure A2-1

is easily seen to be open in R2. However, if one of the strict inequalities, say
x < b, is replaced by x ≤ b, the set is no longer open; no ball with center at
the point (b, (d + c)/2), which belongs to the set, can be contained in the set
(Fig. A2-2).

It is convenient to say that an open set in Rn containing a point p ∈ Rn is
a neighborhood of p.

From now on, U ⊂ Rn will denote an open set in Rn.

We recall that a real function f : U ⊂ R → R of a real variable is contin-
uous at x0 ∈ U if given an ǫ > 0 there exists a δ > 0 such that if |x − x0| <

δ, then

d

c

d

c

a b a b

Figure A2-2
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|f (x) − f (x0)| < ǫ.

Similarly, a real function f : U ⊂ R2 → R of two real variables is con-
tinuous at (x0, y0) ∈ U if given an ǫ > 0 there exists a δ > 0 such that if
(x − x0)

2 + (y − y0)
2 < δ2, then

|f (x, y)− f (x0, y0)| < ǫ.

The notion of ball unifies these definitions as particular cases of the following
general concept:

A map F : U ⊂ Rn → Rm is continuous at p ∈ U if given ǫ > 0, there
exists a δ > 0 such that

F(Bδ(p)) ⊂ Bǫ(F (p)).

In other words, F is continuous at p if points arbitrarily close to F(p) are
images of points sufficiently close to p. It is easily seen that in the particular
cases of n = 1, 2 and m = 1, this agrees with the previous definitions. We say
that F is continuous in U if F is continuous for all p ∈ U (Fig. A2-3).

R3

R2

F

p

F(B
δ
( p))

B
¨
(F( p))

B
δ
( p)

F( p)

Figure A2-3

Given a map F : U ⊂ Rn → Rm, we can determine m functions of n vari-
ables as follows. Let p = (x1, . . . , xn) ∈ U and f (p) = (y1, . . . , ym). Then
we can write

y1 = f1(x1, . . . , xn), . . . , ym = fm(x1, . . . , xn).

The functions fi : U → R, i = 1, . . . , m, are the component functions of F .
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Example 1 (Symmetry). Let F : R3 → R3 be the map which assigns to
each p ∈ R3 the point which is symmetric to p with respect to the origin
O ∈ R3. Then F(p) = −p, or

F(x, y, z) = (−x, −y, −z),

and the component functions of F are

f1(x, y, z) = −x, f2(x, y, z) = −y, f3(x, y, z) = −z.

Example 2 (Inversion). Let F : R2 − {(0, 0)} → R2 be defined as follows.
Denote by |p| the distance to the origin (0, 0) = O of a point p ∈ R2. By
definition, F(p), p �= 0, belongs to the half-line Op and is such that |F(p)| ·
|p| = 1. Thus, F(p) = p/|p|2, or

F(x, y) =
(

x

x2 + y2
,

y

x2 + y2

)

, (x, y) �= (0, 0),

and the component functions of F are

f1(x, y) =
x

x2 + y2
, f2(x, y) =

y

x2 + y2
.

Example 3 (Projection). Let π : R3 → R2 be the projection π(x, y, z) =
(x, y). Then f1(x, y, z) = x, f2(x, y, z) = y.

The following proposition shows that the continuity of the map F is
equivalent to the continuity of its component functions.

PROPOSITION 1. F: U ⊂ Rn → Rm is continuous if and only if each
component function fi: U ⊂ Rn → R, i = 1, . . . , m, is continuous.

Proof. Assume that F is continuous at p ∈ U . Then given ǫ > 0, there
exists δ > 0 such that F(Bδ(p)) ⊂ Bǫ(F (p)). Thus, if q ∈ Bδ(p), then

F(q) ∈ Bǫ(F (p)),

that is,
(f1(q) − f1(p))2 + · · · + (fm(q) − fm(p))2 < ǫ2,

which implies that, for each i = 1, . . . , m, |fi(q) − fi(p)| < ǫ. Therefore,
given ǫ > 0 there exists δ > 0 such that ifq ∈ Bδ(p), then |fi(q) − fi(p)| < ǫ.
Hence, each fi is continuous at p.

Conversely, let fi , i = 1, . . . , m, be continuous at p. Then given ǫ > 0
there exists δi > 0 such that if q ∈ Bδi (p), then |fi(q) − fi(p)| < ǫ/

√
m. Set

δ < min δi and let q ∈ Bδ(p). Then

(f1(q) − f1(p))2 + · · · + (fm(q) − fm(p))2 < ǫ2,

and hence, the continuity of F at p. Q.E.D.

It follows that the maps in Examples 1, 2, and 3 are continuous.
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Example 4. Let F : U ⊂ R → Rm. Then

F(t) = (x1(t), . . . , xm(t)), t ∈ U.

This is usually called a vector-valued function, and the component functions
of F are the components of the vector F(t) ∈ Rm. When F is continuous, or,
equivalently, the functions xi(t), i = 1, . . . , m, are continuous, we say that F

is a continuous curve in Rm.

In most applications, it is convenient to express the continuity in terms of
neighborhoods instead of balls.

PROPOSITION 2. A map F: U ⊂ Rn → Rm is continuous at p ∈ U if
and only if, given a neighborhood V of F(p) in Rm there exists a neighborhood
W of p in Rn such that F(W) ⊂ V.

Proof. Assume that F is continuous at p. Since V is an open set containing
F(p), it contains a ball Bǫ(F (p)) for some ǫ > 0. By continuity, there exists
a ball Bδ(p) = W such that

F(W) = F(Bδ(p)) ⊂ Bǫ(F (p)) ⊂ V,

and this proves that the condition is necessary.
Conversely, assume that the condition holds. Let ε > 0 be given and set

V = Bǫ(F (p)). By hypothesis, there exists a neighborhood W of p in Rn

such that F(W) ⊂ V . Since W is open, there exists a ball Bδ(p) ⊂ W . Thus,

F(Bδ(p)) ⊂ F(W) ⊂ V = Bǫ(F (p)),

and hence the continuity of F at p. Q.E.D.

The composition of continuous maps yields a continuous map. More
precisely, we have the following proposition.

PROPOSITION 3. Let F: U ⊂ Rn → Rm and G: V ⊂ Rm → Rk be con-
tinuous maps, where U and V are open set such that F(U) ⊂ V. Then
G ◦ F: U ⊂ Rn → Rk is a continuous map.

Proof. Let p ∈ U and let W1 be a neighborhood of G ◦ F(p) in Rk. By
continuity of G, there is a neighborhood Q of F(p) in Rm with G(Q) ⊂ W1.
By continuity of F , there is a neighborhood W2 of (p) in Rn with F(W2) ⊂ Q.
Thus,

G ◦ F(W2) ⊂ G(Q) ⊂ W1,

and hence the continuity of G ◦ F . Q.E.D.

It is often necessary to deal with maps defined on arbitrary (not necessarily
open) sets of Rn. To extend the previous ideas to this situation, we shall proceed
as follows.
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Let F : A ⊂ Rn → Rm be a map, where A is an arbitrary set in Rn. We say
that F is continuous at p ∈ A if given a neighborhood V of F(p) in Rm, there
exists a neighborhood W of p in Rn such that F(W ∩ A) ⊂ V . For this reason,
it is convenient to call W ∩ A a neighborhood of p in A. The set B ⊂ A is
open if, for each point p ∈ B, there exists a neighborhood of p in A entirely
contained in B.

W W ∩ A

W ∩ A

A

A

W

Figure A2-4

Example 5. Let

E =
{

(x, y, z) ∈ R3;
x2

a2
+

y2

b2
+

z2

c2
= 1

}

be an ellipsoid, and let π : R3 → R2 be the projection of Example 3. Then the
restriction of π to E is a continuous map from E to R2.

We say that a continuous map F : A ⊂ Rn → Rn is a homeomorphism onto
F(A) if F is one-to-one and the inverse F −1: F(A) ⊂ Rn → Rn is continuous.
In this case A and F(A) are homeomorphic sets.

Example 6. Let F : R3 → R3 be given by

F(x, y, z) = (xa, yb, zc).

F is clearly continuous, and the restriction of F to the sphere

S2 = {(x, y, z) ∈ R3; x2 + y2 + z2 = 1}

is a continuous map F̃ : S2 → R3. Observe that F̃ (S2) = E, where E is the
ellipsoid of Example 5. It is also clear that F is one-to-one and that

F −1(x, y, z) =
(x

a
,
y

b
,
z

c

)

.

Thus, F̃ −1 = F −1|E is continuous. Therefore, F̃ is a homeomorphism of the
sphere S2 onto the ellipsoid E.
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Finally, we want to describe two properties of real continuous functions
defined on a closed interval [a, b],

[a, b] = {x ∈ R; a ≤ x ≤ b}

(Props. 4 and 5 below), and an important property of the closed interval [a, b]
itself. They will be used repeatedly in this book.

PROPOSITION 4 (The Intermediate Value Theorem). Let f : [a, b] →
R be a continuous function defined on the closed interval [a, b]. Assume that
f (a) and f (b) have opposite signs; that is, f (a)f (b) < 0. Then there exists a
point c ∈ (a, b) such that f (c) = 0.

PROPOSITION 5. Let f : [a, b] be a continuous function defined in the
closed interval [a, b]. Then f reaches its maximum and its minimum in [a, b];
that is, there exist points x1, x2 ∈ [a, b] such that f (x1) < f (x) < f (x2) for all
x ∈ [a, b].

PROPOSITION 6 (Heine-Borel). Let [a, b] be a closed interval and let
Iα, α ∈ A, be a collection of open intervals such that

⋃

α
Iα ⊃ [a, b]. Then it

is possible to choose a finite number Ik1
, Ik2

, . . . , Ikn of Iα such that
⋃

ki
Iki

⊃
[a, b], i = 1, . . . , n.

These propositions are standard theorems in courses on advanced calcu-
lus, and we shall not prove them here. However, proofs are provided in the
appendix to Chap. 5 (Props. 8, 13, and 11, respectively).

B. Differentiability in Rn

Let f : U ⊂ R → R. The derivative f ′(x0) of f at x0 ∈ U is the limit
(when it exists)

f ′(x0) = lim
h→0

f (x0 + h) − f (x0)

h
, x0 + h ∈ U.

When f has derivatives at all points of a neighborhood V of x0, we can consider
the derivative of f ′: V → R at x0, which is called the second derivative f ′′(x0)

of f at x0, and so forth. f is differentiable at x0 if it has continuous derivatives
of all orders at x0. f is differentiable in U if it is differentiable at all points
in U .

Remark. We use the word differentiable for what is sometimes called
infinitely differentiable (or of class C∞). Our usage should not be confused
with the usage of elementary calculus, where a function is called differentiable
if its first derivative exists.
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Let F : U ⊂ R2 → R. The partial derivative of f with respect to x at
(x0, y0) ∈ U , denoted by (∂f/∂x)(x0, y0), is (when it exists) the derivative
at x0 of the function of one variable: x → f (x, y0). Similarly, the partial
derivative with respect to y at (x0, y0), (∂f/∂y)(x0, y0), is defined as the
derivative at y0 of y → f (x0, y). When f has partial derivatives at all points
of a neighborhood V of (x0, y0), we can consider the second partial derivatives
at (x0, y0):

∂

∂x

(

∂f

∂x

)

=
∂2f

∂x2
,

∂

∂x

(

∂f

∂y

)

=
∂2f

∂x∂y
,

∂

∂y

(

∂f

∂x

)

=
∂2f

∂y∂x
,

∂

∂y

(

∂f

∂y

)

=
∂2f

∂y2
,

and so forth. f is differentiable at (x0, y0) if it has continuous partial deriva-
tives of all orders at (x0, y0). f is differentiable in U if it is differentiable at
all points of U . We sometimes denote partial derivatives by

∂f

∂x
= fx,

∂f

∂y
= fy,

∂2f

∂x2
= fxx,

∂2f

∂x∂y
= fxy,

∂2f

∂y2
= fyy .

It is an important fact that when f is differentiable the partial derivatives
of f are independent of the order in which they are performed; that is,

∂2f

∂x∂y
=

∂2f

∂y∂x
,

∂3f

∂2x∂y
=

∂3f

∂x∂y∂x
, etc.

The definitions of partial derivatives and differentiability are easily
extended to functionsf :U ⊂ Rn → R. For instance, (∂f/∂x3)(x

0
1 , x

0
2 , . . . , x

0
n)

is the derivative of the function of one variable

x3 → f (x0
1 , x

0
2 , x3, x

0
4 , . . . , x

0
n).

A further important fact is that partial derivatives obey the so-called chain
rule. For instance, if x = x(u, v), y = y(u, v), z = z(u, v) are real differen-
tiable functions in U ⊂ R2 and f (x, y, z) is a real differentiable function in R3,
then the composition f (x(u, v), y(u, v), z(u, v)) is a differentiable function
in U , and the partial derivative of f with respect to, say, u is given by

∂f

∂u
=

∂f

∂x

∂x

∂u
+

∂f

∂y

∂y

∂u
+

∂f

∂z

∂z

∂u
.
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We are now interested in extending the notion of differentiability to maps
F : U ⊂ Rn → Rm. We say that F is differentiable at p ∈ U if its component
functions are differentiable at p; that is, by writing

F(x1, . . . , xn) = (f1(x1, . . . , xn), . . . , fm(x1, . . . , xn)),

the functions fi , i = 1, . . . , m, have continuous partial derivatives of all orders
at p. F is differentiable in U if it is differentiable at all points in U .

For the case m = 1, this repeats the previous definition. For the case n = 1,
we obtain the notion of a (parametrized) differentiable curve in Rm. In Chap. 1,
we have already seen such an object in R3. For our purposes, we need to extend
the definition of tangent vector of Chap. 1 to the present situation. A tangent
vector to a map α: U ⊂ R → Rm at t0 ∈ U is the vector in Rm

α′(t0) = (x ′
1(t0), . . . , x

′
m(t0)).

Example 7. Let F : U ⊂ R2 → R3 be given by

F(u, v) = (cos u cos v, cos u sin v, cos2 v), (u, v) ∈ U.

The component functions of F , namely,

f1(u, v) = cos u cos v, f2(u, v) = cos u sin v, f3(u, v) = cos2 v

have continuous partial derivatives of all orders in U . Thus, F is differentiable
in U .

Example 8. Let α: U ⊂ R → R4 be given by

α(t) = (t4, t3, t2, t), t ∈ U.

Then α is a differentiable curve in R4, and the tangent vector to α at t is
α′(t) = (4t3, 3t2, 2t, 1).

Example 9. Given a vector w ∈ Rm and a point p0 ∈ U ⊂ Rm, we can
always find a differentiable curve α: (−ǫ, ǫ) → U with α(0) = p0 and α′(0) =
w. Simply define α(t) = p0 + tw, t ∈ (−ǫ, ǫ). By writing p0 = (x0

1 , . . . , x
0
m)

and w = (w1, . . . , wm), the component functions of α are xi(t) = x0
i + twi ,

i = 1, . . . , m. Thus, α is differentiable, α(0) = p0 and

α′(0) = (x ′
1(0), . . . , x ′

m(0)) = (w1, . . . , wm) = w.

We shall now introduce the concept of differential of a differentiable map.
It will play an important role in this book.

DEFINITION 1. Let F: U ⊂ Rn → Rm be a differentiable map. To each
p ∈ U we associate a linear map dFp: Rn → Rm which is called the differen-
tial of F at p and is defined as follows. Let w ∈ Rn and let α: (−ǫ, ǫ) → U
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be a differentiable curve such that α(0) = p, α′(0) = w. By the chain rule,
the curve β = F ◦ α: (−ǫ, ǫ) → Rm is also differentiable. Then (Fig. A2-5)

dFp(w) = β ′(0).

u

u

p

wα

0

F

F ◦ α = β
y

z
dFp(w)

F( p)

x

є

–є

Figure A2-5

PROPOSITION 7. The above definition of dFp does not depend on the
choice of the curve which passes through p with tangent vector w, and dFp is,
in fact, a linear map.

Proof. To simplify notation, we work with the case F : U ⊂ R2 → R3.
Let (u, v) be coordinates in R2 and (x, y, z) be coordinates in R3. Let
e1 = (1, 0), e2 = (0, 1) be the canonical basis in R2 and f1 = (1, 0, 0),
f2 = (0, 1, 0), f3 = (0, 0, 1) be the canonical basis in R3. Then we can write
α(t) = (u(t), v(t)), t ∈ (−ǫ, ǫ),

α′(0) = w = u′(0)e1 + v′(0)e2,

F (u, v) = (x(u, v), y(u, v), z(u, v)), and

β(t) = F ◦ α(t) = (x(u(t), v(t)), y(u(t), v(t)), z(u(t), v(t))).
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Thus, using the chain rule and taking the derivatives at t = 0, we obtain

β ′(0) =
(

∂x

∂u

du

dt
+

∂x

∂v

dv

dt

)

f1 +
(

∂y

∂u

du

dt
+

∂y

∂v

dv

dt

)

f2

+
(

∂z

∂u

du

dt
+

∂z

∂v

dv

dt

)

f3

=

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

∂x

∂u

∂x

∂v

∂y

∂u

∂y

∂v

∂z

∂u

∂z

∂v

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

du

dt

dv

dt

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

= dFp(w).

This shows that dFp is represented, in the canonical bases of R2 and R3, by
a matrix which depends only on the partial derivatives at p of the component
functions x, y, z of F . Thus, dFp is a linear map, and clearly dFp(w) does not
depend on the choice of α.

The reader will have no trouble in extending this argument to the more
general situation. Q.E.D.

The matrix of dFp: Rn → Rm in the canonical bases of Rn and Rm, that
is, the matrix (∂fi/∂xj ), i = 1, . . . , m, j = 1, . . . , n, is called the Jacobian
matrix of F at p. When n = m, this is a square matrix and its determinant is
called the Jacobian determinant; it is usual to denote it by

det

(

∂fi

∂xj

)

=
∂(f1, . . . , fn)

∂(x1, . . . , xn)
.

Remark. There is no agreement in the literature regarding the notation for
the differential. It is also of common usage to call dFp the derivative of F at
p and to denote it by F ′(p).

Example 10. Let F : R2 → R2 be given by

F(x, y) = (x2 − y2, 2xy), (x, y) ∈ R2.

F is easily seen to be differentiable, and its differential dFp at p = (x, y) is

dFp =
(

2x −2y

2y 2x

)

.

For instance, dF (1,1)(2, 3) = (−2, 10).

One of the advantages of the notion of differential of a map is that it
allows us to express many facts of calculus in a geometric language. Consider,
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for instance, the following situation: Let F : U ⊂ R2 → R3, G: V ⊂ R3 → R2

be differentiable maps, where U and V are open sets such that F(U) ⊂ V .
Let us agree on the following set of coordinates,

U ⊂ R2 F−−−−→ V ⊂ R3 G−−−−→ R2

(u, v) (x, y, z) (ξ, η)

and let us write

F(u, v) = (x(u, v), y(u, v), z(u, v)),

G(x, y, z) = (ξ(x, y, z), η(x, y, z)).

Then

G ◦ F(u, v) = (ξ(x(u, v), y(u, v), z(u, v)), η(x(u, v), y(u, v), z(u, v))),

and, by the chain rule, we can say that G ◦ F is differentiable and compute the
partial derivatives of its component functions. For instance,

∂ξ

∂u
=

∂ξ

∂x

∂x

∂u
+

∂ξ

∂y

∂y

∂u
+

∂ξ

∂z

∂z

∂u
.

Now, a simple way of expressing the above situation is by using the
following general fact.

PROPOSITION 8 (The Chain Rule for Maps). Let F: U ⊂ Rn → Rm

and G: V ⊂ Rm → Rk be differentiable maps, where U and V are open sets
such that F(U) ⊂ V. Then G ◦ F: U → Rk is a differentiable map, and

d(G ◦ F)p = dGF(p) ◦ dFp, p ∈ U.

Proof. The fact that G ◦ F is differentiable is a consequence of the chain
rule for functions. Now, let w1 ∈ Rn be given and let us consider a curve
α: (−ǫ2, ǫ2) → U , with α(0) = p, α′(0) = w1. Set dFp(w1) = w2 and
observe that dGF(p)(w2) = (d/dt)(G ◦ F ◦ α)|t=0. Then

d(G ◦ F)p(w1) =
d

dt
(G ◦ F ◦ α)t=0 = dGF(p)(w2) = dGF(p) ◦ dFp(w1).

Q.E.D.

Notice that, for the particular situation we were considering before, the
relation d(G ◦ F)p = dGF(p) ◦ dFp is equivalent to the following product of
Jacobian matrices,
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⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

∂ξ

∂u

∂ξ

∂v

∂η

∂u

∂η

∂v

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

=

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

∂ξ

∂x

∂ξ

∂y

∂ξ

∂z

∂η

∂x

∂η

∂y

∂η

∂z

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

∂x

∂u

∂x

∂v

∂y

∂u

∂y

∂v

∂z

∂u

∂z

∂v

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

,

which contains the expressions of all partial derivatives ∂ξ/∂u, ∂ξ/∂v, ∂η/∂u,
∂η/∂v. Thus, the simple expression of the chain rule for maps embodies a great
deal of information on the partial derivatives of their component functions.

An important property of a differentiable function f : (a, b) ⊂ R → R

defined in an open interval (a, b) is that if f ′(x) ≡ 0 on (a, b), then f is
constant on (a, b). This generalizes for differentiable functions of several
variables as follows.

We say that an open set U ⊂ Rn is connected if give two points p, q ∈ U

there exists a continuous map α: [a, b] → U such that α(a) = p and α(b) = q.
This means that two points of U can be joined by a continuous curve in U or
that U is made up of one single “piece.”

PROPOSITION 9. Let f : U ⊂ Rn → R be a differentiable function
defined on a connected open subset U of Rn. Assume that df p: Rn → R is
zero at every point p ∈ U. Then f is constant on U.

Proof. Let p ∈ U and let Bδ(p) ⊂ U be an open ball around p and con-
tained in U . Any point q ∈ Bǫ(p) can be joined to p by the “radial” segment
β: [0, 1] → U , where β(t) = tq + (1 − t)p, t ∈ [0, 1] (Fig. A2-6). Since U

is open, we can extend β to (0 − ǫ, 1 + ǫ). Now, f ◦ β: (0 − ǫ, 1 + ǫ) → R is
a function defined in an open interval, and

d(f ◦ β)t = (df ◦ dβ)t = 0,

a

δ
p

q

Bδ( p)

r

b

α

U

Figure A2-6
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since df ≡ 0. Thus,
d

dt
(f ◦ β) = 0

for all t ∈ (0 − ǫ, 1 + ǫ), and hence (f ◦ β) = const. This means that
f (β(0)) = f (p) = f (β(1)) = f (q); that is, f is constant on Bδ(p).

Thus, the proposition is proved locally; that is, each point of U has a
neighborhood such that f is constant on that neighborhood. Notice that so far
we have not used the connectedness of U . We shall need it now to show that
these constants are all the same.

Let r be an arbitrary point of U . Since U is connected, there exists a
continuous curve α: [a, b] → U , with α(a) = p, α(b) = r . The function f ◦
α: [a, b] → R is continuous in [a, b]. By the first part of the proof, for each
t ∈ [a, b], there exists an interval It , open in [a, b], such that f ◦ α is constant
on It . Since

⋃

t
It = [a, b], we can apply the Heine-Borel theorem (Prop.

6). Thus, we can choose a finite number I1, . . . , Ik of the intervals It so that
⋃

i
Ii = [a, b], i = 1, . . . , k. We can assume, by renumbering the intervals, if

necessary, that two consecutive intervals overlap. Thus, f ◦ α is constant in
the union of two consecutive intervals. It follows that f is constant on [a, b];
that is,

f (α(a)) = f (p) = f (α(b)) = f (r).

Since r is arbitrary, f is constant on U . Q.E.D.

One of the most important theorems of differential calculus is the so-called
inverse function theorem, which, in the present notation, says the following.
(Recall that a linear map A is an isomorphism if the matrix of A is invertible.)

INVERSE FUNCTION THEOREM. Let F: U ⊂ Rn → Rn be a differ-
entiable mapping and suppose that at p ∈ U the differential dFp: Rn → Rn is
an isomorphism. Then there exists a neighborhood V of p in U and a neigh-
borhood W of F(p) in Rn such that F: V → W has a differentiable inverse
F −1: W → V .

A differentiable mapping F : V ⊂ Rn → W ⊂ Rn, where V and W are
open sets, is called a diffeomorphism of V with W if F has a differentiable
inverse. The inverse function theorem asserts that if at a point p ∈ U the differ-
ential dFp is an isomorphism, then F is a diffeomorphism in a neighborhood
of p. In other words, an assertion about the differential of F at a point implies
a similar assertion about the behavior of F in a neighborhood of the point.

This theorem will be used repeatedly in this book. A proof can be found,
for instance, in Buck, Advanced Calculus, p. 285.

Example 11. Let F : R2 → R2 be given by

F(x, y) = (ex cos y, ex sin y), (x, y) ∈ R2.
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The component functions of F , namely, u(x, y) = ex cos y, v(x, y) =
ex sin y, have continuous partial derivatives of all orders. Thus, F is
differentiable.

It is instructive to see, geometrically, how F transforms curves of the
xy plane. For instance, the vertical line x = x0 is mapped into the circle
u = ex0 cos y, v = ex0 sin y of radius ex0 , and the horizontal line y = y0 is
mapped into the half-line u = ex cos y0, v = ex sin y0 with slope tan y0. It
follows that (Fig. A2-7)

y

0

x = x0

y = y0
y0

ex0

u

v

0

dF 
(x0,y0)

(1,0)

x

(x0 ,y0) (1,0)

(0,1)

Figure A2-7

dF (x0,y0)(1, 0) =
d

dx
(ex cos y0, e

x sin y0)|x=x0

= (ex0 cos y0, e
x0 sin y0),

dF (x0,y0)(0, 1) =
d

dy
(ex0 cos y, ex0 sin y)|y=y0

= (−ex0 sin y0, e
x0 cos y0).

This can be most easily checked by computing the Jacobian matrix of F ,

dF (x,y) =

⎛

⎜

⎜

⎝

∂u

∂x

∂u

∂y

∂v

∂x

∂v

∂y

⎞

⎟

⎟

⎠

=

⎛

⎜

⎝

ex cos y −ex sin y

ex sin y ex cos y

⎞

⎟

⎠
,

and applying it to the vectors (1, 0) and (0, 1) at (x0, y0).
We notice that the Jacobian determinant det(dF (x,y)) = ex �= 0, and thus

dFp is nonsingular for all p = (x, y) ∈ R2 (this is also clear from the previ-
ous geometric considerations). Therefore, we can apply the inverse function
theorem to conclude that F is locally a diffeomorphism.
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Observe that F(x, y) = F(x, y + 2π). Thus, F is not one-to-one and has
no global inverse. For each p ∈ R2, the inverse function theorem gives neigh-
borhoods V of p and W of F(p) so that the restriction F : V → W is a
diffeomorphism. In our case, V may be taken as the strip {−∞ < x < ∞, 0 <

y < 2π} and W as R2 − {(0, 0)}. However, as the example shows, even if the
conditions of the theorem are satisfied everywhere and the domain of definition
of F is very simple, a global inverse of F may fail to exist.



3 The Geometry of the
Gauss Map

3-1. Introduction

As we have seen in Chap. 1, the consideration of the rate of change of the
tangent line to a curve C led us to an important geometric entity, namely, the
curvature of C. In this chapter we shall extend this idea to regular surfaces;
that is, we shall try to measure how rapidly a surface S pulls away from the
tangent plane Tp(S) in a neighborhood of a point p ∈ S. This is equivalent
to measuring the rate of change at p of a unit normal vector field N on a
neighborhood of p. As we shall see shortly, this rate of change is given by
a linear map on Tp(S) which happens to be self-adjoint (see the appendix to
Chap. 3). A surprisingly large number of local properties of S at p can be
derived from the study of this linear map.

In Sec. 3-2, we shall introduce the relevant definitions (the Gauss map,
principal curvatures and principal directions, Gaussian and mean curvatures,
etc.) without using local coordinates. In this way, the geometric content of the
definitions is clearly brought up. However, for computational as well as for
theoretical purposes, it is important to express all concepts in local coordinates.
This is taken up in Sec. 3-3.

Sections 3-2 and 3-3 contain most of the material of Chap. 3 that will be
used in the remaining parts of this book. The few exceptions will be explicitly
pointed out. For completeness, we have proved the main properties of self-
adjoint linear maps in the appendix to Chap. 3. Furthermore, for those who
have omitted Sec. 2-6, we have included a brief review of orientation for
surfaces at the beginning of Sec. 3-2.

136
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Section 3-4 contains a proof of the fact that at each point of a regular
surface there exists an orthogonal parametrization, that is, a parametrization
such that its coordinate curves meet orthogonally. The techniques used here
are interesting in their own right and yield further results. However, for a short
course it might be convenient to assume these results and omit the section.

In Sec. 3-5 we shall take up two interesting special cases of surfaces,
namely, the ruled surfaces and the minimal surfaces. They are treated
independently so that one (or both) of them can be omitted on a first reading.

3-2. The Definition of the Gauss Map and Its

Fundamental Properties

We shall begin by briefly reviewing the notion of orientation for surfaces.
As we have seen in Sec. 2-4, given a parametrization x: U ⊂ R2 → S of a

regular surface S at a point p ∈ S, we can choose a unit normal vector at each
point of x(U) by the rule

N(q) =
xu ∧ xv

|xu ∧ xv|
(q), q ∈ x(U).

Thus, we have a differentiable map N : x(U) → R3 that associates to each
q ∈ x(U) a unit normal vector N(q).

More generally, if V ⊂ S is an open set in S and N : V → R3 is a differen-
tiable map which associates to each q ∈ V a unit normal vector at q, we say
that N is a differentiable field of unit normal vectors on V.

It is a striking fact that not all surfaces admit a differentiable field of unit
normal vectors defined on the whole surface. For instance, on the Möbius
strip of Fig. 3-1 one cannot define such a field. This can be seen intuitively by

Figure 3-1. The Möbius strip.
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going around once along the middle circle of the figure: After one turn, the
vector field N would come back as −N , a contradiction to the continuity of
N . Intuitively, one cannot, on the Möbius strip, make a consistent choice of
a definite “side”; moving around the surface, we can go continuously to the
“other side” without leaving the surface.

We shall say that a regular surface is orientable if it admits a differentiable
field of unit normal vectors defined on the whole surface; the choice of such
a field N is called an orientation of S.

For instance, the Möbius strip referred to above is not an orientable sur-
face. Of course, every surface covered by a single coordinate system (for
instance, surfaces represented by graphs of differentiable functions) is triv-
ially orientable. Thus, every surface is locally orientable, and orientation is
definitely a global property in the sense that it involves the whole surface.

An orientation N on S induces an orientation on each tangent space Tp(S),
p ∈ S, as follows. Define a basis {v, w} ⊂ Tp(S) to be positive if 〈v ∧ w, N〉
is positive. It is easily seen that the set of all positive bases of Tp(S) is an
orientation for Tp(S) (cf. Sec. 1-4).

Further details on the notion of orientation are given in Sec. 2-6. However,
for the purpose of Chaps. 3 and 4, the present description will suffice.

Throughout this chapter, S will denote a regular orientable surface in
which an orientation (i.e., a differentiable field of unit normal vectors N )
has been chosen; this will be simply called a surface S with an orientation N .

DEFINITION 1. Let S ⊂ R3 be a surface with an orientation N. The map
N: S → R3 takes its values in the unit sphere

S2 = {(x, y, z) ∈ R3; x2 + y2 + z2 = 1}

The map N: S → S2, thus defined, is called the Gauss map of S (Fig. 3-2).†

It is straightforward to verify that the Gauss map is differentiable. The
differential dN p of N at p ∈ S is a linear map from Tp(S) to TN(p)(S

2). Since
Tp(S) and TN(p)(S

2) are the same vector spaces, dN p can be looked upon as a
linear map on Tp(S).

The linear map dN p: Tp(S) → Tp(S) operates as follows. For each
parametrized curve α(t) in S with α(0) = p, we consider the parametrized
curve N ◦ α(t) = N(t) in the sphere S2; this amounts to restricting the nor-
mal vector N to the curve α(t). The tangent vector N ′(0) = dN p(α

′(0)) is a
vector in Tp(S) (Fig. 3-3). It measures the rate of change of the normal vec-
tor N , restricted to the curve α(t), at t = 0. Thus, dN p measures how N pulls

†In italic context, letter symbols set in roman rather than italics.
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S

S2

p

N

N(p)

N(p)

Figure 3-2. The Gauss map.

N(t)

a (t)

N(p)

p

aÄ (0) = υ

Figure 3-3

away from N(p) in a neighborhood of p. In the case of curves, this measure
is given by a number, the curvature. In the case of surfaces, this measure is
characterized by a linear map.

Example 1. For a plane P given by ax + by + cz + d = 0, the unit nor-
mal vector N = (a, b, c)/

√
a2 + b2 + c2 is constant, and therefore dN ≡ 0

(Fig. 3-4).

Example 2. Consider the unit sphere

S2 = {(x, y, z) ∈ R3; x2 + y2 + z2 = 1}.

If α(t) = (x(t), y(t), z(t)) is a parametrized curve in S2, then

2xx′ + 2yy′ + 2zz′ = 0,



140 3. The Geometry of the Gauss Map

N

a

Figure 3-4. Plane: dN p = 0.

which shows that the vector (x, y, z) is normal to the sphere at the point
(x, y, z). Thus, N̄ = (x, y, z) and N = (−x, −y, −z) are fields of unit nor-
mal vectors in S2. We fix an orientation in S2 by choosing N = (−x, −y, −z)

as a normal field. Notice that N points toward the center of the sphere.
Restricted to the curve α(t), the normal vector

N(t) = (−x(t), −y(t), −z(t))

is a vector function of t , and therefore

dN (x ′(t), y ′(t), z′(t)) = N ′(t) = (−x ′(t), −y ′(t), −z′(t));

that is, dN p(v) = −v for all p ∈ S2 and all v ∈ Tp(S
2). Notice that with the

choice of N̄ as a normal field (that is, with the opposite orientation) we would
have obtained dN̄p(v) = v (Fig. 3-5).

p

υ
a

N
–

Figure 3-5. Unit sphere: dN̄p(v) = v.
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Example 3. Consider the cylinder {(x, y, z) ∈ R3; x2 + y2 = 1}. By an
argument similar to that of the previous example, we see that N̄ = (x, y, 0)

and N = (−x, −y, 0) are unit normal vectors at (x, y, z). We fix an orienta-
tion by choosing N = (−x, −y, 0) as the normal vector field.

By considering a curve (x(t), y(t), z(t)) contained in the cylinder, that is,
with (x(t))2 + (y(t))2 = 1, we are able to see that, along this curve, N(t) =
(−x(t), −y(t), 0) and therefore

dN (x ′(t), y ′(t), z′(t)) = N ′(t) = (−x ′(t), −y ′(t), 0).

We conclude the following: If v is a vector tangent to the cylinder and
parallel to the z axis, then

dN (v) = 0 = 0v;

if w is a vector tangent to the cylinder and parallel to the xy plane, then
dN (w) = −w (Fig. 3-6). It follows that the vectors v and w are eigenvectors
of dN with eigenvalues 0 and −1, respectively (see the appendix to Chap. 3).

z

υ

N

x

y

w

Figure 3-6

Example 4. Let us analyze the point p = (0, 0, 0) of the hyperbolic
paraboloid z = y2 − x2. For this, we consider a parametrization x(u, v)

given by
x(u, v) = (u, v, v2 − u2),

and compute the normal vector N(u, v). We obtain successively

xu = (1, 0, −2u),

xv = (0, 1, 2v),

N =

⎛

⎜

⎝

u
√

u2 + v2 + 1
4

,
−v

√

u2 + v2 + 1
4

,
1

2
√

u2 + v2 + 1
4

⎞

⎟

⎠
.
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Notice that at p = (0, 0, 0) xu and xv agree with the unit vectors along the
x and y axes, respectively. Therefore, the tangent vector at p to the curve
α(t) = x(u(t), v(t)), with α(0) = p, has, in R3, coordinates (u′(0), v′(0), 0)

(Fig. 3-7). Restricting N(u, v) to this curve and computing N ′(0), we obtain

N ′(0) = (2u′(0), −2v′(0), 0),

z

x

y

Figure 3-7

and therefore, at p,

dN p(u
′(0), v′(0), 0) = (2u′(0), −2v′(0), 0).

It follows that the vectors (1, 0, 0) and (0, 1, 0) are eigenvectors of dN p with
eigenvalues 2 and −2, respectively.

Example 5. The method of the previous example, applied to the point
p = (0, 0, 0) of the paraboloid z = x2 + ky2, k > 0, shows that the unit vec-
tors of the x axis and the y axis are eigenvectors of dN p, with eigenvalues 2
and 2k, respectively (assuming that N is pointing outwards from the region
bounded by the paraboloid).

An important fact about dN p is contained in the following proposition.

PROPOSITION 1. The differential dNp: Tp(S) → Tp(S) of the Gauss
map is a self-adjoint linear map (cf. the appendix to Chap. 3).

Proof. Since dN p is linear, it suffices to verify that 〈dN p(w1), w2〉 =
〈w1, dN p(w2)〉 for a basis {w1, w2} of Tp(S). Let x(u, v) be a parametrization
of S at p and {xu, xv} the associated basis of Tp(S). If α(t) = x(u(t), v(t)) is
a parametrized curve in S, with α(0) = p, we have

dN p(α
′(0)) = dN p(xuu

′(0) + xvv
′(0))

=
d

dt
N(u(t), v(t))

∣

∣

∣

∣

t = 0

= Nuu
′(0) + Nvv

′(0);
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in particular, dN p(xu) = Nu and dN p(xv) = Nv. Therefore, to prove that dN p

is self-adjoint, it suffices to show that

〈Nu, xv〉 = 〈xu, Nv〉.

To sec this, take the derivatives of 〈N, xu〉 = 0 and 〈N, xv〉 = 0, relative
to v and u, respectively, and obtain

〈Nv, xu〉 + 〈N, xuv〉 = 0,

〈Nu, xv〉 + 〈N, xvu〉 = 0.

Thus,
〈Nu, xv〉 = −〈N, xuv〉 = 〈Nv, xu〉. Q.E.D.

The fact that dNp: Tp(S) → Tp(S) is a self-adjoint linear map allows us to
associate to dNp a quadratic form Q in Tp(S), given by Q(v) = 〈dNp(v), v〉,
v ∈ Tp(S) (cf. the appendix to Chap. 3). To obtain a geometric interpretation
of this quadratic form, we need a few definitions. For reasons that will be clear
shortly, we shall use the quadratic form −Q.

DEFINITION 2. The quadratic form IIp, defined in Tp(S) by IIp(v) =
−〈dNp(v), v〉 is called the second fundamental form of S at p.

DEFINITION 3. Let C be a regular curve in S passing through p ∈ S,
k the curvature of C at p, and cos θ = 〈n, N〉, where n is the normal vector to
C and N is the normal vector to S at p. The number kn = k cos θ is then called
the normal curvature of C ⊂ S at p.

In other words, kn is the length of the projection of the vector kn over the
normal to the surface at p, with a sign given by the orientation N of S at p

(Fig. 3-8).

N

p

C

S

n
kn

kn

q

Figure 3-8
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Remark. The normal curvature of C does not depend on the orientation of
C but changes sign with a change of orientation for the surface.

To give an interpretation of the second fundamental form IIp, consider a
regular curve C ⊂ S parametrized by α(s), where s is the arc length of C, and
with α(0) = p. If we denote by N(s) the restriction of the normal vector N to
the curve α(s), we have 〈N(s), α′(s)〉 = 0. Hence,

〈N(s), α′′(s)〉 = −〈N ′(s), α′(s)〉.

Therefore,

IIp(α
′(0)) = −〈dNp(α

′(0)), α′(0)〉
= −〈N ′(0), α′(0)〉 = 〈N(0), α′′(0)〉
= 〈N, kn〉(p) = kn(p).

In other words, the value of the second fundamental form IIp for a unit vector
v ∈ Tp(S) is equal to the normal curvature of a regular curve passing through
p and tangent to v. In particular, we obtained the following result.

PROPOSITION 2 (Meusnier). All curves lying on a surface S and hav-
ing at a given point p ∈ S the same tangent line have at this point the same
normal curvatures.

The above proposition allows us to speak of the normal curvature along a
given direction at p. It is convenient to use the following terminology. Given
a unit vector v ∈ Tp(S), the intersection of S with the plane containing v and
N(p) is called the normal section ofS atp alongv (Fig. 3-9). In a neighborhood
of p, a normal section of S at p is a regular plane curve on S whose normal
vector n at p is ±N(p) or zero; its curvature is therefore equal to the absolute
value of the normal curvature along v at p. With this terminology, the above

C

υ

Normal section at p along υ

p

Cn

N

Figure 3-9. Meusnier theorem:
C and Cn have the same normal
curvature at p along v.
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proposition says that the absolute value of the normal curvature at p of a curve
α(s) is equal to the curvature of the normal section of S at p along α′(0).

Example 6. Consider the surface of revolution obtained by rotating the
curve z = y4 about the z axis (Fig. 3-10). We shall show that at p = (0, 0, 0)

the differential dNp = 0. To see this, we observe that the curvature of the
curve z = y4 at p is equal to zero. Moreover, since the xy plane is a tangent
plane to the surface at p, the normal vector N(p) is parallel to the z axis.
Therefore, any normal section at p is obtained from the curve z = y4 by
rotation; hence, it has curvature zero. It follows that all normal curvatures are
zero at p, and thus dNp = 0.

0

z

x

y

z = y4N

Figure 3-10

Example 7. In the plane of Example 1, all normal sections are straight
lines; hence, all normal curvatures are zero. Thus, the second fundamental
form is identically zero at all points. This agrees with the fact that dN ≡ 0.

In the sphere S2 of Example 2, with N as orientation, the normal sections
through a point p ∈ S2 are circles with radius 1 (Fig. 3-11). Thus, all normal
curvatures are equal to 1, and the second fundamental form is IIp(v) = 1 for
all p ∈ S2 and all v ∈ Tp(S) with |v| = 1.

S2

p

N

Figure 3-11. Normal sections on a sphere.
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In the cylinder of Example 3, the normal sections at a point p vary from a
circle perpendicular to the axis of the cylinder to a straight line parallel to the
axis of the cylinder, passing through a family of ellipses (Fig. 3-12). Thus, the
normal curvatures varies from 1 to 0. It is not hard to see geometrically that 1
is the maximum and 0 is the minimum of the normal curvature at p.

p

Figure 3-12. Normal sections on a cylinder.

However, an application of the theorem on quadratic forms of the appendix to
Chap. 3 gives a simple proof of that. In fact, as we have seen in Example 3,
the vectors w and v (corresponding to the directions of the normal curvatures
1 and 0, respectively) are eigenvectors of dNp with eigenvalues −1 and 0,
respectively. Thus, the second fundamental form takes up its extreme values
in these vectors, as we claimed. Notice that this procedure allows us to check
that such extreme values are l and 0.

We leave it to the reader to analyze the normal sections at the point p =
(0, 0, 0) of the hyperbolic paraboloid of Example 4.

Let us come back to the linear map dNp. The theorem of the appendix to
Chap. 3 shows that for each p ∈ S there exists an orthonormal basis {e1, e2}
of Tp(S) such that dNp(e1) = −k1e1, dNp(e2) = −k2e2. Moreover, k1 and k2

(k1 ≥ k2) are the maximum and minimum of the second fundamental form
IIp restricted to the unit circle of Tp(S); that is, they are the extreme values of
the normal curvature at p.

DEFINITION 4. The maximum normal curvature k1 and the minimum
normal curvature k2 are called the principal curvatures at p; the corresponding
directions, that is, the directions given by the eigenvectors e1, e2, are called
principal directions at p.

For instance, in the plane all directions at all points are principal directions.
The same happens with a sphere. In both cases, this comes from the fact that
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the second fundamental form at each point, restricted to the unit vectors, is
constant (cf. Example 7); thus, all directions are extremals for the normal
curvature.

In the cylinder of Example 3, the vectors v and w give the principal direc-
tions at p, corresponding to the principal curvatures 0 and 1, respectively.
In the hyperbolic paraboloid of Example 4, the x and y axes are along the
principal directions with principal curvatures −2 and 2, respectively.

DEFINITION 5. If a regular connected curve C on S is such that for all
p ∈ C the tangent line of C is a principal direction at p, then C is said to be a
line of curvature of S.

PROPOSITION 3 (Olinde Rodrigues). A necessary and sufficient con-
dition for a connected regular curve C on S to be a line of curvature of S is
that

N′(t) = λ(t)α′(t),

for any parametrization α(t) of C, where N(t) = N ◦ α(t) and λ(t) is a differ-
entiable function of t. In this case, −λ(t) is the (principal) curvature along
α′(t).

Proof. It suffices to observe that if α′(t) is contained in a principal
direction, then α′(t) is an eigenvector of dN and

dN (α′(t)) = N ′(t) = λ(t)α′(t).

The converse is immediate. Q.E.D.

The knowledge of the principal curvatures at p allows us to compute easily
the normal curvature along a given direction of Tp(S). In fact, let v ∈ Tp(S)

with |v| = 1. Since e1 and e2 form an orthonormal basis of Tp(S), we have

v = e1 cos θ + e2 sin θ,

where θ is the angle from e1 to v in the orientation of Tp(S). The normal
curvature kn along v is given by

kn = IIp(v) = −〈dNp(v), v〉
= −〈dNp(e1 cos θ + e2 sin θ), e1 cos θ + e2 sin θ〉
= 〈e1k1 cos θ + e2k2 sin θ, e1 cos θ + e2 sin θ〉
= k1 cos2 θ + k2 sin2

θ.

The last expression is known classically as the Euler formula; actually, it is
just the expression of the second fundamental form in the basis {e1, e2}.
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Given a linear map A: V → V of a vector space of dimension 2 and given
a basis {v1, v2} of V , we recall that

determinant of A = a11a22 − a12a21, trace of A = a11 + a22,

where (aij ) is the matrix of A in the basis {v1, v2}. It is known that these
numbers do not depend on the choice of the basis {v1, v2} and are, therefore,
attached to the linear map A.

In our case, the determinant of dN is the product (−k1)(−k2) = k1k2 of
the principal curvatures, and the trace of dN is the negative −(k1 + k2) of the
sum of principal curvatures. If we change the orientation of the surface, the
determinant does not change (the fact that the dimension is even is essential
here); the trace, however, changes sign.

DEFINITION 6. Let p ∈ S and let dNp: Tp(S) → Tp(S) be the differen-
tial of the Gauss map. The determinant of dNp is the Gaussian curvature K
of S at p. The negative of half of the trace of dNp is called the mean curvature
H of S at p.

In terms of the principal curvatures we can write

K = k1k2, H =
k1 + k2

2
.

DEFINITION 7. A point of a surface S is called

1. Elliptic if det(dNp) > 0.

2. Hyperbolic if det(dNp) < 0.

3. Parabolic if det(dNp) = 0, with dNp �= 0.

4. Planar if dNp = 0.

It is clear that this classification does not depend on the choice of the
orientation.

At an elliptic point the Gaussian curvature is positive. Both principal cur-
vatures have the same sign, and therefore all curves passing through this point
have their normal vectors pointing toward the same side of the tangent plane.
The points of a sphere are elliptic points. The point (0, 0, 0) of the paraboloid
z = x2 + ky2, k > 0 (cf. Example 5), is also an elliptic point.

At a hyperbolic point, the Gaussian curvature is negative. The principal
curvatures have opposite signs, and therefore there are curves through p

whose normal vectors at p point toward any of the sides of the tangent
plane at p. The point (0, 0, 0) of the hyperbolic paraboloid z = y2 − x2 (cf.
Example 4) is a hyperbolic point.

At a parabolic point, the Gaussian curvature is zero, but one of the principal
curvatures is not zero. The points of a cylinder (cf. Example 3) are parabolic
points.
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Finally, at a planar point, all principal curvatures are zero. The points of
a plane trivially satisfy this condition. A nontrivial example of a planar point
was given in Example 6.

DEFINITION 8. If at p ∈ S, k1 = k2, then p is called an umbilical point
of S; in particular, the planar points (k1 = k2 = 0) are umbilical points.

All the points of a sphere and a plane are umbilical points. Using the
method of Example 6, we can verify that the point (0, 0, 0) of the paraboloid
z = x2 + y2 is a (nonplanar) umbilical point.

We shall now prove the interesting fact that the only surfaces made up
entirely of umbilical points are essentially spheres and planes.

PROPOSITION 4. If all points of a connected surface S are umbilical
points, then S is either contained in a sphere or in a plane.

Proof. Let p ∈ S and let x(u, v) be a parametrization of S at p such that
the coordinate neighborhood V is connected.

Since each q ∈ V is an umbilical point, we have, for any vector w =
a1xu + a2xv in Tq(S),

dN (w) = λ(q)w,

where λ = λ(q) is a real differentiable function in V .
We first show that λ(q) is constant in V . For that, we write the above

equation as
Nua1 + Nva2 = λ(xua1 + xva2);

hence, since w is arbitrary,

Nu = λxu,

Nv = λxv.

Differentiating the first equation inv and the second one inu and subtracting
the resulting equations, we obtain

λuxv − λvxu = 0.

Since xu and xv are linear independent, we conclude that

λu = λv = 0

for all q ∈ V . Since V is connected, λ is constant in V , as we claimed.
If λ ≡ 0, Nu = Nv = 0 and therefore N = N0 = constant in V . Thus,

〈x(u, v), N0〉u = 〈x(u, v), N0〉v = 0; hence,

〈x(u, v), N0〉 = const.,

and all points x(u, v) of V belong to a plane.
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If λ �= 0, then the point x(u, v)− (1/λ)N(u, v) = y(u, v) is fixed, because

(

x(u, v)−
1

λ
N(u, v)

)

u

=
(

x(u, v)−
1

λ
N(u, v)

)

v

= 0.

Since

|x(u, v)− y|2 =
1

λ2
,

all points of V are contained in a sphere of center y and radius 1/|λ|.
This proves the proposition locally, that is, for a neighborhood of a point

p ∈ S. To complete the proof we observe that, since S is connected, given any
other point r ∈ S, there exists a continuous curve α: [0, 1] → S with α(0) = p,
α(1) = r . For each point α(t) ∈ S of this curve there exists a neighborhood
Vt in S contained in a sphere or in a plane and such that α−1(Vt) is an open
interval of [0, 1]. The union

⋃

α−1(Vt), t ∈ [0, 1], covers [0, 1] and since
[0, 1] is a closed interval, it is covered by finitely many elements of the family
{α−1(Vt)} (cf. the Heine-Borel theorem, Prop. 6 of the appendix to Chap. 2).
Thus, α([0, 1]) is covered by a finite number of the neighborhoods Vt .

If the points of one of these neighborhoods are on a plane, all the others
will be on the same plane. Since r is arbitrary, all the points of S belong to
this plane.

If the points of one of these neighborhoods are on a sphere, the same
argument shows that all points on S belong to a sphere, and this completes the
proof. Q.E.D.

DEFINITION 9. Let p be a point in S. An asymptotic direction of S at p
is a direction of Tp(S) for which the normal curvature is zero. An asymptotic
curve of S is a regular connected curve C ⊂ S such that for each p ∈ C the
tangent line of C at p is an asymptotic direction.

It follows at once from the definition that at an elliptic point there are no
asymptotic directions.

A useful geometric interpretation of the asymptotic directions is given by
means of the Dupin indicatrix, which we shall now describe.

Let p be a point in S. The Dupin indicatrix at p is the set of vectors w of
Tp(S) such that IIp(w) = ±1.

To write the equations of the Dupin indicatrix in a more convenient form, let
(ξ, η) be the Cartesian coordinates of Tp(S) in the orthonormal basis {e1, e2},
where e1 and e2 are eigenvectors of dNp. Given w ∈ Tp(S), let ρ and θ



3-2. The Definition of the Gauss Map and Its Fundamental Properties 151

be “polar coordinates” defined by w = ρv, with |v| = 1 and v = e1 cos θ +
e2 sin θ , if ρ �= 0. By Euler’s formula,

±1 = IIp(w) = p2IIp(v)

= k1ρ
2 cos2 θ + k2ρ

2 sin2
θ

= k1ξ
2 + k2η

2,

where w = ξe1 + ηe2. Thus, the coordinates (ξ, η) of a point of the Dupin
indicatrix satisfy the equation

k1ξ
2 + k2η

2 = ±1; (1)

hence, the Dupin indicatrix is a union of conics in Tp(S). We notice that the
normal curvature along the direction determined by w is kn(v) = IIp(v) =
±(1/ρ2).

For an elliptic point, the Dupin indicatrix is an ellipse (k1 and k2 have the
same sign); this ellipse degenerates into a circle if the point is an umbilical
nonplanar point (k1 = k2 �= 0).

For a hyperbolic point, k1 and k2 have opposite signs. The Dupin indicatrix
is therefore made up of two hyperbolas with a common pair of asymptotic
lines (Fig. 3-13). Along the directions of the asymptotes, the normal curvature
is zero; they are therefore asymptotic directions. This justifies the terminology
and shows that a hyperbolic point has exactly two asymptotic directions.

p
p

Elliptic point Hyperbolic point

e2
e2

e1
e1

r rq

q

Figure 3-13. The Dupin indicatrix.

For a parabolic point, one of the principal curvatures is zero, and the Dupin
indicatrix degenerates into a pair of parallel lines. The common direction of
these lines is the only asymptotic direction at the given point.

In Example 5 of Sec. 3-3 we shall show an interesting property of the Dupin
indicatrix.

Closely related with the concept of asymptotic direction is the concept of
conjugate directions, which we shall now define.

DEFINITION 10. Let p be a point on a surface S. Two nonzero vec-
tors w1, w2 ∈ Tp(S) are conjugate if 〈dNp(w1), w2〉 = 〈w1, dNp(w2)〉 = 0.
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Two directions r1, r2 at p are conjugate if a pair of nonzero vectors w1, w2

parallel to r1 and r2, respectively, are conjugate.

It is immediate to check that the definition of conjugate directions does not
depend on the choice of the vectors w1 and w2 on r1 and r2.

It follows from the definition that the principal directions are conjugate and
that an asymptotic direction is conjugate to itself. Furthermore, at a nonplanar
umbilic, every orthogonal pair of directions is a pair of conjugate directions,
and at a planar umbilic each direction is conjugate to any other direction.

Let us assume that p ∈ S is not an umbilical point, and let {e1, e2} be
the orthonormal basis of Tp(S) determined by dNp(e1) = −k1e1, dNp(e2) =
−k2e2. Let θ and ϕ be the angles that a pair of directions r1 and r2 make with
e1. We claim that r1 and r2 are conjugate if and only if

k1 cos θ cos ϕ = −k2 sin θ sin ϕ. (2)

In fact, r1 and r2 are conjugate if and only if the vectors

w1 = e1 cos θ + e2 sin θ, w2 = e1 cos ϕ + e2 sin ϕ

are conjugate. Thus,

0 = 〈dNp(w1), w2〉 = −k1 cos θ cos ϕ − k2 sin θ sin ϕ.

Hence, condition (2) follows.
When both k1 and k2 are nonzero (i.e., p is either an elliptic or a hyperbolic

point), condition (2) leads to a geometric construction of conjugate directions
in terms of the Dupin indicatrix at p. We shall describe the construction at
an elliptic point, the situation at a hyperbolic point being similar. Let r be a
straight line through the origin of Tp(S) and consider the intersection points
q1, q2 of r with the Dupin indicatrix (Fig. 3-14). The tangent lines of the

q
j

e1

e2

q2

q1

r

r'

Figure 3-14. Construction of conjugate directions.
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Dupin indicatrix at q1 and q2 are parallel, and their common direction r ′ is
conjugate to r . We shall leave the proofs of these assertions to the Exercises
(Exercise 12).

EXERCISES

1. Show that at a hyperbolic point, the principal directions bisect the
asymptotic directions.

2. Show that if a surface is tangent to a plane along a curve, then the points
of this curve are either parabolic or planar.

3. Let C ⊂ S be a regular curve on a surface S with Gaussian curvature
K > 0. Show that the curvature k of C at p satisfies

|k| ≥ min(|k1|, |k2|),

where k1 and k2 are the principal curvatures of S at p.

4. Assume that a surface S has the property that |k1| ≤ 1, |k2| ≤ 1 every-
where. Is it true that the curvature k of a curve on S also satisfies
|k| ≤ 1?

5. Show that the mean curvature H at p ∈ S is given by

H =
1

π

∫ π

0

kn(θ) dθ,

where kn(θ) is the normal curvature at p along a direction making an
angle θ with a fixed direction.

6. Show that the sum of the normal curvatures for any pair of orthogonal
directions, at a point p ∈ S, is constant.

7. Show that if the mean curvature is zero at a nonplanar point, then this
point has two orthogonal asymptotic directions.

8. Describe the region of the unit sphere covered by the image of the Gauss
map of the following surfaces:

a. Paraboloid of revolution z = x2 + y2.

b. Hyperboloid of revolution x2 + y2 − z2 = 1.

c. Catenoid x2 + y2 = cosh2
z.

9. Prove that

a. The image N ◦ α by the Gauss map N : S → S2 of a parametrized
regular curve α: I → S which contains no planar or parabolic points
is a parametrized regular curve on the sphere S2 (called the spherical
image of α).
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b. If C = α(I) is a line of curvature, and k is its curvature at p, then

k = |knkN |,

where kn is the normal curvature at p along the tangent line of C and
kN is the curvature of the spherical image N(C) ⊂ S2 at N(p).

10. Assume that the osculating plane of a line of curvature C ⊂ S, which
is nowhere tangent to an asymptotic direction, makes a constant angle
with the tangent plane of S along C. Prove that C is a plane curve.

11. Let p be an elliptic point of a surface S, and let r and r ′ be conjugate
directions at p. Let r vary in Tp(S) and show that the minimum of the
angle of r with r ′ is reached at a unique pair of directions in Tp(S) that
are symmetric with respect to the principal directions.

12. Let p be a hyperbolic point of a surface S, and let r be a direction in
Tp(S). Describe and justify a geometric construction to find the conjugate
direction r ′ of r in terms of the Dupin indicatrix (cf. the construction at
the end of Sec. 3-2).

*13. (Theorem of Beltrami-Enneper.) Prove that the absolute value of the
torsion τ at a point of an asymptotic curve, whose curvature is nowhere
zero, is given by

|τ | =
√

−K,

where K is the Gaussian curvature of the surface at the given point.

*14. If the surface S1 intersects the surface S2 along the regular curve C, then
the curvature k of C at p ∈ C is given by

k2 sin2
θ = λ2

1 + λ2
2 − 2λ1λ2 cos θ,

where λ1 and λ2 are the normal curvatures at p, along the tangent line
to C, of S1 and S2, respectively, and θ is the angle made up by the normal
vectors of S1 and S2 at p.

15. (Theorem of Joachimstahl.) Suppose that S1 and S2 intersect along a
regular curve C and make an angle θ(p), p ∈ C. Assume that C is a line
of curvature of S1. Prove that θ(p) is constant if and only if C is a line
of curvature of S2.

*16. Show that the meridians of a torus are lines of curvature.

17. Show that if H ≡ 0 on S and S has no planar points, then the Gauss map
N : S → S2 has the following property:

〈dNp(w1), dNp(w2)〉 = −K(p)〈w1, w2〉

for all p ∈ S and all w1, w2 ∈ Tp(S). Show that the above condition
implies that the angle of two intersecting curves on S and the angle of
their spherical images (cf. Exercise 9) are equal up to a sign.
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*18. Let λ1, . . . , λm be the normal curvatures at p ∈ S along directions
making angles 0, 2π/m, . . . , (m − 1)2π/m with a principal direction,
m > 2. Prove that

λ1 + · · · + λm = mH,

where H is the mean curvature at p.

*19. Let C ⊂ S be a regular curve in S. Let p ∈ C and α(s) be a parametriza-
tion of C in p by arc length so that α(0) = p. Choose in Tp(S) an
orthonormal positive basis {t, h}, where t = α′(0). The geodesic torsion
τg of C ⊂ S at p is defined by

τg =
〈

dN

ds
(0), h

〉

.

Prove that

a. τg = (k1 − k2) cos ϕ sin ϕ, where ϕ is the angle from e1 to t and t is
the unit tangent vector corresponding to the principal curvature k1.

b. If τ is the torsion of C, n is the (principal) normal vector of C and
cos θ = 〈N, n〉, then

dθ

ds
= τ − τg.

c. The lines of curvature of S are characterized by having geodesic
torsion identically zero.

*20. (Dupin’s Theorem.) Three families of surfaces are said to form a triply
orthogonal system in an open set U ⊂ R3 if a unique surface of each
family passes through each point p ∈ U and if the three surfaces that pass
through p are pairwise orthogonal. Use part c of Exercise 19 to prove
Dupin’s theorem: The surfaces of a triply orthogonal system intersect
each other in lines of curvature.

3-3. The Gauss Map in Local Coordinates

In the preceding section, we introduced some concepts related to the local
behavior of the Gauss map. To emphasize the geometry of the situation, the
definitions were given without the use of a coordinate system. Some simple
examples were then computed directly from the definitions; this procedure,
however, is inefficient in handling general situations. In this section, we shall
obtain the expressions of the second fundamental form and of the differential of
the Gauss map in a coordinate system. This will give us a systematic method for
computing specific examples. Moreover, the general expressions thus obtained
are essential for a more detailed investigation of the concepts introduced
above.
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All parametrizations x: U ⊂ R2 → S considered in this section are
assumed to be compatible with the orientation N of S; that is, in x(U),

N =
xu ∧ xv

|xu ∧ xv|
.

Let x(u, v) be a parametrization at a point p ∈ S of a surface S, and let
α(t) = x(u(t), v(t)) be a parametrized curve on S, with α(0) = p. To simplify
the notation, we shall make the convention that all functions to appear below
denote their values at the point p.

The tangent vector to α(t) at p is α′ = xuu
′ + xvv

′ and

dN (α′) = N ′(u(t), v(t)) = Nuu
′ + Nvv

′.

Since Nu and Nv belong to Tp(S), we may write

Nu = a11xu + a21xv,

Nv = a12xu + a22xv,
(1)

and therefore,

dN (α′) = (a11u
′ + a12v

′)xu + (a21u
′ + a22v

′)xv;

hence,

dN

(

u′

v′

)

=
(

a11 a12

a21 a22

)(

u′

v′

)

.

This shows that in the basis {xu, xv}, dN is given by the matrix (aij ),
i, j = 1, 2. Notice that this matrix is not necessarily symmetric, unless
{xu, xv} is an orthonormal basis.

On the other hand, the expression of the second fundamental form in the
basis {xu, xv} is given by

IIp(α
′) = −〈dN (α′), α′〉 = −〈Nuu

′ + Nvv
′, xuu

′ + xvv
′〉

= e(u′)2 + 2f u′v′ + g(v′)2,

where, since 〈N, xu〉 = 〈N, xv〉 = 0,

e = −〈Nu, xu〉 = 〈N, xuu〉,
f = −〈Nv, xu〉 = 〈N, xuv〉 = 〈N, xvu〉 = −〈Nu, xv〉,
g = −〈Nv, xv〉 = 〈N, xvv〉.
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We shall now obtain the values of aij in terms of the coefficients e, f, g.
From Eq. (1), we have

−f = 〈Nu, xv) = a11F + a21G,

−f = 〈Nv, xu) = a12E + a22F,

−e = 〈Nu, xu) = a11E + a21F,

−g = 〈Nv, xv) = a12F + a22G,

(2)

where E, F , and G are the coefficients of the first fundamental form in the
basis {xu, xv} (cf. Sec. 2-5). Relations (2) may be expressed in matrix form by

−
(

e f

f g

)

=
(

a11 a21

a12 a22

)(

E F

F G

)

; (3)

hence,
(

a11 a21

a12 a22

)

= −
(

e f

f g

)(

E F

F G

)−1

,

where ( )−1 means the inverse matrix of ( ). It is easily checked that

(

E F

F G

)−1

=
1

EG − F 2

(

G −F

−F E

)

,

whence the following expressions for the coefficients (aij ) of the matrix of dN
in the basis {xu, xv}:

a11 =
fF − eG

EG − F 2
,

a12 =
gF − fG

EG − F 2
,

a21 =
eF − fE

EG − F 2
,

a22 =
fF − gE

EG − F 2
.

For completeness, it should be mentioned that relations (1), with the above
values, are known as the equations of Weingarten.
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From Eq. (3) we immediately obtain

K = det(aij ) =
eg − f 2

EG − F 2
. (4)

To compute the mean curvature, we recall that −k1, −k2 are the eigenvalues
of dN . Therefore, k1 and k2 satisfy the equation

dN (v) = −kv = −kIv for some v ∈ Tp(S), v �= 0,

where I is the identity map. It follows that the linear map dN + kI is not
invertible; hence, it has zero determinant. Thus,

det

(

a11 + k a12

a21 a22 + k

)

= 0

or

k2 + k(a11 + a22) + a11a22 − a21a12 = 0.

Since k1 and k2 are the roots of the above quadratic equation, we conclude
that

H =
1

2
(k1 + k2) = −

1

2
(a11 + a22) =

1

2

eG − 2fF + gE

EG − F 2
; (5)

hence,

k2 − 2Hk + K = 0,

and therefore,

k = H±
√

H 2 − K. (6)

From this relation, it follows that if we choose k1(q) ≥ k2(q), q ∈ S,
then the functions k1 and k2 are continuous in S. Moreover, k1 and k2 are
differentiable in S, except perhaps at the umbilical points (H 2 = K) of S.

In the computations of this chapter, it will be convenient to write for short

〈u ∧ v, w〉 = (u, v, w) for any u, v, w ∈ R3.

We recall that this is merely the determinant of the 3 × 3 matrix whose
columns (or lines) are the components of the vectors u, v, w in the canonical
basis of R3.

Example 1. We shall compute the Gaussian curvature of the points of the
torus covered by the parametrization (cf. Example 6 of Sec. 2-2)
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x(u, v) = ((a + r cos u) cos v, (a + r cos u) sin v, r sin u),

0 < u < 2π, 0 < v < 2π.

For the computation of the coefficients e, f, g, we need to know N (and
thus xu and xv), xuu, xuv, and xvv:

xu = (−r sin u cos v, −r sin u sin v, r cos u),

xv = (−(a + r cos u) sin v, (a + r cos u) cos v, 0),

xuu = (−r cos u cos v, −r cos u sin v, −r sin u),

xuv = (r sin u sin v, −r sin u cos v, 0),

xvv = (−(a + r cos u) cos v, −(a + r cos u) sin v, 0).

From these, we obtain

E = 〈xu, xu〉 = r2, F = 〈xu, xv〉 = 0,

G = 〈xv, xv〉 = (a + r cos u)2.

Introducing the values just obtained in e = 〈N, xuu〉, we have, since
|xu ∧ xv| =

√
EG − F 2,

e =
〈

xu ∧ xv

|xu ∧ xv|
, xuu

〉

=
(xu, xv, xuu)√

EG − F 2
=

r2(a + r cos u)

r(a + r cos u)
= r.

Similarly, we obtain

f =
(xu, xv, xuv)

r(a + r cos u)
= 0,

g =
(xu, xv, xvv)

r(a + r cos u)
= cos u(a + r cos u).

Finally, since K = (eg − f 2)/(EG − F 2), we have that

K =
cos u

r(a + r cos u)
.

From this expression, it follows that K = 0 along the parallels u = π/2
and u = 3π/2; the points of such parallels are therefore parabolic points. In
the region of the torus given by π/2 < u < 3π/2, K is negative (notice that
r > 0 and a > r); the points in this region are therefore hyperbolic points. In
the region given by 0 < u < π/2 or 3π/2 < u < 2π , the curvature is positive
and the points are elliptic points (Fig. 3-15).

As an application of the expression for the second fundamental form in
coordinates, we shall prove a proposition which gives information about the
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position of a surface in the neighborhood of an elliptic or a hyperbolic point,
relative to the tangent plane at this point. For instance, if we look at an elliptic
point of the torus of Example 1, we find that the surface lies on one side of
the tangent plane at such a point (see Fig. 3-15). On the other hand, if p

is a hyperbolic point of the torus T and V ⊂ T is any neighborhood of p,
we can find points of V on both sides of Tp(S), however small V may be.
This example reflects a general local fact that is described in the following
proposition.

PROPOSITION 1. Let p ∈ S be an elliptic point of a surface S. Then
there exists a neighborhood V of p in S such that all points in V belong to the
same side of the tangent plane Tp(S). Let p ∈ S be a hyperbolic point. Then
in each neighborhood of p there exist points of S in both sides of Tp(S).

Proof. Let x(u, v) be a parametrization in p, with x(0, 0) = p. The dis-
tance d from a point q = x(u, v) to the tangent plane Tp(S) is given by
(Fig. 3-16)

d = 〈x(u, v)− x(0, 0), N(p)〉.

Since x(u, v) is differentiable, we have Taylor’s formula:

x(u, v) = x(0, 0) + xuu + xvv + 1
2
(xuuu

2 + 2xuvuv + xvvv
2) + R̄,

where the derivatives are taken at (0, 0) and the remainder R̄ satisfies the
condition

lim
(u,v)→(0,0)

R̄

u2 + v2
= 0.
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It follows that

d = 〈x(u, v)− x(0, 0), N(p)〉
= 1

2
{xuu, N(p)〉u2 + 2〈xuv, N(p)〉uv + 〈xvv, N(p)〉v2} + R

= 1
2
(eu2 + 2fuv + gv2) + R = 1

2
IIp(w) + R,

where w = xuu + xvv, R = 〈R̄, N(p)〉, and limw→0(R/|w|2) = 0.
For an elliptic point p, IIp(w) has a fixed sign. Therefore, for all (u, v)

sufficiently near p, d has the same sign as IIp(w); that is, all such (u, v)

belong to the same side of Tp(S).
For a hyperbolic point p, in each neighborhood of p there exist points

(u, v) and (ū, v̄) such that IIp(w/|w|) and IIp(w̄/|w̄|) have opposite signs
(here w̄ = xuū + xv v̄); such points belong therefore to distinct sides of Tp(S).

Q.E.D.

No such statement as Prop. 1 can be made in a neighborhood of a parabolic
or a planar point. In the above examples of parabolic and planar points (cf.
Examples 3 and 6 of Sec. 3-2) the surface lies on one side of the tangent plane
and may have a line in common with this plane. In the following examples we
shall show that an entirely different situation may occur.

Example 2. The “monkey saddle” (see Fig. 3-17) is given by

x = u, y = v, z = u3 − 3v2u.

A direct computation shows that at (0, 0) the coefficients of the second funda-
mental form are e = f = g = 0; the point (0, 0) is therefore a planar point.
In any neighborhood of this point, however, there are points in both sides of
its tangent plane.
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Example 3. Consider the surface obtained by rotating the curve z = y3,
−1 < z < 1, about the line z = 1 (see Fig. 3-18). Asimple computation shows
that the points generated by the rotation of the origin O are parabolic points.
We shall omit this computation, because we shall prove shortly (Example 4)
that the parallels and the meridians of a surface of revolution are lines of
curvature; this, together with the fact that, for the points in question, the
meridians (curves of the form y = x3) have zero curvature and the parallel is
a normal section, will imply the above statement.

Notice that in any neighborhood of such a parabolic point there exist points
in both sides of the tangent plane.

The expression of the second fundamental form in local coordinates is
particularly useful for the study of the asymptotic and principal directions. We
first look at the asymptotic directions.

Let x(u, v) be a parametrization at p ∈ S, with x(0, 0) = p, and let
e(u, v) = e, f (u, v) = f , and g(u, v) = g be the coefficients of the second
fundamental form in this parametrization.

We recall that (see Def. 9 of Sec. 3-2) a connected regular curve C in the
coordinate neighborhood of x is an asymptotic curve if and only if for any
parametrization α(t) = x(u(t), v(t)), t ∈ I , of C we have II(α′(t)) = 0, for
all t ∈ I , that is, if and only if

e(u′)2 + 2fu′
v′ + g(v′)2 = 0, t ∈ I. (7)

Because of that, Eq. (7) is called the differential equation of the asymptotic
curves. In the next section we shall give a more precise meaning to this expres-
sion. For the time being, we want to draw from Eq. (7) only the following
useful conclusion: A necessary and sufficient condition for a parametriza-
tion in a neighborhood of a hyperbolic point (eg − f 2 < 0) to be such that
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the coordinate curves of the parametrization are asymptotic curves is that
e = g = 0.

In fact, if both curves u = const., v = v(t) and u = u(t), v = const. satisfy
Eq. (7), we obtain e = g = 0. Conversely, if this last condition holds and
f �= 0, Eq. (7) becomes fu′

v′ = 0, which is clearly satisfied by the coordinate
lines.

We shall now consider the principal directions, maintaining the notations
already established.

A connected regular curve C in the coordinate neighborhood of x is a line
of curvature if and only if for any parametrization α(t) = x(u(t), v(t)) of C,
t ∈ I , we have (cf. Prop. 3 of Sec. 3-2)

dN (α′(t)) = λ(t)α′(t).

It follows that the functions u′(t), v′(t) satisfy the system of equations

fF − eG

EG − F 2
u′ +

gF − fG

EG − F 2
v′ = λu′,

eF − fE

EG − F 2
u′ +

fF − gE

EG − F 2
v′ = λv′.

By eliminating λ in the above system, we obtain the differential equation of
the lines of curvature,

(fE − eF)(u′)2 + (gE − eG)u′v′ + (gF − fG)(v′)2 = 0,

which may be written, in a more symmetric way, as

∣

∣

∣

∣

∣

∣

∣

(v′)2 −u′v′ (u′)2

E F G

e f g

∣

∣

∣

∣

∣

∣

∣

= 0. (8)

Using the fact that the principal directions are orthogonal to each other,
it follows easily from Eq. (8) that a necessary and sufficient condition for
the coordinate curves of a parametrization to be lines of curvature in a
neighborhood of a nonumbilical point is that F = f = 0.

Example 4 (Surfaces of Revolution). Consider a surface of revolution
parametrized by (cf. Example 4 of Sec. 2-3; we have replaced f and g by
ϕ and ψ , respectively)

x(u, v) = (ϕ(v) cos u, ϕ(v) sin u, ψ(v)),

0 < u < 2π, a < v < b, ϕ(v) �= 0.
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The coefficients of the first fundamental form are given by

E = ϕ2, F = 0, G = (ϕ′)2 + (ψ ′)2.

It is convenient to assume that the rotating curve is parametrized by arc
length, that is, that

(ϕ′)2 + (ψ ′)2 = G = 1.

The computation of the coefficients of the second fundamental form is
straightforward and yields

e =
(xu, xv, xuu)√

EG − F 2
=

1
√

EG − F 2

∣

∣

∣

∣

∣

∣

∣

−ϕ sin u ϕ′ cos u −ϕ cos u

ϕ cos u ϕ′ sin u −ϕ sin u

0 ψ ′ 0

∣

∣

∣

∣

∣

∣

∣

= −ϕψ ′

f = 0,

g = ψ ′ϕ′′ − ψ ′′ϕ′.

Since F = f = 0, we conclude that the parallels (v = const.) and the merid-
ians (u = const.) of a surface of revolution are lines of curvature of such a
surface (this fact was used in Example 3).

Because

K =
eg − f 2

EG − F 2
= −

ψ ′(ψ ′ϕ′′ − ψ ′′ϕ′)

ϕ

and ϕ is always positive, it follows that the parabolic points are given by either
ψ ′ = 0 (the tangent line to the generator curve is perpendicular to the axis of
rotation) or ϕ′ψ ′′ − ψ ′ϕ′′ = 0 (the curvature of the generator curve is zero).
A point which satisfies both conditions is a planar point, since these conditions
imply that e = f = g = 0.

It is convenient to put the Gaussian curvature in still another form. By
differentiating (ϕ′)2 + (ψ ′)2 = 1 we obtain ϕ′ϕ′′ = −ψ ′ψ ′′. Thus,

K = −
ψ ′(ψ ′ϕ′′ − ψ ′′ϕ′)

ϕ
= −

(ψ ′)2ϕ′′ + (ϕ′)2ϕ′′

ϕ
= −

ϕ′′

ϕ
. (9)

Equation (9) is a convenient expression for the Gaussian curvature of a sur-
face of revolution. It can be used, for instance, to determine the surfaces of
revolution of constant Gaussian curvature (cf. Exercise 7).

To compute the principal curvatures, we first make the following general
observation: If a parametrization of a regular surface is such that F = f = 0,
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then the principal curvatures are given by e/E and g/G. In fact, in this case,
the Gaussian and the mean curvatures are given by (cf. Eqs. (4) and (5))

K =
eg

EG
, H =

1

2

eG + gE

EG
.

Since K is the product and 2H is the sum of the principal curvatures, our
assertion follows at once.

Thus, the principal curvatures of a surface of revolution are given by

e

E
= −

ψ ′ϕ

ϕ2
= −

ψ ′

ϕ
,

g

G
= ψ ′ϕ′′ − ψ ′′ϕ′; (10)

hence, the mean curvature of such a surface is

H =
1

2

−ψ ′ + ϕ(ψ ′ϕ′′ − ψ ′′ϕ′)

ϕ
. (11)

Example 5. Very often a surface is given as the graph of a differentiable
function (cf. Prop. 1, Sec. 2-2) z = h(x, y), where (x, y) belong to an open set
U ⊂ R2. It is, therefore, convenient to have at hand formulas for the relevant
concepts in this case. To obtain such formulas let us parametrize the surface by

x(u, v) = (u, v, h(u, v)), (u, v) ∈ U,

where u = x, v = y. A simple computation shows that

xu = (1, 0, hu), xv = (0, 1, hv), xuu = (0, 0, huu),

xuv = (0, 0, huu), xvv = (0, 0, hvv).

Thus

N(x, y) =
(−hx, −hy, 1)

(1 + h2
x + h2

y)
1/2

is a unit normal field on the surface, and the coefficients of the second
fundamental form in this orientation are given by

e =
hxx

(1 + h2
x + h2

y)
1/2

,

f =
hxy

(1 + h2
x + h2

y)
1/2

,

g =
hyy

(1 + h2
x + h2

y)
1/2

.
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From the above expressions, any needed formula can be easily com-
puted. For instance, from Eqs. (4) and (5) we obtain the Gaussian and mean
curvatures:

K =
hxxhyy − h2

xy

(1 + h2
x + h2

y)
2
,

2H =
(1 + h2

x)hyy − 2hxhyhxy + (1 + h2
y)hxx

(1 + h2
x + h2

y)
3/2

.

There is still another, perhaps more important, reason to study surfaces
given by z = h(x, y). It comes from the fact that locally any surface is the
graph of a differentiable function (cf. Prop. 3, Sec. 2-2). Given a point p of a
surface S, we can choose the coordinate axis of R3 so that the origin O of the
coordinates is at p and the z axis is directed along the positive normal of S

at p (thus, the xy plane agrees with Tp(S)). It follows that a neighborhood of
p in S can be represented in the form z = h(x, y), (x, y) ∈ U ⊂ R2, where
U is an open set and h is a differentiable function (cf. Prop. 3, Sec. 2-2), with
h(0, 0) = 0, hx(0, 0) = 0, hy(0, 0) = 0 (Fig. 3-19).

x

x

y

y

y

S

0

z

z

x

0

0

z Figure 3-19. Each point of S has
a neighborhood that can be written
as z = h(x, y).

The second fundamental form of S at p applied to the vector (x, y) ∈ R2

becomes, in this case,

hxx(0, 0)x2 + 2hxy(0, 0)xy + hyy(0, 0)y2.

In elementary calculus of two variables, the above quadratic form is known
as the Hessian of h at (0, 0). Thus, the Hessian of h at (0, 0) is the second
fundamental form of S at p.

Let us apply the above considerations to give a geometric interpretation of
the Dupin indicatrix. With the notation as above, let ǫ > 0 be a small number
such that
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C = {(x, y) ∈ Tp(S); h(x, y) = ǫ}

is a regular curve (we may have to change the orientation of the surface to
achieve ǫ > 0). We want to show that if p is not a planar point, the curve C is
“approximately” similar to the Dupin indicatrix of S at p (Fig. 3-20).

A plane parallel to Tp(S)

p

p

p

S

S

Figure 3-20

To see this, let us assume further that the x and y axes are directed along
the principal directions, with the x axis along the direction of maximum
principal curvature. Thus, f = hxy(0, 0) = 0 and

k1(p) =
e

E
= hxx(0, 0), k2(p) =

g

G
= hyy(0, 0).

By developing h(x, y) into a Taylor’s expansion about (0, 0), and taking into
account that hx(0, 0) = 0 = hy(0, 0), we obtain

h(x, y) = 1
2
(hxx(0, 0)x2 + 2hxy(0, 0)xy + hyy(0, 0)y2) + R

= 1
2
(k1x

2 + k2y
2) + R,

where

lim
(x,y)→(0,0)

R

x2 + y2
= 0.
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Thus, the curve C is given by

k1x
2 + k2y

2 + 2R = 2ǫ.

Now, if p is not a planar point, we can consider k1x
2 + k2y

2 = 2ǫ as a
first-order approximation of C in a neighborhood of p. By using the similarity
transformation,

x = x̄
√

2ǫ, y = ȳ
√

2ǫ,

we have that k1x
2 + k2y

2 = 2ǫ is transformed into the curve

k1x̄
2 + k2ȳ

2 = 1,

which is the Dupin indicatrix at p. This means that if p is a nonplanar point,
the intersection with S of a plane parallel to Tp(S) and close to p is, in a
first-order approximation, a curve similar to the Dupin indicatrix at p.

If p is a planar point, this interpretation is no longer valid (cf. Exercise 11).

To conclude this section we shall give a geometrical interpretation of the
Gaussian curvature in terms of the Gauss map N : S → S2. Actually, this was
how Gauss himself introduced this curvature.

To do this, we first need a definition.
Let S and S̄ be two oriented regular surfaces. Let ϕ: S → S̄ be a differen-

tiable map and assume that for some p ∈ S, dϕp is nonsingular. We say that ϕ

is orientation-preserving at p if given a positive basis {w1, w2} in Tp(S), then
{dϕp(w1), dϕp(w2)} is a positive basis in Tϕ(p)(S̄). If {dϕp(w1), dϕp(w2)} is
not a positive basis, we say that ϕ is orientation-reversing at p.

We now observe that both S and the unit sphere S2 are embedded in R3.
Thus, an orientation N on S induces an orientation N in S2. Let p ∈ S be such
that dNp is nonsingular. Since for a basis {w1, w2} in Tp(S)

dNp(w1) ∧ dNp(w2) = det(dNp)(w1 ∧ w2) = Kw1 ∧ w2,

the Gauss map N will be orientation-preserving at p ∈ S if K(p) > 0 and
orientation-reversing at p ∈ S if K(p) < 0. Intuitively, this means the fol-
lowing (Fig. 3-21): An orientation of Tp(S) induces an orientation of small
closed curves in S around p; the image by N of these curves will have the
same or the opposite orientation to the initial one, depending on whether p is
an elliptic or hyperbolic point, respectively.

To take this fact into account we shall make the convention that the area
of the image by N of a region contained in a connected neighborhood V ⊂ S

where K �= 0 is positive if K > 0 and negative if K < 0 (since V is connected,
K does not change sign in V ).

Now we can state the promised geometric interpretation of the Gaussian
curvature K , for K �= 0.
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Figure 3-21. The Gauss map preserves orientation at an elliptic point and
reverses it at a hyperbolic point.

PROPOSITION 2. Let p be a point of a surface S such that the Gaussian
curvature K(p) �= 0, and let V be a connected neighborhood of p where K
does not change sign. Then

K(p) = lim
A→0

A′

A
,

where A is the area of a region B ⊂ V containing p, A′ is the area of the
image of B by the Gauss map N: S → S2, and the limit is taken through
a sequence of regions Bn that converges to p, in the sense that any sphere
around p contains all Bn, for n sufficiently large.

Proof. The area A of B is given by (cf. Sec. 2-5)

A =
∫∫

R

|xu ∧ xv| du dv,

where x(u, v) is a parametrization in p, whose coordinate neighborhood con-
tains V (V can be assumed to be sufficiently small) and R is the region in the
uv plane corresponding to B. The area A′ of N(B) is
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A′ =
∫∫

R

|Nu ∧ Nv| du dv.

Using Eq. (1), the definition of K , and the above convention, we can write

A′ =
∫∫

R

K|xu ∧ xv| du dv. (12)

Going to the limit and denoting also by R the area of the region R, we obtain

lim
A→0

A′

A
= lim

R→0

A′/R

A/R
=

lim
R→0

(1/R)

∫∫

R

K|xu ∧ xv| du dv

lim
R→0

(1/R)

∫∫

R

|xu ∧ xv| du dv

=
K|xu ∧ xv|
|xu ∧ xv|

= K

(notice that we have used the mean value theorem for double integrals), and
this proves the proposition. Q.E.D.

Remark. Comparing the proposition with the expression of the curvature

k = lim
s→0

σ

s

of a plane curve C at p (here s is the arc length of a small segment of C

containing p, and σ is the arc length of its image in the indicatrix of tangents; cf.
Exercise 3 of Sec. 1-5), we see that the Gaussian curvature K is the analogue,
for surfaces, of the curvature k of plane curves.

EXERCISES

1. Show that at the origin (0, 0, 0) of the hyperboloid z = axy we have
K = −a2 and H = 0.

*2. Determine the asymptotic curves and the lines of curvature of the helicoid
x = v cos u, y = v sin u, z = cu, and show that its mean curvature is
zero.

*3. Determine the asymptotic curves of the catenoid

x(u, v) = (cosh v cos u, cosh v sin u, v).

4. Determine the asymptotic curves and the lines of curvature of z = xy.

5. Consider the parametrized surface (Enneper’s surface)

x(u, v) =
(

u −
u3

3
+ uv2, v −

v3

3
+ vu2, u2 − v2

)
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and show that

a. The coefficients of the first fundamental form are

E = G = (1 + u2 + v2)2, F = 0.

b. The coefficients of the second fundamental form are

e = 2, g = −2, f = 0.

c. The principal curvatures are

k1 =
2

(1 + u2 + v2)2
, k2 = −

2

(1 + u2 + v2)2
.

d. The lines of curvature are the coordinate curves.

e. The asymptotic curves are u + v = const., u − v = const.

6. (A Surface with K ≡ −1; the Pseudosphere.)

*a. Determine an equation for the plane curve C, which is such that the
segment of the tangent line between the point of tangency and some
line r in the plane, which does not meet the curve, is constantly equal
to 1 (this curve is called the tractrix; see Fig. 1-9).

b. Rotate the tractrix C about the line r; determine if the “surface” of
revolution thus obtained (the pseudosphere; see Fig. 3-22) is regular
and find out a parametrization in a neighborhood of a regular point.

c. Show that the Gaussian curvature of any regular point of the
pseudosphere is −1.

7. (Surfaces of Revolution with Constant Curvature.) (ϕ(v) cos u,

ϕ(v) sin u, ψ(v)), ϕ �= 0 is given as a surface of revolution with con-
stant Gaussian curvature K . To determine the functions ϕ and ψ , choose
the parameter v in such a way that (ϕ′)2 + (ψ ′)2 = 1 (geometrically, this
means that v is the arc length of the generating curve (ϕ(v), ψ(v))).
Show that

a. ϕ satisfies ϕ ′′ + Kϕ = 0 and ψ is given by ψ =
∫
√

1 − (ϕ′)2 dv;
thus, 0 < u < 2π , and the domain of v is such that the last integral
makes sense.

b. All surfaces of revolution with constant curvature K = 1 which
intersect perpendicularly the plane xOy are given by

ϕ(v) = C cos v, ψ(v) =
∫ v

0

√

1 − C2 sin2
v dv,

where C is a constant (C = ϕ(0)). Determine the domain of v and
draw a rough sketch of the profile of the surface in the xz plane for
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C > 1

C < 1
C = 1Rotation

axis

Figure 3-22. The pseudosphere. Figure 3-23

the cases C = 1, C > 1, C < 1. Observe that C = 1 gives a sphere
(Fig. 3-23).

c. All surfaces of revolution with constant curvature K = −1 may be
given by one of the following types:

1. ϕ(v) = C cosh v,

ψ(v) =
∫ v

0

√

1 − C2 sinh2
v dv.

2. ϕ(v) = C sinh v,

ψ(v) =
∫ v

0

√

1 − C2 cosh2
v dv.

3. ϕ(v) = ev,

ψ(v) =
∫ v

0

√
1 − e2v dv.

Determine the domain of v and draw a rough sketch of the profile of
the surface in the xz plane.

d. The surface of type 3 in part c is the pseudosphere of Exercise 6.

e. The only surfaces of revolution with K ≡ 0 are the right circular
cylinder, the right circular cone, and the plane.

8. (Contact of Order ≥ 2 of Surfaces.) Two surfaces S and S̄, with a
common point p, have contact of order ≥ 2 at p if there exist
parametrizations x(u, v) and x̄(u, v) in p of S and S̄, respectively, such
that

xu = x̄u, xv = x̄v, xuu = x̄uu, xuv = x̄uv, xvv = x̄vv
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at p. Prove the following:

*a. Let S and S̄ have contact of order ≥ 2 at p; x: U → S and x̄: U →
S̄ be arbitrary parametrizations in p of S and S̄, respectively; and
f : V ⊂ R3 → R be a differentiable function in a neighborhood V of
p in R3. Then the partial derivatives of order ≤ 2 of f ◦ x̄: U → R

are zero in x̄−1(p) if and only if the partial derivatives of order ≤ 2
of f ◦ x: U → R are zero in x−1(p).

*b. Let S and S̄ have contact of order ≥ 2 at p. Let z = f (x, y),
z = f̄ (x, y) be the equations, in a neighborhood of p, of S and
S̄, respectively, where the xy plane is the common tangent plane
at p = (0, 0). Then the function f (x, y)− f̄ (x, y) has all partial
derivatives of order ≤ 2, at (0, 0), equal to zero.

c. Let p be a point in a surface S ⊂ R3. Let Oxyz be a Cartesian coor-
dinate system for R3 such that O = p and the xy plane is the tangent
plane of S at p. Show that the paraboloid

z = 1
2
(x2fxx + 2xyfxy + y2fyy), (*)

obtained by neglecting third- and higher-order terms in the Taylor
development around p = (0, 0), has contact of order ≥ 2 at p with S

(the surface (∗) is called the osculating paraboloid of S at p).

*d. If a paraboloid (the degenerate cases of plane and parabolic cylinder
are included) has contact of order ≥ 2 with a surface S at p, then it
is the osculating paraboloid of S at p.

e. If two surfaces have contact of order ≥ 2 at p, then the osculating
paraboloids of S and S̄ at p coincide. Conclude that the Gaussian and
mean curvatures of S and S̄ at p are equal.

f. The notion of contact of order ≥ 2 is invariant by diffeomorphisms of
R3; that is, if S and S̄ have contact of order ≥ 2 at p and ϕ: R3 → R3

is a diffeomorphism, then ϕ(S) and ϕ(S̄) have contact of order ≥ 2
at ϕ(p).

g. If S and S̄ have contact of order ≥ 2 at p, then

lim
r→0

d

r2
= 0,

where d is the length of the segment cut by the surfaces in a straight
line normal to Tp(S) = Tp(S̄), which is at a distance r from p.

9. (Contact of Curves.) Define contact of order ≥ n (n integer ≥ 1) for
regular curves in R3 with a common point p and prove that



174 3. The Geometry of the Gauss Map

a. The notion of contact of order ≥ n is invariant by diffeomorphisms.

b. Two curves have contact of order ≥ 1 at p if and only if they are
tangent at p.

10. (Contact of Curves and Surfaces.) A curve C and a surface S, which
have a common point p, have contact of order ≥ n (n integer ≥ 1) at p

if there exists a curve C̄ ⊂ S passing through p such that C and C̄ have
contact of order ≥ n at p. Prove that

a. If f (x, y, z) = 0 is a representation of a neighborhood of p in S

and α(t) = (x(t), y(t), z(t)) is a parametrization of C in p, with
α(0) = p, then C and S have contact of order ≥ n if and only if

f (x(0), y(0), z(0)) = 0,
df

dt
= 0, . . . ,

dnf

dtn = 0,

where the derivatives are computed for t = 0.

b. If a plane has contact of order ≥ 2 with a curve C at p, then this is
the osculating plane of C at p.

c. If a sphere has contact of order ≥ 3 with a curve C at p, and α(s) is a
parametrization by arc length of this curve, with α(0) = p, then the
center of the sphere is given by

α(0) +
1

k
n +

k′

k2τ
b.

Such a sphere is called the osculating sphere of C at p.

11. Consider the monkey saddle S of Example 2. Construct the Dupin
indicatrix at p = (0, 0, 0) using the definition of Sec. 3-2, and compare
it with the curve obtained as the intersection of S with a plane paral-
lel to Tp(S) and close to p. Why are they not “approximately similar”
(cf. Example 5 of Sec. 3-3)? Go through the argument of Example 5 of
Sec. 3-3 and point out where it breaks down.

12. Consider the parametrized surface

x(u, v) =
(

sin u cos v, sin u sin v, cos u + log tan
u

2
+ ϕ(v)

)

,

where ϕ is a differentiable function. Prove that

a. The curves v = const. are contained in planes which pass through
the z axis and intersect the surface under a constant angle θ given by

cos θ =
ϕ′

√

1 + (ϕ′)2
.

Conclude that the curves v = const. are lines of curvature of the
surface.
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b. The length of the segment of a tangent line to a curve v = const.,
determined by its point of tangency and the z axis, is constantly
equal to 1. Conclude that the curves v = const. are tractrices (cf.
Exercise 6).

13. Let F : R3 → R3 be the map (a similarity) defined by F(p) = cp,
p ∈ R3, c a positive constant. Let S ⊂ R3 be a regular surface and set
F(S) = S̄. Show that S̄ is a regular surface, and find formulas relating
the Gaussian and mean curvatures, K and H , of S with the Gaussian and
mean curvatures, K̄ and H̄ , of S̄.

14. Consider the surface obtained by rotating the curve y = x3, −1 < x < 1,
about the line x = 1. Show that the points obtained by rotation of the
origin (0, 0) of the curve are planar points of the surface.

*15. Give an example of a surface which has an isolated parabolic point p

(that is, no other parabolic point is contained in some neighborhood
of p).

*16. Show that a surface which is compact (i.e., it is bounded and closed in
R3) has an elliptic point.

17. Define Gaussian curvature for a nonorientable surface. Can you define
mean curvature for a nonorientable surface?

18. Show that the Möbius strip of Fig. 3-1 can be parametrized by

x(u, v) =
((

2 − v sin
u

2

)

sin u,
(

2 − v sin
u

2

)

cos u, v cos
u

2

)

and that its Gaussian curvature is

K = −
1

{ 1
4
v2 + (2 − v sin(u/2))2}2

.

*19. Obtain the asymptotic curves of the one-sheeted hyperboloid x2 + y2 −
z2 = 1.

20. Determine the umbilical points of the elipsoid

x2

a2
+

y2

b2
+

z2

c2
= 1.

*21. Let S be a surface with orientation N . Let V ⊂ S be an open set in S and
let f : V ⊂ S → R be any nowhere-zero differentiable function in V .
Let v1 and v2 be two differentiable (tangent) vector fields in V such that
at each point of V , v1 and v2 are orthonormal and v1 ∧ v2 = N .
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a. Prove that the Gaussian curvature K of V is given by

K =
〈d(fN )(v1) ∧ d(fN )(v2), fN 〉

f 3
.

The virtue of this formula is that by a clever choice of f we can
often simplify the computation of K , as illustrated in part b.

b. Apply the above result to show that if f is the restriction of
√

x2

a4
+

y2

b4
+

z2

c4

to the ellipsoid
x2

a2
+

y2

b2
+

z2

c2
= 1,

then the Gaussian curvature of the ellipsoid is

K =
1

a2b2c2

1

f 4
.

22. (The Hessian.) Let h: S → R be a differentiable function on a surface S,
and let p ∈ S be a critical point of h (i.e., dhp = 0). Let w ∈ Tp(S)

and let
α: (−ǫ, ǫ) → S

be a parametrized curve with α(0) = p, α′(0) = w. Set

Hph(w) =
d2(h ◦ α)

dt2

∣

∣

∣

∣

t=0

.

a. Let x: U → S be a parametrization of S at p, and show that (the fact
that p is a critical point of h is essential here)

Hph(u′xu + v′xv) = huu(p)(u′)2 + 2huv(p)u′v′ + hvv(p)(v′)2.

Conclude that Hph: Tp(S) → R is a well-defined (i.e., it does not
depend on the choice of x) quadratic form on Tp(S). Hph is called
the Hessian of h at p.

b. Let h: S → R be the height function of S relative to Tp(S); that is,
h(q) = 〈q − p, N(p)〉, q ∈ S. Verify that p is a critical point of h and
thus that the Hessian Hph is well defined. Show that if w ∈ Tp(S),
|w| = 1, then

Hph(w) = normal curvature at p in the direction of w.

Conclude that the Hessian at p of the height function relative to Tp(S)

is the second fundamental form of S at p.
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23. (Morse Functions on Surfaces.) A critical point p ∈ S of a differen-
tiable function h: S → R is nondegenerate if the self-adjoint linear map
Aph associated to the quadratic form Hph (cf. the appendix to Chap. 3)
is nonsingular (here Hph is the Hessian of h at p; cf. Exercise 22).
Otherwise, p is a degenerate critical point. A differentiable function on
S is a Morse function if all its critical points are nondegenerate. Let
hr : S ⊂ R3 → R be the distance function from S to r; i.e.,

hr(q) =
√

〈q − r, q − r〉, q ∈ S, r ∈ R3, r �∈ S.

a. Show that p ∈ S is a critical point of h, if and only if the straight line
pr is normal to S at p.

b. Let p be a critical point of hr : S → R. Let w ∈ Tp(S), |w| = 1,
and let α: (−ǫ, ǫ) → S be a curve parametrized by arc length with
α(0) = p, α′(0) = w. Prove that

Hphr(w) =
1

hr(p)
− kn,

where kn is the normal curvature at p along the direction of w. Con-
clude that the orthonormal basis {e1, e2}, where e1 and e2 are along
the principal directions of Tp(S), diagonalizes the self-adjoint linear
map Aphr . Conclude further that p is a degenerate critical point of
hr if and only if either hr(p) = 1/k1 or hr(p) = 1/k2, where k1 and
k2 are the principal curvatures at p.

c. Show that the set

B = {r ∈ R3; hr is a Morse function}

is a dense set in R3; here dense in R3 means that in each neighbor-
hood of a given point of R3 there exists a point of B (this shows that
on any regular surface there are “many” Morse functions).

24. (Local Convexity and Curvature). A surface S ⊂ R3 is locally convex at
a point p ∈ S if there exists a neighborhood V ⊂ S of p such that V is
contained in one of the closed half-spaces determined by Tp(S) in R3. If,
in addition, V has only one common point with Tp(S), then S is called
strictly locally convex at p.

a. Prove that S is strictly locally convex at p if the principal curvatures of
S at p are nonzero with the same sign (that is, the Gaussian curvature
K(p) satisfies K(p) > 0).

b. Prove that if S is locally convex at p, then the principal curvatures at
p do not have different signs (thus, K(p) ≥ 0).

c. To show that K ≥ 0 does not imply local convexity, con-
sider the surface f (x, y) = x3(1 + y2), defined in the open
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set U = {(x, y) ∈ R2; y2 < 1
2
}. Show that the Gaussian curvature of

this surface is nonnegative on U and yet the surface is not locally
convex at (0, 0) ∈ U (a deep theorem, due to R. Sacksteder, implies
that such an example cannot be extended to the entire R2 if we insist
on keeping the curvature nonnegative; cf. Remark 3 of Sec. 5-6).

*d. The example of part c is also very special in the following local
sense. Let p be a point in a surface S, and assume that there exists
a neighborhood V ⊂ S of p such that the principal curvatures on V

do not have different signs (this does not happen in the example of
part c). Prove that S is locally convex at p.

3-4. Vector Fields†

In this section we shall use the fundamental theorems of ordinary differential
equations (existence, uniqueness, and dependence on the initial conditions) to
prove the existence of certain coordinate systems on surfaces.

If the reader is willing to assume the results of Corollaries 2, 3, and 4 at
the end of this section (which can be understood without reading the section),
this material may be omitted on a first reading.

We shall begin with a geometric presentation of the material on differential
equations that we intend to use.

A vector field in an open set U ⊂ R2 is a map which assigns to each
q ∈ U a vector w(q) ∈ R2. The vector field w is said to be differentiable if
writing q = (x, y) and w(q) = (a(x, y), b(x, y)), the functions a and b are
differentiable functions in U .

Geometrically, the definition corresponds to assigning to each point
(x, y) ∈ U a vector with coordinates a(x, y) and b(x, y) which vary differen-
tiably with (x, y) (Fig. 3-24).

y

x
0

(x,y)

(a(x,y), b(x,y))

Figure 3-24

In what follows we shall consider only differentiable vector fields.
In Fig. 3-25 some examples of vector fields are shown.

†This section may be omitted on a first reading.
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w = (y, –x) w = (x, y)

Figure 3-25

Given a vector field w, it is natural to ask whether there exists a trajectory
of this field, that is, whether there exists a differentiable parametrized curve
α(t) = (x(t), y(t)), t ∈ I , such that α′(t) = w(α(t)).

For instance, a trajectory, passing through the point (x0, y0), of the vector
field w(x, y) = (x, y) is the straight line α(t) = (x0e

t , y0e
t), t ∈ R, and a

trajectory of w(x, y) = (y, −x), passing through (x0, y0), is the circle β(t) =
(r sin t, r cos t), t ∈ R, r2 = x2

0 + y2
0 .

In the language of ordinary differential equations, one says that the vector
field w determines a system of differential equations,

dx

dt
= a(x, y),

dy

dt
= b(x, y),

(1)

and that a trajectory of w is a solution to Eq. (1).
The fundamental theorem of (local) existence and uniqueness of solutions

of Eq. (1) is equivalent to the following statement on trajectories (in what
follows, the letters I and J will denote open intervals of the line R, containing
the origin 0 ∈ R).

THEOREM 1. Let w be a vector field in an open set U ⊂ R2. Given
p ∈ U, there exists a trajectory α: I → U of w (i.e., α′(t) = w(α(t)), t ∈ I)
with α(0) = p. This trajectory is unique in the following sense: Any other
trajectory β: J → U with β(0) = p agrees with α in I ∩ J.

An important complement to Theorem 1 is the fact that the trajectory pass-
ing through p “varies differentiably with p.” This idea can be made precise
as follows.
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THEOREM 2. Let w be a vector field in an open set U ⊂ R2. For each
p ∈ U there exist a neighborhood V ⊂ U of p, an interval I, and a mapping
α: V × I → U such that

1. For a fixed q ∈ V, the curve α(q, t), t ∈ I, is the trajectory of w passing
through q; that is,

α(q, 0) = q,
∂α

∂t
(q, t) = w(α(q, t)).

2. α is differentiable.

Geometrically Theorem 2 means that all trajectories which pass, for
t = 0, in a certain neighborhood V of p may be “collected” into a single
differentiable map. It is in this sense that we say that the trajectories depend
differentiably on p (Fig. 3-26).

U
V

V×I

q

Figure 3-26

The map α is called the (local) flow of w at p.
Theorems 1 and 2 will be assumed in this book; for a proof, one can con-

sult, for instance, W. Hurewicz, Lectures on Ordinary Differential Equations,
M.I.T. Press, Cambridge, Mass., 1958, Chap. 2. For our purposes, we need
the following consequence of these theorems.

LEMMA. Let w be a vector field in an open set U ⊂ R2 and let p ∈ U
be such that w(p) �= 0. Then there exist a neighborhood W ⊂ U of p and a
differentiable function f : W → R such that f is constant along each trajectory
of w and dfq �= 0 for all q ∈ W.

Proof. Choose a Cartesian coordinate system in R2 such that p = (0, 0)

and w(p) is in the direction of the x axis. Let α: V × I → U be the local flow
at p, V ⊂ U , t ∈ I , and let α̃ be the restriction of α to the rectangle
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(V × I ) ∩ {(x, y, t) ∈ R3; x = 0}.

(See Fig. 3-27.) By the definition of local flow, dα̃p maps the unit vector
of the t axis into w and maps the unit vector of the y axis into itself. Therefore,
dα̃p is nonsingular. It follows that there exists a neighborhood W ⊂ U of p,
where α̃−1 is defined and differentiable. The projection of α̃−1(x, y) onto the
y axis is a differentiable function ξ = f (x, y), which has the same value ξ for
all points of the trajectory passing through (0, ξ). Since dα̃p is nonsingular, W
may be taken sufficiently small so that df q �= 0 for all q ∈ W . f is therefore
the required function. Q.E.D.

I

y

t

V

0

w

x

–1(x,y)

(x,y)

α̃

α̃

Figure 3-27

The function f of the above lemma is called a (local) first integral of w

in a neighborhood of p. For instance, if w(x, y) = (y, −x) is defined in R2, a
first integral f : R2 − {(0, 0)} → R is f (x, y) = x2 + y2.

Closely associated with the concept of vector field is the concept of field
of directions.

A field of directions r in an open set U ⊂ R2 is a correspondence which
assigns to each p ∈ U a line r(p) in R2 passing through p. r is said to be
differentiable at p ∈ U if there exists a nonzero differentiable vector field w,
defined in a neighborhood V ⊂ U of p, such that for each q ∈ V , w(q) �= 0 is
a basis of r(q); r is differentiable in U if it is differentiable for every p ∈ U .

To each nonzero differentiable vector field w in U ⊂ R2, there corresponds
a differentiable field of directions given by r(p) = line generated by w(p),
p ∈ U .

By its very definition, each differentiable field of directions gives rise,
locally, to a nonzero differentiable vector field. This, however, is not true
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globally, as is shown by the field of directions in R2 − {(0, 0)} given by the
tangent lines to the curves of Fig. 3-28; any attempt to orient these curves in
order to obtain a differentiable nonzero vector field leads to a contradiction.

Aregular connected curve C ⊂ U is an integral curve of a field of directions
r defined in U ⊂ R2 if r(q) is the tangent line to C at q for all q ∈ C.

By what has been seen previously, it is clear that given a differentiable
field of directions r in an open set U ⊂ R2, there passes, for each q ∈ U , an
integral curve C of r; C agrees locally with the trace of a trajectory through
q of the vector field determined in U by r . In what follows, we shall consider
only differentiable fields of directions and shall omit, in general, the word
differentiable.

Figure 3-28. A nonorientable field of
directions in R2 − {(0, 0)}.

A natural way of describing a field of directions is as follows. We say
that two nonzero vectors w1 and w2 at q ∈ R2 are equivalent if w1 = λw2 for
some λ ∈ R, λ �= 0. Two such vectors represent the same straight line passing
through q, and, conversely, if two nonzero vectors belong to the same straight
line passing through q, they are equivalent. Thus, a field of directions r on
an open set U ⊂ R2 can be given by assigning to each q ∈ U a pair of real
numbers (r1, r2) (the coordinates of a nonzero vector belonging to r), where
we consider the pairs (r1, r2) and (λr1, λr2), λ �= 0, as equivalent.

In the language of differential equations, a field of directions r is usually
given by

a(x, y)
dx

dt
+ b(x, y)

dy

dt
= 0, (2)

which simply means that at a point q = (x, y) we associate the line passing
through q that contains the vector (b, −a) or any of its nonzero multiples
(Fig. 3-29). The trace of the trajectory of the vector field (b, −a) is an
integral curve of r . Because the parametrization plays no role in the above
considerations, it is often used, instead of Eq. (2), the expression

a dx + b dy = 0

with the same meaning as before.
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(x,y)

(b,–a)

0
x

y

r

An integral
curve

Figure 3-29. The differential equation adx + bdy = 0.

The ideas introduced above belong to the domain of the local facts of R2,
which depend only on the “differentiable structure” of R2. They can, therefore,
be transported to a regular surface, without further difficulties, as follows.

DEFINITION 1. A vector field w in an open set U ⊂ S of a regular sur-
face S is a correspondence which assigns to each p ∈ U a vector w(p) ∈
Tp(S). The vector field w is differentiable at p ∈ U if, for some parametrization
x(u, v) at p, the functions a(u, v) and b(u, v) given by

w(p) = a(u, v)xu + b(u, v)xv

are differentiable functions at p; it is clear that this definition does not depend
on the choice of x.

We can define, similarly, trajectories, field of directions, and integral
curves. Theorems l and 2 and the lemma above extend easily to the present
situation; up to a change of R2 by S, the statements are exactly the same.

Example 1. Avector field in the usual torus T is obtained by parametrizing
the meridians of T by arc length and defining w(p) as the velocity vector of
the meridian through p (Fig. 3-30). Notice that |w(p)| = 1 for all p ∈ T . It is
left as an exercise (Exercise 2) to verify that w is differentiable.

Example 2. A similar procedure, this time on the sphere S2 and using
the semimeridians of S2, yields a vector field w defined in the sphere minus
the two poles N and S. To obtain a vector field defined in the whole sphere,
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Figure 3-30 Figure 3-31

reparametrize all the semimeridians by the same parameter t , −1 < t < 1, and
define v(p) = (1 − t2)w(p) for p ∈ S2 − {N} ∪ {S} and v(N) = v(S) = 0
(Fig. 3-31).

Example 3. Let S = {(x, y, z) ∈ R3; z = x2 − y2} be the hyperbolic
paraboloid. The intersection with S of the planes z = const. �= 0 determines
a family of curves {Cα} such that through each point of S − {(0, 0, 0)} there
passes one curve Cα. The tangent lines to such curves give a differentiable
field of directions r on S − {(0, 0, 0)}. We want to find a field of directions
r ′ on S − {(0, 0, 0)} that is orthogonal to r at each point and to determine the
integral curves of r ′. r ′ is called the orthogonal field to r , and its integral
curves are called the orthogonal family of r (cf. Exercise 15, Sec. 2-5).

We begin by parametrizing S by

x(u, v) = (u, v, u2 − v2), u = x, v = y.

The family {Cα} is given by u2 − v2 = const. �= 0 (or rather by the image
under x of this set). If u′xu + v′xv is a tangent vector of a regular parametriza-
tion of some curve Cα, we obtain, by differentiating u2 − v2 = const.,

2uu′ − 2vv′ = 0.

Thus, (u′, v′) = (−v, −u). It follows that r is given, in the parametrization x,
by the pair (v, u) or any of its nonzero multiples.

Now, let (a(u, v), b(u, v)) be an expression for the orthogonal field r ′, in
the parametrization x. Since

E = 1 + 4u2, F = −4uv, G = 1 + 4v2,

and r ′ is orthogonal to r at each point, we have

Eav + F(bv + au) + Gbu = 0
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or
(1 + 4u2)av − 4uv(bv + au) + (1 + 4v2)bu = 0.

It follows that
va + ub = 0. (3)

This determines the pair (a, b) at each point, up to a nonzero multiple, and
hence the field r ′.

To find the integral curves of r ′, let u′xu + v′xv be a tangent vector of
some regular parametrization of an integral curve of r ′. Then (u′, v′) satisfies
Eq. (3); that is,

vu′ + uv′ = 0

or
uv = const.

It follows that the orthogonal family of {Cα} is given by the intersections with
S of the hyperbolic cylinders xy = const. �= 0.

The main result of this section is the following theorem.

THEOREM. Let w1 and w2 be two vector fields in an open set U ⊂ S,
which are linearly independent at some point p ∈ U. Then it is possible to
parametrize a neighborhood V ⊂ U of p in such a way that for each q ∈ V
the coordinate curves of this parametrization passing through q are tangent
to the lines determined by w1(q) and w2(q).

Proof. Let W be a neighborhood of p where the first integrals f1 and f2

of w1 and w2, respectively, are defined. Define a map ϕ: W → R2 by

ϕ(q) = (f1(q), f2(q)), q ∈ W.

Since f1 is constant on the trajectories of w1 and (df 1) �= 0, we have at p

dϕp(w1) = ((df 1)p(w1), (df 2)p(w1)) = (0, a),

where a = (df 2)p(w1) �= 0, since w1 and w2 are linearly independent.
Similarly,

dϕp(w2) = (b, 0),

where b = (df 1)p(w2) �= 0.
It follows that dϕp is nonsingular, and hence that ϕ is a local diffeomor-

phism. There exists, therefore, a neighborhood Ū ⊂ R2 of ϕ(p) which is
mapped diffeomorphically by x = ϕ−1 onto a neighborhood V = x(Ū) of p;
that is, x is a parametrization of S at p, whose coordinate curves

f1(q) = const., f2(q) = const.,

are tangent at q to the lines determined by w1(q), w2(q), respectively. Q.E.D.
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It should be remarked that the theorem does not imply that the coordinate
curves can be so parametrized that their velocity vectors are w1(q) and w2(q).
The statement of the theorem applies to the coordinate curves as regular (point
set) curves; more precisely, we have

COROLLARY 1. Given two fields of directions r and r′ in an open set
U ⊂ S such that at p ∈ U, r(p) �= r′(p), there exists a parametrization x in a
neighborhood of p such that the coordinate curves of x are the integral curves
of r and r′.

A first application of the above theorem is the proof of the existence of an
orthogonal parametrization at any point of a regular surface.

COROLLARY 2. For all p ∈ S there exists a parametrization x(u, v) in
a neighborhood V of p such that the coordinate curves u = const., v = const.
intersect orthogonally for each q ∈ V (such an x is called an orthogonal
parametrization).

Proof. Consider an arbitrary parametrization x̄: Ū → S at p, and define
two vector fields w1 = x̄ū, w2 = −(F̄ /Ē)x̄ū + x̄v̄ in x̄(Ū), where Ē, F̄ , Ḡ are
the coefficients of the first fundamental form in x̄. Since w1(q), w2(q) are
orthogonal vectors, for each q ∈ x̄(Ū), an application of the theorem yields
the required parametrization. Q.E.D.

A second application of the theorem (more precisely, of Corollary 1) is the
existence of coordinates given by the asymptotic and principal directions.

As we have seen in Sec. 3-3, the asymptotic curves are solutions of

e(u′)2 + 2fu′
v′ + g(v′)2 = 0.

In a neighborhood of a hyperbolic point p, we have eg − f 2 < 0. Rotate the
plane uv so that e(p) > 0. Then the left-hand side of the above equation can
be decomposed into two distinct linear factors, yielding

(Au′ + Bv′)(Au′ + Dv′) = 0, (4)

where the coefficients are determined by

A2 = e, A(B + D) = 2f, BD = g.

The above system of equations has real solutions, since eg − f 2 < 0. Thus,
Eq. (4) gives rise to two equations:

Au′ + Bv′ = 0, (4a)

Au′ + Dv′ = 0. (4b)

Each of these equations determines a differentiable field of directions (for
instance, Eq. (4a) determines the direction r which contains the nonzero
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vector (B, −A)), and at each point of the neighborhood in question the direc-
tions given by Eqs. (4a) and (4b) are distinct. By applying Corollary 1, we see
that it is possible to parametrize a neighborhood of p in such a way that the
coordinate curves are the integral curves of Eqs. (4a) and (4b). In other words,

COROLLARY 3. Let p ∈ S be a hyperbolic point of S. Then it is possible
to parametrize a neighborhood of p in such a way that the coordinate curves
of this parametrization are the asymptotic curves of S.

Example 4. An almost trivial example, but one which illustrates the mech-
anism of the above method, is given by the hyperbolic paraboloid z = x2 − y2.
As usual we parametrize the entire surface by

x(u, v) = (u, v, u2 − v2).

A simple computation shows that

e =
2

(1 + 4u2 + 4v2)1/2
, f = 0, g = −

2

(1 + 4u2 + 4v2)1/2
.

Thus, the equation of the asymptotic curves can be written as

2

(1 + 4u2 + 4v2)1/2
((u′)2 − (v′)2) = 0,

which can be factored into two linear equations and give the two fields of
directions:

r1: u′ + v′ = 0,

r2: u′ − v′ = 0.

The integral curves of these fields of directions are given by the two families
of curves:

r1: u + v = const.,

r2: u − v = const.

Now, the functions f1(u, v) = u + v, f2(u, v) = u − v are clearly first
integrals of the vector fields associated to r1 and r2, respectively. Thus, by
setting

ū = u + v, v̄ = u − v,

we obtain a new parametrization for the entire surface z = x2 − y2 in which
the coordinate curves are the asymptotic curves of the surface.

In this particular case, the change of parameters holds for the entire surface.
In general, it may fail to be globally one-to-one, even if the whole surface
consists only of hyperbolic points.



188 3. The Geometry of the Gauss Map

Similarly, in a neighborhood of a nonumbilical point of S, it is possible
to decompose the differential equation of the lines of curvature into distinct
linear factors. By an analogous argument we obtain

COROLLARY 4. Let p ∈ S be a nonumbilical point of S. Then it is pos-
sible to parametrize a neighborhood of p in such a way that the coordinate
curves of this parametrization are the lines of curvature of S.

EXERCISES

1. Prove that the differentiability of a vector field does not depend on the
choice of a coordinate system.

2. Prove that the vector field obtained on the torus by parametrizing all its
meridians by arc length and taking their tangent vectors (Example 1) is
differentiable.

3. Prove that a vector field w defined on a regular surface S ⊂ R3 is
differentiable if and only if it is differentiable as a map w: S → R3.

4. Let S be a surface and x: U → S be a parametrization of S. Then

a(u, v)u′ + b(u, v)v′ = 0,

where a and b are differentiable functions, determines a field of direc-
tions r on x(U), namely, the correspondence which assigns to each
x(u, v) the straight line containing the vector bxu − axv. Show that a
necessary and sufficient condition for the existence of an orthogonal
field r ′ on x(U) (cf. Example 3) is that both functions

Eb − Fa, Fb − Ga

are nowhere simultaneously zero (here E, F , and G are the coefficients
of the first fundamental form in x) and that r ′ is then determined by

(Eb − Fa)u′ + (Fb − Ga)v′ = 0.

5. Let S be a surface and x: U → S be a parametrization of S. If
ac − b2 < 0, show that

a(u, v)(u′)2 + 2b(u, v)u′v′ + c(u, v)(v′)2 = 0

can be factored into two distinct equations, each of which determines a
field of directions on x(U) ⊂ S. Prove that these two fields of directions
are orthogonal if and only if

Ec − 2Fb + Ga = 0.
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Figure 3-32

6. A straight line r meets the z axis and moves in such a way that it makes
a constant angle α �= 0 with the z axis and each of its points describes
a helix of pitch c �= 0 about the z axis. The figure described by r is the
trace of the parametrized surface (see Fig. 3-32)

x(u, v) = (v sin α cos u, v sin α sin u, v cos α + cu).

x is easily seen to be a regular parametrized surface (cf. Exercise 13,
Sec. 2-5). Restrict the parameters (u, v) to an open set U so that x(U) =
S is a regular surface (cf. Prop. 2, Sec. 2-3).

a. Find the orthogonal family (cf. Example 3) to the family of coordinate
curves u = const.

b. Use the curves u = const. and their orthogonal family to obtain an
orthogonal parametrization for S. Show that in the new parameters
(ū, v̄) the coefficients of the first fundamental form are

Ḡ = 1, F̄ = 0, Ē = {c2 + (v̄ − cū cos α)2} sin2
α.

7. Define the derivative w(f) of a differentiable function f : U ⊂ S → R
relative to a vector field w in U by

w(f )(q) =
d

dt
(f ◦ α)

∣

∣

∣

∣

t=0

, q ∈ U,

where α: I → S is a curve such that α(0) = q, α′(0) = w(q). Prove
that

a. w is differentiable in U if and only if w(f ) is differentiable for all
differentiable f in U .
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b. Let λ and μ be real numbers and g: U ⊂ S → R be a differentiable
function on U ; then

w(λf + μf ) = λw(f ) + μw(f ),

w(fg) = w(f )g + f w(g).

8. Show that if w is a differentiable vector field on a surface S and w(p) �= 0
for some p ∈ S, then it is possible to parametrize a neighborhood of p

by x(u, v) in such a way that xu = w.

9. a. Let A: V → W be a nonsingular linear map of vector spaces V and
W of dimension 2 and endowed with inner products 〈 , 〉 and ( , ),
respectively. A is a similitude if there exists a real number λ �= 0
such that (Av1, Av2) = λ〈v1, v2〉 for all vectors v1, v2 ∈ V . Assume
that A is not a similitude and show that there exists a unique pair of
orthonormal vectors e1 and e2 in V such that Ae1, Ae2 are orthogonal
in W .

b. Use part a to prove Tissot’s theorem: Let ϕ: U1 ⊂ S1 → S2 be a dif-
feomorphism from a neighborhood U1 of a point p of a surface
S1 into a surface S2. Assume that the linear map dϕ is nowhere a
similitude. Then it is possible to parametrize a neighborhood of p

in S1 by an orthogonal parametrization x1: U → S1 in such a way
that ϕ ◦ x1 = x2: U → S2 is also an orthogonal parametrization in a
neighborhood of ϕ(p) ∈ S2.

10. Let T be the torus of Example 6 of Sec. 2-2 and define a map ϕ: R2 → T

by

ϕ(u, v) = ((r cos u + a) cos v, (r cos u + a) sin v, r sin u),

where u and v are the Cartesian coordinates of R2. Let u = at , v = bt

be a straight line in R2, passing by (0, 0) ∈ R2, and consider the curve
in T α(t) = ϕ(at, bt). Prove that

a. ϕ is a local diffeomorphism.

b. The curve α(t) is a regular curve; α(t) is a closed curve if and only
if b/a is a rational number.

*c. If b/a is irrational, the curve α(t) is dense in T ; that is, in each
neighborhood of a point p ∈ T there exists a point of α(t).

*11. Use the local uniqueness of trajectories of a vector field w in U ⊂ S to
prove the following result. Given p ∈ U , there exists a unique trajectory
α: I → U of w, with α(0) = p, which is maximal in the following sense:
Any other trajectory β: J → U , with β(0) = p, is the restriction of α to
J (i.e., J ⊂ I and α|J = β).
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*12. Prove that if w is a differentiable vector field on a compact surface S

and α(t) is the maximal trajectory of w with α(0) = p ∈ S, then α(t) is
defined for all t ∈ R.

13. Construct a differentiable vector field on an open disk of the plane
(which is not compact) such that a maximal trajectory α(t) is not defined
for all t ∈ R (this shows that the compactness condition of Exercise 12
is essential).

3-5. Ruled Surfaces and Minimal Surfaces†

In differential geometry one finds quite a number of special cases (surfaces
of revolution, parallel surfaces, ruled surfaces, minimal surfaces, etc.) which
may either become interesting in their own right (like minimal surfaces), or
give a beautiful example of the power and limitations of differentiable methods
in geometry. According to the spirit of this book, we have so far treated these
special cases in examples and exercises.

It might be useful, however, to present some of these topics in more detail.
We intend to do that now. We shall use this section to develop the theory of
ruled surfaces and to give an introduction to the theory of minimal surfaces.
Throughout the section it will be convenient to use the notion of parametrized
surface defined in Sec. 2-3.

If the reader wishes so, the entire section or one of its topics may be
omitted. Except for a reference to Sec. A in Example 6 of Sec. B, the two
topics are independent and their results will not be used in any essential way
in this book.

A. Ruled Surfaces

A (differentiable) one-parameter family of (straight) lines {α(t), w(t)} is
a correspondence that assigns to each t ∈ I a point α(t) ∈ R3 and a vector
w(t) ∈ R3, w(t) �= 0, so that both α(t) and w(t) depend differentiably on t .
For each t ∈ I , the line Lt which passes through α(t) and is parallel to w(t)

is called the line of the family at t .
Given a one-parameter family of lines {α(t), w(t)}, the parametrized

surface
x(t, v) = α(t) + vw(t), t ∈ I, v ∈ R,

is called the ruled surface generated by the family {α(t), w(t)}. The lines
Lt are called the rulings, and the curve α(t) is called a directrix of the sur-
face x. Sometimes we use the expression ruled surface to mean the trace of x.

†This section may be omitted on a first reading.
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It should be noticed that we also allow x to have singular points, that is, points
(t, v) where xt ∧ xv = 0.

Example 1. The simplest examples of ruled surfaces are the tangent sur-
faces to a regular curve (cf. Example 4, Sec. 2-3), the cylinders and the cones.
A cylinder is a ruled surface generated by a one-parameter family of lines
{α(t), w(t)}, t ∈ I , where α(I) is contained in a plane P and w(t) is parallel
to a fixed direction in R3 (Fig. 3-33(a)). A cone is a ruled surface generated
by a family {α(t), w(t)}, t ∈ I , where α(I) ⊂ P and the rulings Lt all pass
through a point p �∈ P (Fig. 3-33(b)).

P

w

P

p

(a) (b)

α(I )

w(t)

α(I )

Figure 3-33

Example 2. Let S1 be the unit circle x2 + y2 = 1 in the xy plane, and let
α(s) be a parametrization of S1 by arc length. For each s, let w(s) = α′(s) + e3,
where e3 is the unit vector of the z axis (Fig. 3-34). Then

x(s, v) = α(s) + v(α′(s) + e3)

x2 + y2 – z2 = 1

e3

w(s)

α'(s)

α(s)

x

y

z

0

Figure 3-34. x2 + y2 − z2 = 1 as a ruled surface.
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is a ruled surface. It can be put into a more familiar form if we write

x(s, v) = (cos s − v sin s, sin s + v cos s, v)

and notice that x2 + y2 − z2 = 1 + v2 − v2 = 1. This shows that the trace of x
is a hyperboloid of revolution.

It is interesting to observe that if we take w(s) = −α′(s) + e3, we again
obtain the same surface. This shows that the hyperboloid of revolution has
two sets of rulings.

We have defined ruled surfaces in such a way that allows the appearance
of singularities. This is necessary if we want to include tangent surfaces and
cones. We shall soon show, at least for ruled surfaces that satisfy some reason-
able condition, that the singularities of such a surface (if any) will concentrate
along a curve of this surface.

We shall now start the study of general ruled surfaces. We can assume,
without loss of generality, that |w(t)| = 1, t ∈ I . To be able to develop the
theory, we need the nontrivial assumption that w′(t) �= 0 for all t ∈ I . If the
zeros of w′(t) are isolated, we can divide our surface into pieces such that
the theory can be applied to each of them. However, if the zeros of w′(t) have
cluster points, the situation may become complicated and will not be treated
here.

The assumption w′(t) �= 0, t ∈ I , is usually expressed by saying that the
ruled surface x is noncylindrical.

Unless otherwise stated, we shall assume that

x(t, v) = α(t) + vw(t) (1)

is a noncylindrical ruled surface with |w(t)| = 1, t ∈ I . Notice that the
assumption |w(t)| ≡ 1 implies that 〈w(t), w′(t)〉 = 0 for all t ∈ I .

We first want to find a parametrized curve β(t) such that 〈β ′(t), w′(t)〉 = 0,
t ∈ I , and β(t) lies on the trace of x; that is,

β(t) = α(t) + u(t)w(t), (2)

for some real-valued function u = u(t). Assuming the existence of such a
curve β, one obtains

β ′ = α′ + u′w + uw′;

hence, since 〈w, w′〉 = 0,

0 = 〈β ′, w′〉 = 〈α′, w′〉 + u〈w′, w′〉.

It follows that u = u(t) is given by

u = −
〈α′, w′〉
〈w′, w′〉

(3)

Thus, if we define β(t) by Eqs. (2) and (3), we obtain the required curve.
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We shall now show that the curve β does not depend on the choice of the
directrix α for the ruled surface. β is then called the line of striction, and its
points are called the central points of the ruled surface.

To prove our claim, let ᾱ be another directrix of the ruled surface; that is,
let, for all (t, v),

x(t, v) = α(t) + vw(t) = ᾱ(t) + sw(t) (4)

for some function s = s(v). Then, from Eqs. (2) and (3) we obtain

β − β̄ = (α − ᾱ) +
〈ᾱ′ − α′, w′〉

〈w′, w′〉
w,

where β̄ is the line of striction corresponding to ᾱ. On the other hand, Eq. (4)
implies that

α − ᾱ = (s − v)w(t).

Thus,

β − β̄ =
{

(s − v) +
〈(v − s)w′, w′〉

〈w′, w′〉

}

w = 0,

since 〈w, w′〉 = 0. This proves our claim.
We now take the line of striction as the directrix of the ruled surface and

write it as follows:
x(t, u) = β(t) + uw(t). (5)

With this choice, we have

xt = β ′ + uw′, xu = w

and
xt ∧ xu = β ′ ∧ w + uw′ ∧ w.

Since 〈w′, w〉 = 0 and 〈w′, β ′〉 = 0, we conclude that β ′ ∧ w = λw′ for
some function λ = λ(t). Thus,

|xt ∧ xu|2 = |λw′ + uw′ ∧ w|2

= λ2|w′|2 + u2|w′|2 = (λ2 + u2)|w′|2.

It follows that the only singular points of the ruled surface (5) are along the
line of striction u = 0, and they will occur if and only if λ(t) = 0. Observe
also that

λ =
(β ′, w, w′)

|w′|2
,

where, as usual, (β ′, w, w′) is a short for 〈β ′ ∧ w, w′〉.
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Let us compute the Gaussian curvature of the surface (5) at its regular
points. Since

xt t = β ′′ + uw′′, xtu = w′, xuu = 0,

we have, for the coefficients of the second fundamental form,

g = 0, f =
(xt , xu, xut)

|xt ∧ xu|
=

(β ′, w, w′)

|xt ∧ xu|
;

hence (since g = 0 we do not need the value of e to compute K),

K =
eg − f 2

EG − F 2
= −

λ2|w′|4

(λ2 + u2)2|w′|4
= −

λ2

(λ2 + u2)2
. (6)

This shows that, at regular points, the Gaussian curvature K of a ruled surface
satisfies K ≤ 0, and K is zero only along those rulings which meet the line of
striction at a singular point.

Equation (6) allows us to give a geometric interpretation of the (regular)
central points of a ruled surface. Indeed, the points of a ruling, except perhaps
the central point, are regular points of the surface. If λ �= 0, the function
|K(u)| is a continuous function on the ruling and, by Eq. (6), the central point
is characterized by the fact that |K(u)| has a maximum there.

For another geometrical interpretation of the line of striction see Exercise 4.
We also remark that the curvature K takes up the same values at points on

a ruling that are symmetric relative to the central point (this justifies the name
central).

The function λ(t) is called the distribution parameter of x. Since the line
of striction is independent of the choice of the directrix, it follows that the
same holds for λ. If x is regular, we have the following interpretation of λ.
The normal vector to the surface at (t, u) is

N(t, u) =
xt ∧ xu

|xt ∧ xu|
=

λw′ + uw′ ∧ w
√

λ2 + u2|w′|
.

On the other hand (λ �= 0),

N(t, 0) =
w′

|w′|
λ

|λ|

Therefore, if θ is the angle formed by N(t, u) and N(t, 0),

tan θ =
u

|λ|
. (7)

Thus, if θ is the angle which the normal vector at a point of a ruling makes with
the normal vector at the central point of this ruling, then tan θ is proportional
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to the distance between these two points, and the coefficient of proportionality
is the inverse of the distribution parameter.

Example 3. Let S be the hyperbolic paraboloid z = kxy, k �= 0. To show
that S is a ruled surface, we observe that the lines y = z/tk, x = t , for each
t �= 0 belong to S. If we take the intersection of this family of lines with the
plane z = 0, we obtain the curve x = t , y = 0, z = 0. Taking this curve as
directrix and vectors w(t) parallel to the lines y = z/tk, x = t , we obtain

α(t) = (t, 0, 0), w(t) =
(0, 1, kt)
√

1 + k2t2
.

This gives a ruled surface (Fig. 3-35)

x(t, v) = α(t) + vw(t) =
(

t,
v

√
1 + k2t2

,
vkt

√
1 + k2t2

)

, t ∈ R, v ∈ R,

the trace of which clearly agrees with S.

z

y

x

l

t

1

θ

t

Figure 3-35. z = xy as a ruled surface.

Since α′(t) = (1, 0, 0), we obtain that the line of striction is α itself. The
distribution parameter is

λ =
1

k
.

We also remark that the tangent of the angle θ which w(t) makes with w(0)

is tan θ = tk.
The last remark leads to an interesting general property of a ruled surface.

If we consider the family of normal vectors along a ruling of a regular ruled
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surface, this family generates another ruled surface. By Eq. (7) and the last
remark, the latter surface is exactly the hyperbolic paraboloid z = kxy, where
1/k is the value of the distribution parameter at the chosen ruling.

Among the ruled surfaces, the developables play a distinguished role. Let
us start again with an arbitrary ruled surface (not necessarily non-cylindrical)

x(t, v) = α(t) + vw(t), (8)

generated by the family {α(t), w(t)} with |w(t)| ≡ 1. The surface (8) is said
to be developable if

(w, w′, α′) ≡ 0. (9)

To find a geometric interpretation for condition (9), we shall compute the
Gaussian curvature of a developable surface at a regular point. A computation
entirely similar to the one made to obtain Eq. (6) gives

g = 0, f =
(w, w′, α′)

|xt ∧ xv|
.

By condition (9), f ≡ 0; hence,

K =
eg − f 2

EG − F 2
≡ 0.

This implies that, at regular points, the Gaussian curvature of a developable
surface is identically zero.

For another geometric interpretation of a developable surface, see
Exercise 6.

We can now distinguish two nonexhaustive cases of developable surfaces:

1. w(t) ∧ w′(t) ≡ 0. This implies that w′(t) ≡ 0. Thus, w(t) is constant
and the ruled surface is a cylinder over a curve obtained by intersecting the
cylinder with a plane normal to w(t).

2. w(t) ∧ w′(t) �= 0 for all t ∈ I . In this case w′(t) �= 0 for all t ∈ I . Thus,
the surface is noncylindrical, and we can apply our previous work. Thus,
we can determine the line of striction (2) and check that the distribution
parameter

λ =
(β ′, w, w′)

|w′|2
≡ 0. (10)

Therefore, the line of striction will be the locus of singular points of the
developable surface. If β ′(t) �= 0 for all t ∈ I , it follows from Eq. (10) and
the fact that 〈β ′, w′〉 ≡ 0 that w is parallel to β ′. Thus, the ruled surface is
the tangent surface of β. If β ′(t) = 0 for all t ∈ I , then the line of striction
is a point, and the ruled surface is a cone with vertex at this point.
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Of course, the above cases do not exhaust all possibilities. As usual, if there
is a clustering of zeros of the functions involved, the analysis may become
rather complicated. At any rate, away from these cluster points, a developable
surface is a union of pieces of cylinders, cones, and tangent surfaces.

As we have seen, at regular points, the Gaussian curvature of a developable
surface is identically zero. In Sec. 5-8 we shall prove a sort of global converse
to this which implies that a regular surface S ⊂ R3 which is closed as a subset
of R3 and has zero Gaussian curvature is a cylinder.

Example 4 (The Envelope of the Family of Tangent Planes Along a
Curve of a Surface). Let S be a regular surface and α = α(s) a curve on S

parametrized by arc length. Assume that α is nowhere tangent to an asymptotic
direction. Consider the ruled surface

x(s, v) = α(s) + v
N(s) ∧ N ′(s)

|N ′(s)|
, (11)

where by N(s) we denote the unit normal vector of S restricted to the curve
α(s) (since α′(s) is not an asymptotic direction, N ′(s) �= 0 for all s). We shall
show that x is a developable surface which is regular in a neighborhood of
v = 0 and is tangent to S along v = 0. Before that, however, let us give a
geometric interpretation of the surface x.

Consider the family {Tα(s)(S)} of tangent planes to the surface S along the
curve α(s). If �s is small, the two planes Tα(s)(S) and Tα(s+�s)(S) of the family
will intersect along a straight line parallel to the vector

N(s) ∧ N(s + �s)

�s
.

If we let �s go to zero, this straight line will approach a limiting position
parallel to the vector

lim
�s→0

N(s) ∧ N(s + �s)

�s
= lim

�s→0
N(s) ∧

(N(s + �s) − N(s))

�s

= N(s) ∧ N ′(s).

This means intuitively that the rulings of x are the limiting positions of the
intersection of neighboring planes of the family {Tα(s)(S)}. x is called the
envelope of the family of tangent planes of S along α(s) (Fig. 3-36).

For instance, if α is a parametrization of a parallel of a sphere S2, then the
envelope of tangent planes of S2 along α is either a cylinder, if the parallel is
an equator, or a cone, if the parallel is not an equator (Fig. 3-37).
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α(s)

α(s+∆s)

N(s) ∧ N(s + ∆s) 

Tα(s + ∆s) (s) 

s Tα(s)(s) 

Figure 3-36

Nonequatorial
parallel

Equator

Figure 3-37. Envelopes of families of tangent planes along parallels of a
sphere.

To show that x is a developable surface, we shall check that condition (9)
holds for x. In fact, by a straightforward computation, we obtain

〈

N ∧ N ′

|N ′|
∧
(

N ∧ N ′

|N ′|

)′

, α′
〉

=
〈

N ∧ N ′

|N ′|
∧

(N ∧ N ′)′

|N ′|
, α′
〉

=
1

|N ′|2
〈〈N ∧ N ′, N ′′〉N, α′〉 = 0.

This proves our claim.
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We shall now prove that x is regular in a neighborhood of v = 0 and that
it is tangent to S along α. In fact, at v = 0, we have

xs ∧ xv = α′ ∧
(N ∧ N ′)

|N ′|
= 〈N ′, α′〉

N

|N ′|
= −〈N, α′′〉

N

|N ′|

= −
(knN)

|N ′|
,

where kn = kn(s) is the normal curvature of α. Since kn(s) is nowhere zero,
this shows that x is regular in a neighborhood of v = 0 and that the unit normal
vector of x at x(s, 0) agrees with N(s). Thus, x is tangent to S along v = 0,
and this completes the proof of our assertions.

We shall summarize our conclusions as follows. Let α(s) be a curve
parametrized by arc length on a surface S and assume that α is nowhere
tangent to an asymptotic direction. Then the envelope (11) of the family of tan-
gent planes to S along α is a developable surface, regular in a neighborhood
of α(s) and tangent to S along α(s).

B. Minimal Surfaces

A regular parametrized surface is called minimal if its mean curvature
vanishes everywhere. A regular surface S ⊂ R3 is minimal if each of its
parametrizations is minimal.

To explain why we use the word minimal for such surfaces, we need to intro-
duce the notion of a variation. Let x: U ⊂ R2 → R3 be a regular parametrized
surface. Choose a bounded domain D ⊂ U (cf. Sec. 2-5) and a differentiable
function h: D̄ → R, where D̄ is the union of the domain D with its boundary
∂D. The normal variation of x(D̄), determined by h, is the map (Fig. 3-38)
given by,

ϕ: D̄ × (−ǫ, ǫ) → R3

ϕ(u, v, t) = x(u, v)+ th(u, v)N(u, v), (u, v) ∈ D̄, t ∈ (−ǫ, ǫ).

For each fixed t ∈ (−ǫ, ǫ), the map xt : D → R3

x′(u, v) = ϕ(u, v, t)

is a parametrized surface with

∂xt

∂u
= xu + thN u + thuN,

∂xt

∂v
= xv + thN v + thvN.
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hN

thN

–thN

0

(x + thN)(D)

(x – thN)(D)
x(D)

Figure 3-38. A normal variation of x(D).

Thus, if we denote by Et , F t , Gt the coefficients of the first fundamental form
of xt , we obtain

Et = E + th(〈xu, Nu〉 + 〈xu, Nu〉) + t2h2〈Nu, Nu〉 + t2huhu,

F t = F + th(〈xu, Nv〉 + 〈xv, Nu〉) + t2h2〈Nu, Nv〉 + t2huhv,

Gt = G + th(〈xv, Nv〉 + 〈xv, Nv〉) + t2h2〈Nv, Nv〉 + t2hvhv.

By using the fact that

〈xu, Nu〉 = −e, 〈xu, Nv〉 + 〈xv, Nu〉 = −2f, 〈xv, Nv〉 = −g

and that the mean curvature H is (Sec. 3-3, Eq. (5))

H =
1

2

Eg − 2fF + Ge

EG − F 2
,

we obtain

EtGt − (F ′)2 = EG − F 2 − 2th(Eg − 2FJ + Ge) + R

= (EG − F 2)(1 − 4thH ) + R,

where limt→0(R/t) = 0.
It follows that if ǫ is sufficiently small, xt is a regular parametrized surface.

Furthermore, the area A(t) of xt(D̄) is

A(t) =
∫

D̄

√

EtGt − (F t)2 du dv

=
∫

D̄

√

1 − 4thH + R̄
√

EG − F 2 du dv,

where R̄ = R/(EG − F 2). It follows that if ǫ is small, A is a differentiable
function and its derivative at t = 0 is

A′(0) = −
∫

D̄

2hH
√

EG − F 2 du dv (12)
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We are now prepared to justify the use of the word minimal in connection
with surfaces with vanishing mean curvature.

PROPOSITION 1. Let x: U → R3 be a regular parametrized surface
and let D ⊂ U be a bounded domain in U. Then x is minimal if and only if
A′(0) = 0 for all such D and all normal variations of x(D̄).

Proof. If x is minimal, H ≡ 0 and the condition is clearly satisfied. Con-
versely, assume that the condition is satisfied and that H(q) �= 0 for some
q ∈ D. Choose h: D̄ → R such that h(q) = H(q), hH > 0, and h is identi-
cally zero outside a small neighborhood of q. Then A′(0) < 0 for the variation
determined by this h, and that is a contradiction. Q.E.D.

Thus, any bounded region x(D̄) of a minimal surface x is a critical point
for the area function of any normal variation of x(D̄). It should be noticed that
this critical point may not be a minimum and that this makes the word minimal
seem somewhat awkward. It is, however, a time-honored terminology which
was introduced by Lagrange (who first defined a minimal surface) in 1760.

Minimal surfaces are usually associated with soap films that can be obtained
by dipping a wire frame into a soap solution and withdrawing it carefully. If
the experiment is well performed, a soap film is obtained that has the same
frame as a boundary. It can be shown by physical considerations that the film
will assume a position where at its regular points the mean curvature is zero.
In this way we can “manufacture” beautiful minimal surfaces, such as the one
in Fig. 3-39.

Figure 3-39

Remark 1. It should be pointed out that not all soap films are minimal
surfaces according to our definition. We have assumed minimal surfaces to
be regular (we could have assumed some isolated singular points, but to go
beyond that would make the treatment much less elementary). However, soap
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Figure 3-40

films can be formed, for instance, using a cube as a frame (Fig. 3-40), that
have singularities along lines.

Remark 2. The connection between minimal surfaces and soap films moti-
vated the celebrated Plateau’s problem (Plateau was a Belgian physicist who
made careful experiments with soap films around 1850). The problem can
be roughly described as follows: to prove that for each closed curve C ⊂ R3

there exists a surface S of minimum area with C as boundary. To make the
problem precise (which curves and surfaces are allowed and what is meant by
C being a boundary of S) is itself a nontrivial part of the problem. A version of
Plateau’s problem was solved simultaneously by Douglas and Radó in 1930.
Further versions (and generalizations of the problem for higher dimensions)
have inspired the creation of mathematical entities which include at least as
many things as soap-like films. We refer the interested reader to the Chap. 2
of Lawson [20] (references are at the end of the book) for further details and
a recent bibliography of Plateau’s problem.

It will be convenient to introduce, for an arbitrary parametrized regular
surface, the mean curvature vector defined by H = HN . The geometrical
meaning of the direction of H can be obtained from Eq. (12). Indeed, if we
choose h = H , we have, for this particular variation,

A′(0) = −2

∫

D̄

〈H, H〉
√

EG − F 2 du dv < 0.

This means that if we deform x(D̄) in the direction of the vector H, the area is
initially decreasing.

The mean curvature vector has another interpretation which we shall now
pursue, since it has important implications for the theory of minimal surfaces.
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A regular parametrized surface x = x(u, v) is said to be isothermal if
〈xu, xu〉 = 〈xv, xv〉 and 〈xu, xv) = 0.

PROPOSITION 2. Let x = x(u, v) be a regular parametrized surface
and assume that x is isothermal. Then

xuu + xvv = 2λ2H,

where λ2 = 〈xu, xu〉 = 〈xv, xv〉.

Proof. Since x is isothermal, 〈xu, xu〉 = 〈xv, xv〉 and 〈xu, xv〉 = 0. By
differentiation, we obtain

〈xuu, xu〉 = 〈xvu, xv〉 = −〈xu, xvv〉.

Thus,
〈xuu + xvv, xu〉 = 0.

Similarly,
〈xuu + xvv, xv〉 = 0.

It follows that xuu + xvv is parallel to N . Since x is isothermal,

H =
1

2

g + e

λ2
.

Thus,
2λ2H = g + e = 〈N, xuu + xvv〉;

hence,
xuu + xvv = 2λ2H. Q.E.D.

The Laplacian �f of a differentiable function f : U ⊂ R2 → R is defined
by �f = (∂2f/∂u2) + (∂2f/∂v2), (u, v) ∈ U . We say that f is harmonic in
U if �f = 0. From Prop. 2, we obtain

COROLLARY: Let x(u, v) = (x(u, v), y(u, v), z(u, v)) be a para-
metrized surface and assume that x is isothermal. Then x is minimal if and
only if its coordinate functions x, y, z are harmonic.

Example 5. The catenoid, given by

x(u, v) = (a cosh v cos u, a cosh v sin u, av),

0 < u < 2π, −∞ < v < ∞.

This is the surface generated by rotating the catenary y = a cosh(z/a) about
the z axis (Fig. 3-41). It is easily checked that E = G = a2 cosh2

v, F = 0,
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a

z

x

y

y = a cosh(z/a)

Figure 3-41

and that xuu + xvv = 0. Thus, the catenoid is a minimal surface. It can be
characterized as the only surface of revolution which is minimal.

The last assertion can be proved as follows. We want to find a curve y =
f (x) such that, when rotated about the x axis, it describes a minimal surface.
Since the parallels and the meridians of a surface of revolution are lines of
curvature of the surface (Sec. 3-3, Example 4), we must have that the curvature
of the curve y = f (x) is the negative of the normal curvature of the circle
generated by the point f (x) (both are principal curvatures). Since the curvature
of y = f (x) is

y ′′

(1 + (y ′)2)3/2

and the normal curvature of the circle is the projection of its usual curvature
(=1/y) over the normal N to the surface (see Fig. 3-42), we obtain

y ′′

(1 + (y ′)2)3/2
= −

1

y
cos ϕ.

y = f(x)y

0
q

q

j

N

y

x

Figure 3-42
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But − cos ϕ = cos θ (see Fig. 3-42), and since tan θ = y ′, we obtain

y ′′

(1 + (y ′)2)3/2
=

1

y

1

(1 + (y ′)2)1/2

as the equation to be satisfied by the curve y = f (x).
Clearly, there exists a point x where f ′(x) �= 0. Let us work in a neigh-

borhood of this point where f ′ �= 0. Multiplying both members of the above
equation by 2y ′, we obtain,

2y ′′y ′

1 + (y ′)2
=

2y ′

y
.

Setting 1 + (y ′)2 = z (hence, 2y ′′y ′ = z′), we have

z′

z
=

2y ′

y
,

which, by integration, gives (k is a constant)

log z = log y2 + log k2 = log(yk)2

or
1 + (y ′)2 = z = (yk)2.

The last expression can be written

k dy
√

(yk)2 − 1
= k dx,

which, again by integration, gives (c is a constant)

cosh−1
(yk) = kx + c

or

y =
1

k
cosh(kx + c).

Thus, in the neighborhood of a point where f ′ �= 0, the curve y = f (x) is
a catenary. But then y ′ can only be zero at x = 0, and if the surface is to be
connected, it is by continuity a catenoid, as we claimed.

Example 6 (The Helicoid). (cf. Example 3, Sec. 2-5.)

x(u, v) = (a sinh v cos u, a sinh v sin u, au).

It is easily checked that E = G = a2 cosh2
v, F = 0, and xuu + xvv = 0.

Thus, the helicoid is a minimal surface. It has the additional property that
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it is the only minimal surface, other than the plane, which is also a ruled
surface.

We can give a proof of the last assertion if we assume that the zeros of
the Gaussian curvature of a minimal surface are isolated (for a proof, see, for
instance, the survey of Osserman quoted at the end of this section, p. 76).
Granted this, we shall proceed as follows.

Assume that the surface is not a plane. Then in some neighborhood W

of the surface the Gaussian curvature K is strictly negative. Since the mean
curvature is zero, W is covered by two families of asymptotic curves which
intersect orthogonally. Since the rulings are asymptotic curves and the surface
is not a plane, we can choose a point q ∈ W such that the asymptotic curve,
other than the ruling, passing through q has nonzero torsion τ =

√
−K at

q. Since the osculating plane of an asymptotic curve is the tangent plane to
the surface, there is a neighborhood V ⊂ W such that the rulings of V are
principal normals to the family of twisted asymptotic curves (Fig. 3-43). It is
an interesting exercise in curves to prove that this can occur if and only if the
twisted curves are circular helices (cf. Exercise 18, Sec. 1-5). Thus, V is a
part of a helicoid. Since the torsion of a circular helix is constant, we easily
see that the whole surface is part of a helicoid, as we claimed.

The helicoid and the catenoid were discovered in 1776 by Meusnier, who
also proved that Lagrange’s definition of minimal surfaces as critical points
of a variational problem is equivalent to the vanishing of the mean curvature.
For a long time, they were the only known examples of minimal surfaces.
Only in 1835 did Scherk find further examples, one of which is described

t

n

q

w

Nonrectilinear
asymptotic curves

Figure 3-43
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in Example 8. In Exercise 14, we shall describe an interesting connection
between the helicoid and the catenoid.

Example 7 (Enneper’s Minimal Surface). Enneper’s surface is the para-
metrized surface

x(u, v) =
(

u −
u3

3
+ uv2, v −

v3

3
+ vu2, u2 − v2

)

, (u, v) ∈ R2,

which is easily seen to be minimal (Fig. 3-44). Notice that by changing (u, v)

into (−v, u) we change, in the surface, (x, y, z) into (−y, x,−z). Thus, if we
perform a positive rotation of π/2 about the z axis and follow it by a symmetry
in the xy plane, the surface remains invariant.

An interesting feature of Enneper’s surface is that it has self-intersections.
This can be shown by setting u = ρ cos θ , v = ρ sin θ and writing

x(ρ, θ) =
(

ρ cos θ −
ρ3

3
cos 3θ, ρ sin θ +

ρ3

3
sin 3θ, ρ2 cos 2θ

)

.

y

z

x

Figure 3-44. Enneper’s surface. Reproduced, with modifications, from
K. Leichtweiss, “Minimalflächen im Grossen,” Überblicke Math. 2 (1969),
7–49, Fig. 4, with permission.
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Thus, if x(ρ1, θ1) = x(ρ2, θ2), a straightforward computation shows that

x2 + y2 = ρ2
1 +

ρ6
1

9
− cos 4θ1

2ρ4
1

3

=
(

ρ1 +
ρ3

1

3

)2

−
4

3
(ρ2

1 cos 2θ1)
2

=
(

ρ2 +
ρ3

2

3

)2

−
4

3
(ρ2

2 cos 2θ2)
2.

Hence, since ρ2
1 cos 2θ1 = ρ2

2 cos 2θ2, we obtain

ρ1 +
ρ3

1

3
= ρ2 +

ρ3
2

3
,

which implies that ρ1 = ρ2. It follows that cos 2θ1 = cos 2θ2.
If, for instance, ρ1 = ρ2 and θ1 = 2π − θ2, we obtain from

y(ρ1, θ1) = y(ρ2, θ2)

that y = −y. Hence, y = 0; that is, the points (ρ1, θ1) and (ρ2, θ2)

belong to the curve sin θ + (ρ2/3) sin 3θ = 0. Clearly, for each point (ρ, θ)

belonging to this curve, the point (ρ, 2π − θ) also belongs to it, and

x(ρ, θ) = x(ρ, 2π − θ), z(ρ, θ) = z(ρ, 2π − θ).

Thus, the intersection of the surface with the plane y = 0 is a curve along
which the surface intersects itself.

Similarly, it can be shown that the intersection of the surface with the
plane x = 0 is also a curve of self-intersection (this corresponds to the case
ρ1 = ρ2, θ1 = π − θ2). It is easily seen that they are the only self-intersections
of Enneper’s surface.

I want to thank Alcides Lins Neto for having worked out this example in
order to draw a first sketch of Fig. 3-44.

Before going into the next example, we shall establish a useful relation
between minimal surfaces and analytic functions of a complex variable. Let
C denote the complex plane, which is, as usual, identified with R2 by setting
ζ = u + iv, ζ ∈ C, (u, v) ∈ R2. We recall that a function f : U ⊂ C → C is
analytic when, by writing
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f (ζ ) = f1(u, v)+ if2(u, v),

the real functions f1 and f2 have continuous partial derivatives of first order
which satisfy the so-called Cauchy-Riemann equations:

∂f1

∂u
=

∂f2

∂v
,

∂f1

∂v
= −

∂f2

∂u
.

Now let x: U ⊂ R2 → R3 be a regular parametrized surface and define
complex functions ϕ1, ϕ2, ϕ3 by

ϕ1(ζ ) =
∂x

∂u
− i

∂x

∂v
, ϕ2(ζ ) =

∂y

∂u
− i

∂y

∂v
, ϕ3(ζ ) =

∂z

∂u
− i

∂z

∂v
,

where x, y, and z are the component functions of x.

LEMMA. x is isothermal if and only if ϕ2
1 + ϕ2

2 + ϕ2
3 ≡ 0. If this last

condition is satisfied, x is minimal if and only if ϕ1, ϕ2, and ϕ3 are analytic
functions.

Proof. By a simple computation, we obtain that

ϕ2
1 + ϕ2

2 + ϕ2
3 = E − G + 2iF,

whence the first part of the lemma. Furthermore, xuu + xvv = 0 if and only if

∂

∂u

(

∂x

∂u

)

= −
∂

∂v

(

∂x

∂v

)

,

∂

∂u

(

∂y

∂u

)

= −
∂

∂v

(

∂y

∂v

)

,

∂

∂u

(

∂z

∂u

)

= −
∂

∂v

(

∂z

∂v

)

,

which give one-half of the Cauchy-Riemann equations for ϕ1, ϕ2, ϕ3. Since
the other half is automatically satisfied, we conclude that xuu + xvv = 0 if and
only if ϕ1, ϕ2, and ϕ3 are analytic. Q.E.D.

Example 8 (Scherk’s Minimal Surface). This is given by

x(u, v) =
(

arg
ζ + i

ζ − i
, arg

ζ + 1

ζ − 1
, log

∣

∣

∣

∣

ζ 2 + 1

ζ 2 − 1

∣

∣

∣

∣

)

,

ζ �= ±1, ζ �= ±i,

where ζ = u + iv, and arg ζ is the angle that the real axis makes with ζ .
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We easily compute that

arg
ζ + i

ζ − i
= tan−1 2u

u2 + v2 − 1
,

arg
ζ + 1

ζ − 1
= tan−1 −2v

u2 + v2 − 1

log

∣

∣

∣

∣

ζ 2 + 1

ζ 2 − 1

∣

∣

∣

∣

=
1

2
log

(u2 − v2 + 1)2 + 4u2v2

(u2 − v2 − 1)2 + 4u2v2
;

hence,

ϕ1 =
∂x

∂u
− i

∂x

∂v
= −

2

1 + ζ 2
, ϕ2 = −

2i

1 − ζ 2
, ϕ3 =

4ζ

1 − ζ 4
.

Since ϕ2
1 + ϕ2

2 + ϕ2
3 ≡ 0 and ϕ1, ϕ2, and ϕ3 are analytic, x is an isothermal

parametrization of a minimal surface.
It is easily seen from the expressions of x, y, and z that

z = log
cos y

cos x
.

This representation shows that Scherk’s surface is defined on the chess-
board pattern of Fig. 3-45 (except at the vertices of the squares, where the
surface is actually a vertical line).

Minimal surfaces are perhaps the best-studied surfaces in differential geom-
etry, and we have barely touched the subject. A very readable introduction can
be found in R. Osserman, A Survey of Minimal Surfaces, Van Nostrand Math-
ematical Studies, Van Nostrand Reinhold, New York, 1969. The theory has
developed into a rich branch of differential geometry in which interesting and
nontrivial questions are still being investigated. It has deep connections with
analytic functions of complex variables and partial differential equations. As
a rule, the results of the theory have the charming quality that they are easy to
visualize and very hard to prove. To convey to the reader some flavor of the
subject we shall close this brief account by stating without proof one striking
result.

THEOREM (Osserman). Let S ⊂ R3 be a regular, closed (as a subset
of R3) minimal surface in R3 which is not a plane. Then the image of the
Gauss map N: S → S2 is dense in the sphere S2 (that is, arbitrarily close to
any point of S2 there is a point of N(S) ⊂ S2).

A proof of this theorem can be found in Osserman’s survey, quoted above.
Actually, the theorem is somewhat stronger in that it applies to complete
surfaces, a concept to be defined in Sec. 5-3.
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(a) (b)

π–π π– –
2

π–
2

π–
2

0

(c)

Figure 3-45. Scherk’s surface.

EXERCISES

1. Show that the helicoid (cf. Example 3, Sec. 2-5) is a ruled surface, its line
of striction is the z axis, and its distribution parameter is constant.

2. Show that on the hyperboloid of revolution x2 + y2 − z2 = 1, the parallel
of least radius is the line of striction, the rulings meet it under a constant
angle, and the distribution parameter is constant.
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3. Let α: I → S ⊂ R3 be a curve on a regular surface S and consider the
ruled surface generated by the family {α(t), N(t)}, where N(t) is the
normal to the surface at α(t). Prove that α(I) ⊂ S is a line of curvature
in S if and only if this ruled surface is developable.

4. Assume that a noncylindrical ruled surface

x(t, v) = α(t) + vw(t), |w| = 1,

is regular. Let w(t1), w(t2) be the directions of two rulings of x and let
x(t1, v1), x(t2, v2) be the feet of the common perpendicular to these two
rulings. As t2 → t1, these points tend to a point x(t1, v̄). To determine
(t1, v̄) prove the following:

a. The unit vector of the common perpendicular converges to a unit vector
tangent to the surface at (t1, v̄). Conclude that, at (t1, v̄),

〈w′ ∧ w, N) = 0.

b. v̄ = −(〈α′, w′〉/〈w′, w′〉).
Thus, (t1, v̄) is the central point of the ruling through t1,

and this gives another interpretation of the line of striction (assumed
nonsingular).

5. A right conoid is a ruled surface whose rulings Lt intersect perpendicu-
larly at fixed axis r which does not meet the directrix α: I → R3.

a. Find a parametrization for the right conoid and determine a condition
that implies it to be noncyliodrical.

b. Given a noncylindrical right conoid, find the line of striction and the
distribution parameter.

6. Let
x(t, v) = α(t) + vw(t)

be a developable surface. Prove that at a regular point we have

〈Nv, xv〉 = 〈Nv, xt〉 = 0.

Conclude that the tangent plane of a developable surface is constant along
(the regular points of) a fixed ruling.

7. Let S be a regular surface and let C ⊂ S be a regular curve on S, nowhere
tangent to an asymptotic direction. Consider the envelope of the family
of tangent planes of S along C. Prove that the direction of the ruling that
passes through a point p ∈ C is conjugate to the tangent direction of C atp.

8. Show that if C ⊂ S2 is a parallel of unit sphere S2, then the envelope of
tangent planes of S2 along C is either a cylinder, if C is an equator, or a
cone, if C is not an equator.
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9. (Focal Surfaces.) Let S be a regular surface without parabolic or umbilical
points. Let x: U → S be a parametrization of S such that the coordinate
curves are lines of curvature (if U is small, this is no restriction. cf.
Corollary 4, Sec. 3-4). The parametrized surfaces

y(u, v) = x(u, v)+ ρ1N(u, v),

z(u, v) = x(u, v)+ ρ2N(u, v),

where ρ1 = 1/k1, ρ2 = 1/k2, are called focal surfaces of x(U) (or sur-
faces of centers of x(U); this terminology comes from the fact that
y(u, v), for instance, is the center of the osculating circle (cf. Sec. 1-6,
Exercise 2) of the normal section at x(u, v) corresponding to the principal
curvature k1). Prove that

a. If (k1)u and (k2)v are nowhere zero, then y and z are regular
parametrized surfaces.

b. At the regular points, the directions on a focal surface correspond-
ing to the principal directions on x(U) are conjugate. That means, for
instance, that yu and yv are conjugate vectors in y(U) for all (u, v) ∈ U .

c. A focal surface, say y, can be constructed as follows: Consider the
line of curvature x(u, const.) on x(U), and construct the developable
surface generated by the normals of x(U) along the curve x(u, const.)
(cf. Exercise 3). The line of striction of such a developable lies on y(U),
and as x(u, const.) describes x(U), this line describes y(U) (Fig. 3-46).

10. Example 4 can be generalized as follows. A one-parameter differentiable
family of planes {α(t), N(t)} is a correspondence which assigns to each
t ∈ I a point α(t) ∈ R3 and a unit vector N(t) ∈ R3 in such a way that both
α, and N are differentiable maps. Afamily {α(t), N(t)}, t ∈ I , is said to be
a family of tangent planes if α′(t) �= 0, N ′(t) �= 0, and 〈α′(t), N(t)〉 = 0
for all t ∈ I .

a. Give a proof that a differentiable one-parameter family of tangent
planes {α(t), N(t)} determines a differentiable one-parameter family
of lines {α(t), (N ∧ N ′)/|N ′|} which generates a developable surface

x(t, v) = α(t) + v
N ∧ N ′

|N ′|
. (∗)

The surface (∗) is called the envelope of the family {α(t), N(t)}.
b. Prove that if α′(t) ∧ (N(t) ∧ N ′(t)) �= 0 for all t ∈ I , then the enve-

lope (∗) is regular in a neighborhood of v = 0, and the unit normal
vector of x at (t, 0) is N(t).

c. Let α = α(s) be a curve in R3 parametrized by arc length. Assume
that the curvature k(s) and the torsion τ(s) of α are nowhere zero.
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x(u,υ)

y(u,υ)

ρ1

S

Figure 3-46. Construction of a focal surface.

Prove that the family of osculating planes {α(s), b{s)} is a one-
parameter differentiable family of tangent planes and that the envelope
of this family is the tangent surface to α(s) (cf. Example 5, Sec. 2-3).

11. Let x = x(u, v) be a regular parametrized surface. A parallel surface to
x is a parametrized surface

y(u, v) = x(u, v)+ aN(u, v),

where a is a constant.

a. Prove that yu ∧ yv = (1 − 2Ha + Ka2)(xu ∧ xv), where K and H are
the Gaussian and mean curvatures of x, respectively.

b. Prove that at the regular points, the Gaussian curvature of y is

K

1 − 2Ha + Ka2

and the mean curvature of y is

H − Ka

1 − 2Ha + Ka2
.
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c. Let a surface x have constant mean curvature equal to c �= 0 and con-
sider the parallel surface to x at a distance 1/2c. Prove that this parallel
surface has constant Gaussian curvature equal to 4c2.

12. Prove that there are no compact (i.e., bounded and closed in R3) minimal
surfaces.

13. a. Let S be a regular surface without umbilical points. Prove that S is a
minimal surface if and only if the Gauss map N : S → S2 satisfies, for
all p ∈ S and all w1, w2 ∈ Tp(S),

〈dNp(w1), dNp(w2)〉N(p) = λ(p)〈w1, w2〉p,

where λ(p) �= 0 is a number which depends only on p.

b. Let x: U → S2 be a parametrization of the unit sphere S2 by stere-
ographic projection. Consider a neighborhood V of a point p of the
minimal surface S in part a such that N : S → S2 restricted to V is a
diffeomorphism (since K(p) = det(dNp) �= 0, such a V exists by the
inverse function theorem). Prove that the parametrization y = N−1 ◦
x: U → S is isothermal (this gives a way of introducing isothermal
parametrizations on minimal surfaces without planar points).

14. When two differentiable functions f , g: U ⊂ R2 → R satisfy the
Cauchy-Riemann equations

∂f

∂u
=

∂g

∂v
,

∂f

∂v
= −

∂g

∂u
,

they are easily seen to be harmonic; in this situation, f and g are said to be
harmonic conjugate. Let x and y be isothermal parametrizations of min-
imal surfaces such that their component functions are pairwise harmonic
conjugate; then x and y are called conjugate minimal surfaces. Prove that

a. The helicoid and the catenoid are conjugate minimal surfaces.

b. Given two conjugate minimal surfaces, x and y, the surface

z = (cos t)x + (sin t)y (*)

is again minimal for all t ∈ R.

c. All surfaces of the one-parameter family (∗) have the same fundamen-
tal form: E = 〈xu, xu〉 = 〈yv, yv〉, F = 0, G = 〈xv, xv〉 = 〈yu, yu〉.

Thus, any two conjugate minimal surfaces can be joined through a
one-parameter family of minimal surfaces, and the first fundamental
form of this family is independent of t .



Appendix Self-Adjoint Linear

Maps and Quadratic Forms

In this appendix, V will denote a vector space of dimension 2, endowed with
an inner product 〈 , 〉. All that follows can be easily extended to a finite
n-dimensional vector space, but for the sake of simplicity, we shall treat only
the case n = 2.

We say that a linear map A: V → V is self-adjoint if 〈Av, w〉 = 〈v, Aw〉
for all v, w ∈ V .

Notice that if {e1, e2} is an orthonormal basis for V and (αij ), i, j = 1, 2,
is the matrix of A relative to that basis, then

〈Aej , ei〉 = αij = 〈ej , Aei〉 = 〈Aei, ej 〉 = αji;

that is, the matrix (αij ) is symmetric.
To each self-adjoint linear map we associate a map B: V × V → R

defined by

B(v, w) = 〈Av, w〉.

B is clearly bilinear; that is, it is linear in both v and w. Moreover, the fact
that A is self-adjoint implies that B(v, w) = B(w, v); that is, B is a bilinear
symmetric form in V .

Conversely, if B is a bilinear symmetric form in V , we can define a linear
map A: V → V by 〈Av, w〉 = B(v, w) and the symmetry of B implies that
A is self-adjoint.

On the other hand, to each symmetric, bilinear form B in V , there
corresponds a quadratic form Q in V given by

Q(v) = B(v, v), v ∈ V,
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and the knowledge of Q determines B completely, since

B(u, v) = 1
2
[Q(u + v) − Q(u) − Q(v)].

Thus, a one-to-one correspondence is established between quadratic forms
in V and self-adjoint linear maps of V .

The goal of this appendix is to prove that (see the theorem below) given
a self-adjoint linear map A: V → V , there exists an orthonormal basis for V

such that relative to that basis the matrix of A is a diagonal matrix. Further-
more, the elements on the diagonal are the maximum and the minimum of the
corresponding quadratic form restricted to the unit circle of V .

LEMMA. If the function Q(x, y) = ax2 + 2bxy + cy2, restricted to the
unit circle x2 + y2 = 1, has a maximum at the point (1, 0), then b = 0.

Proof. Parametrize the circle x2 + y2 = 1 by x = cos t , y = sin t ,
t ∈ (0 − ǫ, 2π + ǫ). Thus, Q, restricted to that circle, becomes a function
of t :

Q(t) = a cos2 t + 2b cos t sin t + c sin2
t.

Since Q has a maximum at the point (1, 0) we have
(

dQ

dt

)

t=0

= 2b = 0.

Hence, b = 0 as we wished. Q.E.D.

PROPOSITION. Given a quadratic form Q in V, there exists an ortho-
normal basis {e1, e2} of V such that if v ∈ V is given by v = xe1 + ye2, then

Q(v) = λ1x2 + λ2y2,

where λ1 and λ2 are the maximum and minimum, respectively, of Q on the
unit circle |v| = 1.

Proof. Let λ1 be the maximum of Q on the unit circle |v| = 1, and let e1

be a unit vector with Q(e1) = λ1. Such an e1 exists by continuity of Q on the
compact set |v| = 1. Let e2 be a unit vector that is orthogonal to e1, and set
λ2 = Q(e2). We shall show that the basis {e1, e2} satisfies the conditions of the
proposition.

Let B be the symmetric bilinear form that is associated to Q and set v =
xe1 + ye2. Then

Q(v) = B(v, v) = B(xe1 + ye2, xe1 + ye2)

= λ1x
2 + 2bxy + λ2y

2,

where b = B(e1, e2). By the lemma, b = 0, and it only remains to prove that
λ2 is the minimum of Q in the circle |v| = 1. This is immediate because, for
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any v = xe1 + ye2 with x2 + y2 = 1, we have that

Q(v) = λ1x
2 + λ2y

2 ≥ λ2(x
2 + y2) = λ2,

since λ2 ≤ λ1. Q.E.D.

We say that a vector v �= 0 is an eigenvector of a linear map A: V → V if
Av = λv for some real number λ; λ is then called an eigenvalue of A.

THEOREM. Let A: V → V be a self-adjoint linear map. Then there
exists an orthonormal basis {e1, e2} of V such that A(e1) = λ1e1, A(e2) = λ2e2

(that is, e1 and e2 are eigenvectors, and λ1, λ2 are eigenvalues of A). In the
basis {e1, e2}, the matrix of A is clearly diagonal and the elements λ1, λ2,
λ1 ≥ λ2, on the diagonal are the maximum and the minimum, respectively, of
the quadratic form Q(v) = 〈Av, v〉 on the unit circle of V.

Proof. Consider the quadratic form Q(v) = 〈Av, v〉. By the proposition
above, there exists an orthonormal basis {e1, e2} of V , with Q(e1) = λ1,
Q(e2) = λ2 ≤ λ1, where λ1 and λ2 are the maximum and minimum, respec-
tively, of Q in the unit circle. It remains, therefore, to prove that

A(e1) = λ1e1, A(e2) = λ2(e2).

Since B(e1, e2) = 〈Ae1, e2〉 = 0 (by the lemma) and e2 �= 0, we have that
either Ae1 is parallel to e1 or Ae1 = 0. If Ae1 is parallel to e1, then Ae1 = αe1,
and since 〈Ae1, e1〉 = λ1 = 〈αe1, e2〉 = α, we conclude that Ae1 = λ1e1; if
Ae1 = 0, then λ1 = 〈Ae1, e1〉 = 0, and Ae1 = 0 = λ1e1. Thus, we have in any
case that Ae1 = λ1e1.

Now using the fact that

B(e1, e2) = 〈Ae2, e1〉 = 0

and that
〈Ae2, e2〉 = λ2,

we can prove in the same way that Ae2 = λ2e2. Q.E.D.

Remark. The extension of the above results to an n-dimensional vector
space, n > 2, requires only the following precaution. In the previous propo-
sition, we choose the maximum λ1 = Q(e1) of Q in the unit sphere, and then
show that Q restricts to a quadratic form Q1 in the subspace V1 orthogonal to
e1. We choose for λ2 = Q1(e2) the maximum of Q1 in the unit sphere of V1,
and so forth.



4 The Intrinsic Geometry
of Surfaces

4-1. Introduction

In Chap. 2 we introduced the first fundamental form of a surface S and showed
how it can be used to compute simple metric concepts on S (length, angle,
area, etc.). The important point is that such computations can be made without
“leaving” the surface, once the first fundamental form is known. Because of
this, these concepts are said to be intrinsic to the surface S.

The geometry of the first fundamental form, however, does not exhaust
itself with the simple concepts mentioned above. As we shall see in this chapter,
many important local properties of a surface can be expressed only in terms of
the first fundamental form. The study of such properties is called the intrinsic
geometry of the surface. This chapter is dedicated to intrinsic geometry.

In Sec. 4-2 we shall define the notion of isometry, which essentially makes
precise the intuitive idea of two surfaces having “the same” first fundamental
forms.

In Sec. 4-3 we shall prove the celebrated Gauss formula that expresses the
Gaussian curvature K as a function of the coefficients of the first fundamental
form and its derivatives. This means that K is an intrinsic concept, a very strik-
ing fact if we consider that K was defined using the second fundamental
form.

In Sec. 4-4 we shall start a systematic study of intrinsic geometry. It turns
out that the subject can be unified through the concept of covariant derivative
of a vector field on a surface. This is a generalization of the usual derivative of
a vector field on the plane and plays a fundamental role throughout the chapter.
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Section 4-5 is devoted to the Gauss-Bonnet theorem both in its local and
global versions. This is probably the most important theorem of this book.
Even in a short course, one should make an effort to reach Sec. 4-5.

In Sec. 4-6 we shall define the exponential map and use it to introduce two
special coordinate systems, namely, the normal coordinates and the geodesic
polar coordinates.

In Sec. 4-7 we shall take up some delicate points on the theory of geodesics
which were left aside in the previous sections. For instance, we shall prove the
existence, for each point p of a surface S, of a neighborhood of p in S which is
a normal neighborhood of all its points (the definition of normal neighborhood
is given in Sec. 4-6). This result and a related one are used in Chap. 5; however,
it is probably convenient to assume them and omit Sec. 4-7 on a first reading.
We shall also prove the existence of convex neighborhoods, but this is used
nowhere else in the book.

4-2. Isometries; Conformal Maps

Examples 1 and 2 of Sec. 2-5 display an interesting peculiarity. Although the
cylinder and the plane are distinct surfaces, their first fundamental forms are
“equal” (at least in the coordinate neighborhoods that we have considered).
This means that insofar as intrinsic metric questions are concerned (length,
angle, area), the plane and the cylinder behave locally in the same way. (This
is intuitively clear, since by cutting a cylinder along a generator we may unroll
it onto a part of a plane.) In this chapter we shall see that many other important
concepts associated to a regular surface depend only on the first fundamental
form and should be included in the category of intrinsic concepts. It is therefore
convenient that we formulate in a precise way what is meant by two regular
surfaces having equal first fundamental forms.

S and S̄ will always denote regular surfaces.

DEFINITION 1. A diffeomorphism ϕ: S → S̄ is an isometry if for all
p ∈ S and all pairs w1, w2 ∈ Tp(S) we have

〈w1, w2〉p = 〈dϕp(w1), dϕp(w2)〉ϕ(p).

The surfaces S and S̄ are then said to be isometric.

In other words, a diffeomorphism ϕ is an isometry if the differential dϕ

preserves the inner product. It follows that, dϕ being an isometry,

Ip(w) = 〈w, w〉p = 〈dϕp(w), dϕp(w)〉ϕ(p) = Iϕ(p)(dϕp(w))

for all w ∈ Tp(S). Conversely, if a diffeomorphism ϕ preserves the first
fundamental form, that is,

Ip(w) = Iϕ(p)(dϕp(w)) for all w ∈ Tp(S),
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then

2〈w1, w2〉 = Ip(w1 + w2) − Ip(w1) − Ip(w2)

= Iϕ(p)(dϕp(w1 + w2)) − Iϕ(p)(dϕp(w1)) − Iϕ(p)(dϕp(w2))

= 2〈dϕp(w1), dϕp(w2)〉,

and ϕ is, therefore, an isometry.

DEFINITION 2. A map ϕ: V → S̄ of a neighborhood V of p ∈ S is a
local isometry at p if there exists a neighborhood V̄ of ϕ(p) ∈ S̄ such that
ϕ: V → V̄ is an isometry. If there exists a local isometry into S̄ at every p ∈ S,
the surface S is said to be locally isometric to S̄. S and S̄ are locally isometric
if S is locally isometric to S̄ and S̄ is locally isometric to S.

It is clear that if ϕ: S → S̄ is a diffeomorphism and a local isometry for
every p ∈ S, then ϕ is an isometry (globally). It may, however, happen that
two surfaces are locally isometric without being (globally) isometric, as shown
in the following example.

Example 1. Let ϕ be a map of the coordinate neighborhood x̄(U) of the
cylinder given in Example 2 of Sec. 2-5 into the plane x(R2) of Example 1
of Sec. 2-5, defined by ϕ = x ◦ x̄−1 (we have changed x to x̄ in the parametriza-
tion of the cylinder). Then ϕ is a local isometry. In fact, each vector w, tangent
to the cylinder at a point p ∈ x̄(U), is tangent to a curve x̄(u(t), v(t)), where
(u(t), v(t)) is a curve in U ⊂ R2. Thus, w can be written as

w = x̄uu
′ + x̄vv

′.

On the other hand, dϕ(w) is tangent to the curve

ϕ(x̄(u(t), v(t))) = x(u(t), v(t)).

Thus, dϕ(w) = xuu
′ + xvv

′. Since E = Ē, F = F̄ , G = Ḡ, we obtain

Ip(w) = Ē(u′)2 + 2F̄ u′v′ + Ḡ(v′)2

= E(u′)2 + 2Fu′v′ + G(v′)2 = Iϕ(p)(dϕp(w)),

as we claimed. It follows that the cylinder x2 + y2 = 1 is locally isometric to
a plane.

The isometry cannot be extended to the entire cylinder because the cylinder
is not even homeomorphic to a plane. A rigorous proof of the last assertion
would take us too far afield, but the following intuitive argument may give
an idea of the proof. Any simple closed curve in the plane can be shrunk
continuously into a point without leaving the plane (Fig. 4-1). Such a property
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P

p

C

C´

S

Figure 4-1. C ⊂ P can be shrunk continuously into p without leaving P. The
same does not hold for C ′ ⊂ S.

would certainly be preserved under a homeomorphism. But a parallel of
the cylinder (Fig. 4-1) does not have that property, and this contradicts the
existence of a homeomorphism between the plane and the cylinder.

Before presenting further examples, we shall generalize the argument given
above to obtain a criterion for local isometry in terms of local coordinates.

PROPOSITION 1. Assume the existence of parametrizations x: U → S
and x̄: U → S̄ such that E = Ē, F = F̄, G = Ḡ in U. Then the map ϕ =
x̄ ◦ x−1: x(U) → S̄ is a local isometry.

Proof. Let p ∈ x(U) and w ∈ Tp(S). Then w is tangent to a curve x(α(t))

at t = 0, where α(t) = (u(t), v(t)) is a curve in U ; thus, w may be written
(t = 0)

w = xuu
′ + xvv

′.

By definition, the vector dϕp(w) is the tangent vector to the curve x̄ ◦ x−1 ◦
x(α(t)), i.e., to the curve x̄(α(t)) at t = 0 (Fig. 4-2). Thus,

dϕp(w) = x̄uu
′ + x̄vv

′.

Since

Ip(w) = E(u′)2 + 2Fu′v′ + G(v′)2,

Iϕ(p)(dϕp(w)) = Ē(u′)2 + 2F̄ u′v′ + Ḡ(v′)2,

we conclude that Ip(w) = Iϕ(p)(dϕp(w)) for all p ∈ x(U) and all w ∈ Tp(S);
hence, ϕ is a local isometry. Q.E.D.
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Figure 4-2

Example 2. Let S be a surface of revolution and let

x(u, v) = (f (v) cos u, f (v) sin u, g(v)),

a < v < b, 0 < u < 2π, f (v) > 0,

be a parametrization of S (cf. Example 4, Sec. 2-3). The coefficients of the
first fundamental form of S in the parametrization x are given by

E = (f (v))2, F = 0, G = (f ′(v))2 + (g′(v))2.

In particular, the surface of revolution of the catenary,

x = a cosh v, z = av, −∞ < v < ∞,

has the following parametrization:

x(u, v) = (a cosh v cos u, a cosh v sin u, av),

0 < u < 2π, −∞ < v < ∞,

relative to which the coefficients of the first fundamental form are

E = a2 cosh2
v, F = 0, G = a2(1 + sinh2

v) = a2 cosh2
v.

This surface of revolution is called the catenoid (see Fig. 4-3). We shall show
that the catenoid is locally isometric to the helicoid of Example 3, Sec. 2-5.

A parametrization for the helicoid is given by

x̄(ū, v̄) = (v̄ cos ū, v̄ sin ū, aū), 0 < ū < 2π,−∞ < v̄ < ∞.
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y
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Figure 4-3. The catenoid.

Let us make the following change of parameters:

ū = u, v̄ = a sinh v, 0 < u < 2π, −∞ < v < ∞,

which is possible since the map is clearly one-to-one, and the Jacobian

∂(ū, v̄)

∂(u, v)
= a cosh v

is nonzero everywhere. Thus, a new parametrization of the helicoid is

x̄(u, v) = (a sinh v cos u, a sinh v sin u, au),

relative to which the coefficients of the first fundamental form are given by

E = a2 cosh2
v, F = 0, G = a2 cosh2

v.

Using Prop. 1, we conclude that the catenoid and the helicoid are locally
isometric.

Figure 4-4 gives a geometric idea of how the isometry operates; it
maps “one turn” of the helicoid (coordinate neighborhood corresponding to
0 < u < 2π) into the catenoid minus one meridian.

Remark 1. The isometry between the helicoid and the catenoid has already
appeared in Chap. 3 in the context of minimal surfaces; cf. Exercise 14,
Sec. 3-5.
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Example 3. We shall prove that the one-sheeted cone (minus the vertex)

z = +k
√

x2 + y2, (x, y) �= (0, 0),

is locally isometric to a plane. The idea is to show that a cone minus a generator
can be “rolled” onto a piece of a plane.

(a) (b)

(c) (d)

Figure 4-4. Isometric deformation of helicoid to catenoid. (a) Phase 1.
(b) Phase 2. (c) Phase 3. (d) Phase 4.
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(e) (f)

(g)

Figure 4-4. (e) Phase 5. (f) Phase 6. (g) Phase 7.

Let U ⊂ R2 be the open set given in polar coordinates (ρ, θ) by

0 < ρ < ∞, 0 < θ < 2π sin α,

where 2α (0 < 2α < π) is the angle at the vertex of the cone (i.e., where cotan
α = k), and let f : U → R3 be the map (Fig. 4-5)

f (ρ, θ) =
(

ρ sin α cos

(

θ

sin α

)

, ρ sin α sin

(

θ

sin α

)

, ρ cos α

)

.

It is clear that f (U) is contained in the cone because

k
√

x2 + y2 = cotan α

√

ρ2 sin2
α = ρ cos α = z.
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Figure 4-5

Furthermore, when θ describes the interval (0, 2π sin α), θ/sin α describes the
interval (0, 2π). Thus, all points of the cone except the generator θ = 0 are
covered by f (U).

It is easily checked that f and df are one-to-one in U ; therefore, f is a
diffeomorphism of U onto the cone minus a generator.

We shall now show that f is an isometry. In fact, U may be thought of as
a regular surface, parametrized by

x̄(ρ, θ) = (ρ cos θ, ρ sin θ, 0), 0 < ρ < ∞, 0 < θ < 2π sin α.

The coefficients of the first fundamental form of U in this parametrization are

Ē = 1, F̄ = 0, Ḡ = ρ2.

On the other hand, the coefficients of the first fundamental form of the cone
in the parametrization F ◦ x̄ are

E = 1, F = 0, G = ρ2.

From Prop. 1 we conclude that F is a local isometry, as we wished.

Remark 2. The fact that we can compute lengths of curves on a surface
S by using only its first fundamental form allows us to introduce a notion of
“intrinsic” distance for points in S. Roughly speaking, we define the (intrinsic)
distance d(p, q) between two points of S as the infimum of the length of
curves on S joining p and q. (We shall go into that in more detail in Sec. 5-3.)
This distance is clearly greater than or equal to the distance ‖p − q‖ of p to
q as points in R3 (Fig. 4-6). We shall show in Exercise 3 that the distance
d is invariant under isometries; that is, if ϕ: S → S̄ is an isometry, then
d(p, q) = d(ϕ(p), ϕ(q)), p, q ∈ S.
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q

p

S

Figure 4-6

The notion of isometry is the natural concept of equivalence for the metric
properties of regular surfaces. In the same way as diffeomorphic surfaces are
equivalent from the point of view of differentiability, so isometric surfaces are
equivalent from the metric viewpoint.

It is possible to define further types of equivalence in the study of surfaces.
From our point of view, diffeomorphisms and isometries are the most impor-
tant. However, when dealing with problems associated with analytic functions
of complex variables, it is important to introduce the conformal equivalence,
which we shall now discuss briefly.

DEFINITION 3. A diffeomorphism ϕ: S → S̄ is called a conformal map
if for all p ∈ S and all v1, v2 ∈ Tp(S) we have

〈dϕp(v1), dϕp(v2)〉 = λ2(p)〈v1, v2〉p,

where λ2 is a nowhere-zero differentiable function on S; the surfaces S and
S̄ are then said to be conformal. A map ϕ: V → S̄ of a neighborhood V of
p ∈ S into S̄ is a local conformal map at p if there exists a neighborhood V̄ of
ϕ(p) such that ϕ: V → V̄ is a conformal map. If for each p ∈ S, there exists
a local conformal map at p, the surface S is said to be locally conformal to S̄.

The geometric meaning of the above definition is that the angles (but not
necessarily the lengths) are preserved by conformal maps. In fact, let α: I → S

and β: I → S be two curves in S which intersect at, say, t = 0. Their angle θ

at t = 0 is given by

cos θ =
〈α′, β ′〉
|α′||β ′|

, 0 ≤ θ ≤ π.

A conformal map ϕ: S → S̄ maps these curves into curves ϕ ◦ α: I → S̄,
ϕ ◦ β: I → S̄, which intersect for t = 0, making an angle θ̄ given by

cos θ̄ =
〈dϕ(α′), dϕ(β ′)〉
|dϕ(α′)||dϕ(β ′)|

=
λ2〈α′, β ′〉
λ2|α′||β ′|

= cos θ,

as we claimed. It is not hard to prove that this property characterizes the locally
conformal maps (Exercise 14).
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The following proposition is the analogue of Prop. 1 for conformal maps,
and its proof is also left as an exercise.

PROPOSITION 2. Let x: U → S and x̄: U → S̄ be parametrizations
such that E = λ2Ē, F = λ2F̄, G = λ2Ḡ in U, where λ2 is a nowhere-zero
differentiable function in U. Then the map ϕ = x̄ ◦ x−1: x(U) → S̄ is a local
conformal map.

Local conformality is easily seen to be a transitive relation; that is, if S1

is locally conformal to S2 and S2 is locally conformal to S3, then S1 is locally
conformal to S3.

The most important property of conformal maps is given by the following
theorem, which we shall not prove.

THEOREM. Any two regular surfaces are locally conformal.

The proof is based on the possibility of parametrizing a neighborhood of
any point of a regular surface in such a way that the coefficients of the first
fundamental form are

E = λ2(u, v) > 0, F = 0, G = λ2(u, v).

Such a coordinate system is called isothermal. Once the existence of an iso-
thermal coordinate system of a regular surface S is assumed, S is clearly
locally conformal to a plane, and by composition locally conformal to any
other surface.

The proof that there exist isothermal coordinate systems on any regular
surface is delicate and will not be taken up here. The interested reader
may consult L. Bers, Riemann Surfaces, New York University, Institute of
Mathematical Sciences, New York, 1957–1958, pp. 15–35.

Remark 3. Isothermal parametrizations already appeared in Chap. 3 in the
context of minimal surfaces; cf. Prop. 2 and Exercise 13 of Sec. 3-5.

EXERCISES

1. Let F : U ⊂ R2 → R3 be given by

F(u, v) = (u sin α cos v, u sin α sin v, u cos α),

(u, v) ∈ U = {(u, v) ∈ R2; u > 0}, α = const.

a. Prove that F is a local diffeomorphism of U onto a cone C with the
vertex at the origin and 2α as the angle of the vertex.

b. Is F a local isometry?
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2. Prove the following “converse” of Prop. 1: Let ϕ: S → S̄ be an isom-
etry and x: U → S a parametrization at p ∈ S; then x̄ = ϕ ◦ x is a
parametrization at ϕ(p) and E = Ē, F = F̄ , G = Ḡ.

*3. Show that a diffeomorphism ϕ: S → S̄ is an isometry if and only if the
arc length of any parametrized curve in S is equal to the arc length of
the image curve by ϕ.

4. Use the stereographic projection (cf. Exercise 16, Sec. 2-2) to show that
the sphere is locally conformal to a plane.

5. Let α1: I → R3, α2: I → R3 be regular parametrized curves, where the
parameter is the arc length. Assume that the curvatures k1 of α1 and
k2 of α2 satisfy k1(s) = k2(s) �= 0, s ∈ I . Let

x1(s, v) = α1(s) + vα′
1(s),

x2(s, v) = α2(s) + vα′
2(s)

be their (regular) tangent surfaces (cf. Example 5, Sec. 2-3) and let V be
a neighborhood of (s0, v0) such that x1(V ) ⊂ R3, x2(V ) ⊂ R3 are regular
surfaces (cf. Prop. 2, Sec. 2-3). Prove that x1 ◦ x−1

2 : x2(V ) → x1(V ) is
an isometry.

*6. Let α: I → R3 be a regular parametrized curve with k(t) �= 0, t ∈ I .
Let x(t, v) be its tangent surface. Prove that, for each (t0, v0) ∈ I ×
(R − {0}), there exists a neighborhood V of (t0, v0) such that x(V ) is
isometric to an open set of the plane (thus, tangent surfaces are locally
isometric to planes).

7. Let V and W be (n-dimensional) vector spaces with inner products
denoted by 〈 , 〉 and let F : V → W be a linear map. Prove that the
following conditions are equivalent:

a. 〈F(v1), F (v2)〉 = 〈v1, v2〉 for all v1, v2 ∈ V .

b. |F(v)| = |v| for all v ∈ V .

c. If {v1, . . . , vn} is an orthonormal basis in V , then {F(v1), . . . , F (vn)}
is an orthonormal basis in W .

d. There exists an orthonormal basis {v1, . . . , vn} in V such that
{F(v1), . . . , F (vn)} is an orthonormal basis in W.

If any of these conditions is satisfied, F is called a linear isometry of V

into W. (When W = V , a linear isometry is often called an orthogonal
transformation.)

*8. Let G: R3 → R3 be a map such that

|G(p) − G(q)| = |p − q| for all p, q ∈ R3
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(that is, G is a distance-preserving map). Prove that there exists p0 ∈ R3

and a linear isometry (cf. Exercise 7) F of the vector space R3 such that

G(p) = F(p) + p0 for all p ∈ R3.

9. Let S1, S2, and S3 be regular surfaces. Prove that

a. If ϕ: S1 → S2 is an isometry, then ϕ−1: S2 → S1 is also an isometry.

b. If ϕ: S1 → S2, ψ : S2 → S3 are isometries, then ψ ◦ ϕ: S1 → S3 is an
isometry.

This implies that the isometries of a regular surface S constitute in a
natural way a group, called the group of isometries of S.

10. Let S be a surface of revolution. Prove that the rotations about its axis
are isometries of S.

11. a. Let S ⊂ R3 be a regular surface and let F : R3 → R3 be a
distance-preserving diffeomorphism of R3 (see Exercise 8) such that
F(S) ⊂ S. Prove that the restriction of F to S is an isometry of S.

b. Use part a to show that the group of isometries (see Exercise 10) of
the unit sphere x2 + y2 + z2 = 1 contains the group of orthogonal
linear transformations of R3 (it is actually equal; see Exercise 23,
Sec. 4-4).

c. Give an example to show that there are isometries ϕ: S1 → S2 which
cannot be extended into distance-preserving maps F : R3 → R3.

*12. Let C = {(x, y, z) ∈ R3; x2 + y2 = 1} be a cylinder. Construct an isom-
etry ϕ: C → C such that the set of fixed points of ϕ, i.e., the set
{p ∈ C; ϕ(p) = p}, contains exactly two points.

13. Let V and W be (n-dimensional) vector spaces with inner products 〈 , 〉.
Let G: V → W be a linear map. Prove that the following conditions are
equivalent:

a. There exists a real constant λ �= 0 such that

〈G(v1), G(v2)〉 = λ2〈v1, v2〉 for all v1, v2 ∈ V.

b. There exists a real constant λ > 0 such that

|G(v)| = λ|v| for all v ∈ V.

c. There exists an orthonormal basis {v1, . . . , vn} of V such that
{G(v1), . . . , G(vn)} is an orthogonal basis of W and, also, the vectors
G(vi), i = 1, . . . , n, have the same (nonzero) length.

If any of these conditions is satisfied, G is called a linear conformal map
(or a similitude).
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14. We say that a differentiable map ϕ: S1 → S2 preserves angles when for
every p ∈ S1 and every pair v1, v2 ∈ Tp(S1) we have

cos(v1, v2) = cos(dϕp(v1), dϕp(v2)).

Prove that ϕ is locally conformal if and only if it preserves angles.

15. Let ϕ: R2 → R2 be given by ϕ(x, y) = (u(x, y), v(x, y)), where u and
v are differentiable functions that satisfy the Cauchy-Riemann equations

ux = vy, uy = −vx .

Show that ϕ is a local conformal map from R2 − Q into R2, where
Q = {(x, y) ∈ R2; u2

x + u2
y = 0}.

16. Let x: U ⊂ R2 → R3, where

U = {(θ, ϕ) ∈ R2; 0 < θ < π, 0 < ϕ < 2π},
x(θ, ϕ) = (sin θ cos ϕ, sin θ sin ϕ, cos θ),

be a parametrization of the unit sphere S2. Let

log tan 1
2
θ = u, ϕ = v,

and show that a new parametrization of the coordinate neighborhood
x(U) = V can be given by

y(u, v) = (sech u cos v, sech u sin v, tanh u).

Prove that in the parametrization y the coefficients of the first fundamen-
tal form are

E = G = sech2
u, F = 0.

Thus, y−1: V ⊂ S2 → R2 is a conformal map which takes the merid-
ians and parallels of S2 into straight lines of the plane. This is called
Mercator’s projection.

*17. Consider a triangle on the unit sphere so that its sides are made up of
segments of loxodromes (i.e., curves which make a constant angle with
the meridians; cf. Example 4, Sec. 2-5), and do not contain poles. Prove
that the sum of the interior angles of such a triangle is π .

18. A diffeomorphism ϕ: S → S̄ is said to be area-preserving if the area
of any region R ⊂ S is equal to the area of ϕ(R). Prove that if ϕ is
area-preserving and conformal, then ϕ is an isometry.

19. Let S2 = {(x, y, z) ∈ R3; x2 + y2 + z2 = 1} be the unit sphere and C =
{(x, y, z) ∈ R3; x2 + y2 = 1} be the circumscribed cylinder. Let

ϕ: S2 − {(0, 0, 1) ∪ (0, 0, −1)} = M → C
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be a map defined as follows. For each p ∈ M , the line passing through
p and perpendicular to 0z meets 0z at the point q. Let l be the half-line
starting from q and containing p (Fig. 4-7). By definition, ϕ(p) = C ∩ l.

q

z

p
l

φ( p)

0

Figure 4-7

Prove that ϕ is an area-preserving diffeomorphism.

20. Let x: U ⊂ R2 → S be the parametrization of a surface of revolution S:

x(u, v) = (f (v) cos u, f (v) sin u, g(v)), f (v) > 0,

U = {(u, v) ∈ R2; 0 < u < 2π, a < v < b}.

a. Show that the map ϕ: U → R2 given by

ϕ(u, v) =
(

u,

∫

√

(f ′(v))2 + (g′(v))2

f (v)
dv

)

is a local diffeomorphism.

b. Use part a to prove that a surface of revolution S is locally con-
formal to a plane in such a way that each local conformal map θ :
V ⊂ S → R2 takes the parallels and the meridians of the neighbor-
hood V into an orthogonal system of straight lines in θ(V ) ⊂ R2.
(Notice that this generalizes Mercator’s projection of Exercise 16.)

c. Show that the map ψ : U → R2 given by

ψ(u, v) =
(

u,

∫

f (v)
√

(f ′(v))2 + (g′(v))2 dv

)

is a local diffeomorphism.

d. Use part c to prove that for each point p of a surface of revolution S

there exists a neighborhood V ⊂ S and a map θ̄ : V → R2 of V into
a plane that is area-preserving.
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4-3. The Gauss Theorem and the Equations

of Compatibility

The properties of Chap. 3 were obtained from the study of the variation of
the tangent plane in a neighborhood of a point. Proceeding with the analogy
with curves, we are going to assign to each point of a surface a trihedron (the
analogue of Frenet’s trihedron) and study the derivatives of its vectors.

S will denote, as usual, a regular, orientable, and oriented surface. Let
x: U ⊂ R2 → S be a parametrization in the orientation of S. It is possible to
assign to each point of x(U) a natural trihedron given by the vectors xu, xv,
and N . The study of this trihedron will be the subject of this section.

By expressing the derivatives of the vectors xu, xv, and N in the basis
{xu, xv, N}, we obtain

xuu = Ŵ
1
11xu + Ŵ

2
11xv + L1N,

xuv = Ŵ
1
12xu + Ŵ

2
12xv + L2N,

xvu = Ŵ
1
21xu + Ŵ

2
21xv + L̄2N,

xvv = Ŵ
1
22xu + Ŵ

2
22xv + L3N,

Nu = a11xu + a2 1xv,

Nv = a12xu + a2 2xv,

(1)

where the aij , i, j = 1, 2, were obtained in Chap. 3 and the other coeffi-
cients are to be determined. The coefficients Ŵ

k

ij , i, j, k = 1, 2, are called
the Christoffel symbols of S in the parametrization x. Since xuv = xvu, we
conclude that Ŵ

1
12 = Ŵ

1
21 and Ŵ

2
12 = Ŵ

2
21; that is, the Christoffel symbols are

symmetric relative to the lower indices.
By taking the inner product of the first four relations in (1) with N , we

immediately obtain L1 = e, L2 = L̄2 = f , L3 = g, where e, f, g are the
coefficients of the second fundamental form of S.

To determine the Christoffel symbols, we take the inner product of the first
four relations with xu and xv, obtaining the system

{

Ŵ
1
11E + Ŵ

2
11F = 〈xuu, xu〉 = 1

2
Eu,

Ŵ
1
11F + Ŵ

2
11G = 〈xuu, xv〉 = Fu − 1

2
Ev,

{

Ŵ
1
12E + Ŵ

2
12F = 〈xuv, xu〉 = 1

2
Ev,

Ŵ
1
12F + Ŵ

2
12G = 〈xuv, xv〉 = 1

2
Gu,

{

Ŵ
1
22E + Ŵ

2
22F = 〈xvv, xu〉 = Fv − 1

2
Gu,

Ŵ
1
22F + Ŵ

2
22G = 〈xvv, xv〉 = 1

2
Gv.

(2)

Note that the above equations have been grouped into three pairs of equa-
tions and that for each pair the determinant of the system is EG − F 2 �= 0.
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Thus, it is possible to solve the above system and to compute the Christoffel
symbols in terms of the coefficients of the first fundamental form, E, F, G, and
their derivatives. We shall not obtain the explicit expressions of the Ŵ

k

ij , since
it is easier to work in each particular case with the system (2). (See Example 1
below.) However, the following consequence of the fact that we can solve the
system (2) is very important: All geometric concepts and properties expressed
in terms of the Christoffel symbols are invariant under isometries.

Example 1. We shall compute the Christoffel symbols for a surface of
revolution parametrized by (cf. Example 4, Sec. 2-3)

x(u, v) = {f (v) cos u, f (v) sin u, g(v)), f (v) �= 0.

Since
E = (f (v))2, F = 0, G = {f ′(v))2 + (g′(v))2,

we obtain
Eu = 0, Ev = 2ff ′,

Fu = Fv = 0, Gu = 0,

Gv = 2(f ′f ′′ + g′g′′),

where prime denotes derivative with respect to v. The first two equations of
the system (2) then give

Ŵ
1
11 = 0, Ŵ

2
11 = −

ff ′

(f ′)2 + (g′)2
.

Next, the second pair of equations in system (2) yield

Ŵ
1
12 =

ff ′

f 2
, Ŵ

2
12 = 0.

Finally, from the last two equations in system (2) we obtain

Ŵ
1
22 = 0, Ŵ

2
22 =

f ′f ′′ + g′g′′

(f ′)2 + (g′)2
.

As we have just seen, the expressions of the derivatives of xu, xv, and N

in the basis {xu, xv, N} involve only the knowledge of the coefficients of the
first and second fundamental forms of S. A way of obtaining relations between
these coefficients is to consider the expressions

(xuu)v − (xuv)u = 0,

(xvv)u − (xvu)v = 0,

Nuv − Nvu = 0.

(3)
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By introducing the values of (1), we may write the above relations in the
form

A1xu + B1xv + C1N = 0,

A2xu + B2xv + C2N = 0,

A3xu + B3xv + C3N = 0,

(3a)

where Ai, Bi, Ci , i = 1, 2, 3, are functions of E, F, G, e, f, g and of their
derivatives. Since the vectors xu, xv, N are linearly independent, (3a) implies
that there exist nine relations:

Ai = 0, Bi = 0, Ci = 0, i = 1, 2, 3.

As an example, we shall determine the relations A1 = 0, B1 = 0, C1 = 0.
By using the values of (1), the first of the relations (3) may be written

Ŵ
1
11xuv + Ŵ

2
11xvv + eNv + (Ŵ1

11)vxu + (Ŵ2
11)vxv + evN

= Ŵ
1
12xuu + Ŵ

2
12xvu + f Nu + (Ŵ1

12)uxu + (Ŵ2
12)uxv + fuN.

(4)

By using (1) again and equating the coefficients of xv, we obtain

Ŵ
1
11Ŵ

2
12 + Ŵ

2
11Ŵ

2
22 + ea22 + (Ŵ2

11)v

= Ŵ
1
12Ŵ

2
11 + Ŵ

2
12Ŵ

2
12 + f a21 + (Ŵ2

12)u.

Introducing the values of aij already computed (cf. Sec. 3-3) it follows that

(Ŵ2
12)u − (Ŵ2

11)v + Ŵ
1
12Ŵ

2
11 + Ŵ

2
12Ŵ

2
12 − Ŵ

2
11Ŵ

2
22 − Ŵ

1
11Ŵ

2
12

= −E
eg − f 2

EG − F 2

= −EK . (5)

At this point it is convenient to interrupt our computations in order to draw
attention to the fact that the above equation proves the following theorem, due
to K. F. Gauss.

THEOREMA EGREGIUM (Gauss). The Gaussian curvature K of a
surface is invariant by local isometries.

In fact if x: U ⊂ R2 → S is a parametrization at p ∈ S and if ϕ: V ⊂ S − S̄,
where V ⊂ x(U) is a neighborhood of p, is a local isometry at p, then
y = ϕ ◦ x is a parametrization of S̄ at ϕ(p). Since ϕ is an isometry, the coef-
ficients of the first fundamental form in the parametrizations x and y agree at
corresponding points q and ϕ(q), q ∈ V ; thus, the corresponding Christoffel
symbols also agree. By Eq. (5), K can be computed at a point as a function of
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the Christoffel symbols in a given parametrization at the point. It follows that
K(q) = K(ϕ(q)) for all q ∈ V .

The above expression, which yields the value of K in terms of the coeffi-
cients of the first fundamental form and its derivatives, is known as the Gauss
formula. It was first proved by Gauss in a famous paper [1].

The Gauss theorem is considered, by the extension of its consequences,
one of the most important facts of differential geometry. For the moment we
shall mention only the following corollary.

As was proved in Sec. 4-2, a catenoid is locally isometric to a helicoid.
It follows from the Gauss theorem that the Gaussian curvatures are equal at
corresponding points, a fact which is geometrically nontrivial.

Actually, it is a remarkable fact that a concept such as the Gaussian cur-
vature, the definition of which made essential use of the position of a surface
in the space, does not depend on this position but only on the metric structure
(first fundamental form) of the surface.

We shall see in the next section that many other concepts of differential
geometry are in the same setting as the Gaussian curvature; that is, they depend
only on the first fundamental form of the surface. It thus makes sense to
talk about a geometry of the first fundamental form, which we call intrinsic
geometry, since it may be developed without any reference to the space that
contains the surface (once the first fundamental form is given).

†With an eye to a further geometrical result we come back to our computa-
tions. By equating the coefficients of xu in (4), we see that the relation A1 = 0
may be written in the form

(Ŵ1
12)u − (Ŵ1

11)v + Ŵ
2
12Ŵ

1
12 − Ŵ

2
11Ŵ

1
22 = FK. (5a)

By equating also in Eq. (4) the coefficients of N , we obtain C1 = 0 in the
form

ev − fu = eŴ1
12 + f (Ŵ2

12 − Ŵ
1
11) − gŴ

2
11. (6)

Observe that relation (5a) is (when F �= 0) merely another form of the
Gauss formula (5).

By applying the same process to the second expression of (3), we obtain
that both the equations A2 = 0 and B2 = 0 give again the Gauss formula (5).
Furthermore, C2 = 0 is given by

fv − gu = eŴ1
22 + f (Ŵ2

22 − Ŵ
1
12) − gŴ

2
12. (6a)

Finally, the same process can be applied to the last expression of (3), yielding
that C3 = 0 is an identity and that A3 = 0 and B3 = 0 are again Eqs. (6) and
(6a). Equations (6) and (6a) are called Mainardi-Codazzi equations.

†The rest of this section will not be used until Chap. 5. If omitted, Exercises 7 and 8
should also be omitted.
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The Gauss formula and the Mainardi-Codazzi equations are known under
the name of compatibility equations of the theory of surfaces.

A natural question is whether there exist further relations of compatibility
between the first and the second fundamental forms besides those already
obtained. The theorem stated below shows that the answer is negative. In other
words, by successive derivations or any other process we would obtain no
further relations among the coefficients E, F , G, e, f , g and their derivatives.
Actually, the theorem is more explicit and asserts that the knowledge of the first
and second fundamental forms determines a surface locally. More precisely,

THEOREM (Bonnet). Let E, F, G, e, f, g be differentiable functions,
defined in an open set V ⊂ R2, with E > 0 and G > 0. Assume that the given
functions satisfy formally the Gauss and Mainardi-Codazzi equations and
that EG − F2 > 0. Then, for every q ∈ V there exists a neighborhood U ⊂ V
of q and a diffeomorphism x: U → x(U) ⊂ R3 such that the regular surface
x(U) ⊂ R3 has E, F, G and e, f, g as coefficients of the first and second
fundamental forms, respectively. Furthermore, if U is connected and if

x̄: U → x̄(U) ⊂ R3

is another diffeomorphism satisfying the same conditions, then there exist a
translation T and a proper linear orthogonal transformation ρ in R3 such that
x̄ = T ◦ ρ ◦ x.

A proof of this theorem may be found in the appendix to Chap. 4.
For later use, it is convenient to observe how the Mainardi-Codazzi equa-

tions simplify when the coordinate neighborhood contains no umbilical points
and the coordinate curves are lines of curvature (F = 0 = f ). Then, Eqs. (6)
and (6a) may be written

ev = eŴ1
12 − gŴ

2
11, gu = gŴ

2
12 − eŴ1

22.

By taking into consideration that F = 0 implies that

Ŵ
2
11 = −

1

2

Ev

G
, Ŵ

1
12 =

1

2

Ev

E
,

Ŵ
1
22 = −

1

2

Gu

E
, Ŵ

2
12=

1

2

Gu

G
,

we conclude that the Mainardi-Codazzi equations take the following form:

ev =
Ev

2

( e

E
+

g

G

)

, (7)

gu =
Gu

2

( e

E
+

g

G

)

. (7a)
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EXERCISES

1. Show that if x is an orthogonal parametrization, that is, F = 0, then

K = −
1

2
√

EG

{(

Ev√
EG

)

v

+
(

Gu√
EG

)

u

}

.

2. Show that if x is an isothermal parametrization, that is, E = G = λ(u, v)

and F = 0, then

K = −
1

2λ
�(log λ),

where �ϕ denotes the Laplacian (∂2ϕ/∂u2) + (∂2ϕ/∂v2) of the function
ϕ. Conclude that when E = G = (u2 + v2 + c)−2 and F = 0, then K =
const. = 4c.

3. Verify that the surfaces

x(u, v) = (u cos v, u sin v, log u), u > 0

x̄(u, v) = (u cos v, u sin v, v),

have equal Gaussian curvature at the points x(u, v) and x̄(u, v) but that the
mapping x̄ ◦ x−1 is not an isometry. This shows that the “converse” of the
Gauss theorem is not true.

4. Show that no neighborhood of a point in a sphere may be isometrically
mapped into a plane.

5. If the coordinate curves form a Tchebyshef net (cf. Exercises 7 and 8,
Sec. 2-5), then E = G = 1 and F = cos θ . Show that in this case

K = −
θuv

sin θ
.

6. Show that there exists no surface x(u, v) such that E = G = 1, F = 0 and
e = 1, g = −1, f = 0.

7. Does there exist a surface x = x(u, v) with E = 1, F = 0, G = cos2 u and
e = cos2 u, f = 0, g = 1?

8. Compute the Christoffel symbols for an open set of the plane

a. In Cartesian coordinates.

b. In polar coordinates.

Use the Gauss formula to compute K in both cases.

9. Justify why the surfaces below are not pairwise locally isometric:

a. Sphere.

b. Cylinder.

c. Saddle z = x2 − y2.
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4-4. Parallel Transport. Geodesics.

We shall now proceed to a systematic exposition of the intrinsic geometry.
To display the intuitive meaning of the concepts, we shall often give definitions
and interpretations involving the space exterior to the surface. However, we
shall prove in each case that the concepts to be introduced depend only on the
first fundamental form.

We shall start with the definition of covariant derivative of a vector field,
which is the analogue for surfaces of the usual differentiation of vectors in the
plane. We recall that a (tangent) vector field in an open set U ⊂ S of a regular
surface S is a correspondence w that assigns to each p ∈ U a vector w(p) ∈
Tp(S). The vector field w is differentiable at p if, for some parametrization
x(u, v) in p, the components a and b of w = axu + bxv in the basis {xu, xv}
are differentiable functions at p. The vector field w is differentiable in U if it
is differentiable for every p ∈ U .

DEFINITION 1. Let w be a differentiable vector field in an open set
U ⊂ S and p ∈ U. Let y ∈ Tp(S). Consider a parametrized curve

α: (−ǫ, ǫ) → U,

with α(0) = p and α′(0) = y, and let w(t), t ∈ (−ǫ, ǫ), be the restriction of
the vector field w to the curve α. The vector obtained by the normal projection
of (dw/dt)(0) onto the plane Tp(S) is called the covariant derivative at p of
the vector field w relative to the vector y. This covariant derivative is denoted
by (Dw/dt)(0) or (Dyw)(p) (Fig. 4-8).

The above definition makes use of the normal vector of S and of a particular
curve α, tangent to y at p. To show that covariant differentiation is a concept

N

p

ST
p
(S)

w

y = α´(0)

dw
dt

Dw
dt

Figure 4-8. The covariant derivative.
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of the intrinsic geometry and that it does not depend on the choice of the curve
α, we shall obtain its expression in terms of a parametrization x(u, v) of S

in p.
Let x(u(t), v(t)) = α(t) be the expression of the curve α and let

w(t) = a(u(t), v(t))xu + b(u(t), v(t))xv

= a(t)xu + b(t)xv,

be the expression of w(t) in the parametrization x(u, v). Then

dw

dt
= a(xuuu

′ + xuvv
′) + b(xvuu

′ + xvvv
′) + a′xu + b′xv,

where prime denotes the derivative with respect to t .
Since Dw/dt is the component of dw/dt in the tangent plane, we use the

expressions in (1) of Sec. 4-3 for xuu, xuv, and xvv and, by dropping the normal
component, we obtain

Dw

dt
= (a′ + Ŵ

1
11au′ + Ŵ

1
12av′ + Ŵ

1
12bu′ + Ŵ

1
22bv′)xu

+ (b′ + Ŵ
2
11au′ + Ŵ

2
12av′ + Ŵ

2
12bu′ + Ŵ

2
22bv′)xv.

(1)

Expression (1) shows that Dw/dt depends only on the vector (u′, v′) = y

and not on the curve α. Furthermore, the surface makes its appearance in Eq.
(1) through the Christoffel symbols, that is, through the first fundamental form.
Our assertions are, therefore, proved.

If, in particular, S is a plane, we know that it is possible to find a
parametrization in such a way that E = G = 1 and F = 0. A quick inspec-
tion of the equations that give the Christoffel symbols shows that in this case
the Ŵ

k

ij become zero. In this case, it follows from Eq. (1) that the covariant
derivative agrees with the usual derivative of vectors in the plane (this can also
be seen geometrically from Def. 1). The covariant derivative is, therefore, a
generalization of the usual derivative of vectors in the plane.

Another consequence of Eq. (1) is that the definition of covariant deriva-
tive may be extended to a vector field which is defined only at the points of a
parametrized curve. To make this point clear, we need some definitions.

DEFINITION 2. A parametrized curve α: [0, l] → S is the restriction to
[0, l] of a differentiable mapping of (0 − ǫ, l + ǫ), ǫ > 0, into S. If α(0) = p
and α(l) = q, we say that α joins p to q. α is regular if α′(t) �= 0 for t ∈ [0, l].

In what follows it will be convenient to use the notation [0, l] = I whenever
the specification of the end point l is not necessary.
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DEFINITION 3. Let α: I → S be a parametrized curve in S. A vector
field w along α is a correspondence that assigns to each t ∈ I a vector

w(t) ∈ Tα(t)(S).

The vector field w is differentiable at t0 ∈ I if for some parametrization
x(u, v) in α(t0) the components a(t), b(t) of w(t) = axu + bxv are differen-
tiable functions of t at t0. w is differentiable in I if it is differentiable for every
t ∈ I.

An example of a (differentiable) vector field along α is given by the field
α′(t) of the tangent vectors of α (Fig. 4-9).

α´(t)

α(t)

Figure 4-9. The field of tangent vectors along a curve α.

DEFINITION 4. Let w be a differentiable vector field along α: I → S.
The expression (1) of (Dw/dt)(t), t ∈ I, is well defined and is called the
covariant derivative of w at t.

From a point of view external to the surface, in order to obtain the covariant
derivative of a field w along α: I → S at t ∈ I we take the usual derivative
(dw/dt)(t) of w in t and project this vector orthogonally onto the tangent plane
Tα(t)(S). It follows that when two surfaces are tangent along a parametrized
curve α the covariant derivative of a field w along α is the same for both
surfaces.

If α(t) is a curve on S, we can think of it as the trajectory of a point which is
moving on the surface. α′(t) is then the speed and α′′(t) the acceleration of α.
The covariant derivative Dα′/dt of the field α′(t) is the tangential component
of the acceleration α′′(t). Intuitively Dα′/dt is the acceleration of the point
α(t) “as seen from the surface S.”
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DEFINITION 5. A vector field w along a parametrized curve α: I → S
is said to be parallel if Dw/dt = 0 for every t ∈ I.

In the particular case of the plane, the notion of parallel field along a
parametrized curve reduces to that of a constant field along the curve; that
is, the length of the vector and its angle with a fixed direction are constant
(Fig. 4-10). Those properties are partially reobtained on any surface as the
following proposition shows.

w

α

P Figure 4-10

PROPOSITION 1. Let w and v be parallel vector fields along α: I → S.
Then 〈w(t), v(t)〉 is constant. In particular, |w(t)| and |v(t)| are constant, and
the angle between v(t) and w(t) is constant.

Proof. To say that the vector field w is parallel along α means that dw/dt
is normal to the plane which is tangent to the surface at α(t); that is,

〈v(t), w′(t)〉 = 0, t ∈ I.

On the other hand, v′(t) is also normal to the tangent plane at α(t). Thus,

〈v(t), w(t)〉′ = 〈v′(t), w(t)〉 + 〈v(t), w′(t)〉 = 0;

that is, 〈v(t), w(t)〉 = constant. Q.E.D.

Of course, on an arbitrary surface parallel fields may look strange to our
R3 intuition. For instance, the tangent vector field of a meridian (parametrized
by arc length) of a unit sphere S2 is a parallel field on S2 (Fig. 4-11). In fact,
since the meridian is a great circle on S2, the usual derivative of such a field
is normal to S2. Thus, its covariant derivative is zero.

The following proposition shows that there exist parallel vector fields along
a parametrized curve α(t) and that they are completely determined by their
values at a point t0.
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α

α˝

α´

Figure 4-11. Parallel field on a sphere.

PROPOSITION 2. Let α: I → S be a parametrized curve in S and let
w0 ∈ Tα(t0)(S), t0 ∈ I. Then there exists a unique parallel vector field w(t)
along α(t), with w(t0) = w0.

An elementary proof of Prop. 2 will be given later in this section. Those
who are familiar with the material of Sec. 3-4 will notice, however, that the
proof is an immediate consequence of the theorem of existence and uniqueness
of differential equations.

Proposition 2 allows us to talk about parallel transport of a vector along a
parametrized curve.

DEFINITION 6. Let α: I → S be a parametrized curve and w0 ∈
Tα(t0)(S), t0 ∈ I. Let w be the parallel vector field along α, with w(t0) = w0.
The vector w(t1), t1 ∈ I, is called the parallel transport of w0 along α at the
point t1.

It should be remarked that if α: I → S, t ∈ I , is regular, then the parallel
transport does not depend on the parametrization of α(I). As a matter of fact,
if β: J → S, σ ∈ J is another regular parametrization for α(I), it follows
from Eq. (1) that

Dw

dσ
=

Dw

dt

dt

dσ
, t ∈ I, σ ∈ J.

Since dt/dσ �= 0, w(t) is parallel if and only if w(σ) is parallel.
Proposition 1 contains an interesting property of the parallel transport.

Fix two points p, q ∈ S and a parametrized curve α: I → S with α(0) = p,
α(1) = q. Denote by Pα: Tp(S) → Tq(S) the map that assigns to each v ∈
Tp(S) its parallel transport along α at q. Proposition 1 says that this map is a
linear isometry.
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Another interesting property of the parallel transport is that if two surfaces S

and S̄ are tangent along a parametrized curve α and w0 is a vector of Tα(t0)(S) =
Tα(t0)(S̄), then w(t) is the parallel transport of w0 relative to the surface S if
and only if w(t) is the parallel transport of w0 relative to S̄. Indeed, the
covariant derivative Dw/dt of w is the same for both surfaces. Since the
parallel transport is unique, the assertion follows.

The above property will allow us to give a simple and instructive example
of parallel transport.

Example 1. LetC be a parallel of colatitudeϕ (see Fig. 4-12) of an oriented
unit sphere and let w0 be a unit vector, tangent to C at some point p of C. Let
us determine the parallel transport of w0 along C, parametrized by arc length
s, with s = 0 at p.

ψ

C p

0
φ

w0

O

orientation

s = 0

t(s)

w(s)

w
0

2π sin ψ
θ

Figure 4-12 Figure 4-13

Consider the cone which is tangent to the sphere along C. The angle ψ at
the vertex of this cone is given by ψ = (π/2) − ϕ. By the above property, the
problem reduces to the determination of the parallel transport of w0, along C,
relative to the tangent cone.

The cone minus one generator is, however, isometric to an open set U ⊂ R2

(cf. Example 3, Sec. 4-2), given in polar coordinates by

0 < p < +∞, 0 < θ < 2π sin ψ.

Since in the plane the parallel transport coincides with the usual notion, we
obtain, for a displacement s of p, corresponding to the central angle θ (see
Fig. 4-13) that the oriented angle formed by the tangent vector t (s) with the
parallel transport w(s) is given by 2π − θ .

It is sometimes convenient to introduce the notion of a “broken curve,”
which can be expressed as follows.
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DEFINITION 7. A map α: [0, l] → S is a parametrized piecewise regular
curve if α is continuous and there exists a subdivision

0 = t0 < t1 < · · · < tk < tk+1 = l

of the interval [0, l] in such a way that the restriction α|[ti, ti+1], i = 0, . . . , k,

is a parametrized regular curve. Each α|[ti, ti+1] is called a regular arc of α.

The notion of parallel transport can be easily extended to parametrized
piecewise regular curves. If, say, the initial value w0 lies in the interval
[ti, ti+1], we perform the parallel transport in the regular arc α|[ti, ti+1] as
usual; if ti+1 �= l, we take w(ti+1) as the initial value for the parallel transport
in the next arc α|[ti+1, ti+2], and so forth.

Example 2.† The previous example is a particular case of an interesting
geometric construction of the parallel transport. Let C be a regular curve on
a surface S and assume that C is nowhere tangent to an asymptotic direc-
tion. Consider the envelope of the family of tangent planes of S along C (cf.
Example 4, Sec. 3-5). In a neighborhood of C, this envelope is a regular sur-
face � which is tangent to S along C. (In Example 1, � can be taken as a
ribbon around C on the cone which is tangent to the sphere along C.) Thus,
the parallel transport along C of any vector w ∈ Tp(S), p ∈ S, is the same
whether we consider it relative to S or to �. Furthermore, � is a developable
surface; hence, its Gaussian curvature is identically zero.

Now, we shall prove later in this book (Sec. 4-6, theorem of Minding) that
a surface of zero Gaussian curvature is locally isometric to a plane. Thus, we
can map a neighborhood V ⊂ � of p into a plane P by an isometry ϕ: V → P .
To obtain the parallel transport of w along V ∩ C, we take the usual parallel
transport in the plane of dϕp(w) along ϕ(C) and pull it back to � by dϕ

(Fig. 4-14).
This gives a geometric construction for the parallel transport along small

arcs of C. We leave it as an exercise to show that this construction can be
extended stepwise to a given arc of C. (Use the Heine-Borel theorem and
proceed as in the case of broken curves.)

The parametrized curves γ : I → R2 of a plane along which the field of their
tangent vectors γ ′(t) is parallel are precisely the straight lines of that plane.
The parametrized curves that satisfy an analogous condition for a surface are
called geodesics.

DEFINITION 8. A nonconstant, parametrized curve γ : I → S is said to
be geodesic at t ∈ I if the field of its tangent vectors γ ′(t) is parallel along
γ at t; that is,

†This example uses the material on ruled surfaces of Sec. 3-5.
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dφ
p
(w)

φ(V )

S

p

C

∑

w

V

φ

φ( p)

Figure 4-14. Parallel transport along C.

Dγ ′(t)

dt
= 0;

γ is a parametrized geodesic if it is geodesic for all t ∈ I.

By Prop. 1, we obtain immediately that |γ ′(t)| = const. = c �= 0. There-
fore, we may introduce the arc length s = ct as a parameter, and we conclude
that the parameter t of a parametrized geodesic γ is proportional to the arc
length of γ .

Observe that a parametrized geodesic may admit self-intersections. (Exam-
ple 6 will illustrate this; see Fig. 4-20.) However, its tangent vector is never
zero, and thus the parametrization is regular.

The notion of geodesic is clearly local. The previous considerations allow
us to extend the definition of geodesic to subsets of S that are regular curves.

DEFINITION 8a. A regular connected curve C in S is said to be
a geodesic if, for every p ∈ C, the parametrization α(s) of a coordinate
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neighborhood of p by the arc length s is a parametrized geodesic; that is,
α′(s) is a parallel vector field along α(s).

Observe that every straight line contained in a surface satisfies Def. 8a.
From a point of view exterior to the surface S, Def. 8a is equivalent to

saying that α′′(s) = kn is normal to the tangent plane, that is, parallel to the
normal to the surface. In other words, a regular curve C ⊂ S (k �= 0) is a
geodesic if and only if its principal normal at each point p ∈ C is parallel to
the normal to S at p.

The above property can be used to identify some geodesics geometrically,
as shown in the examples below.

Example 3. The great circles of a sphere S2 are geodesics. Indeed, the
great circles C are obtained by intersecting the sphere with a plane that passes
through the center O of the sphere. The principal normal at a point p ∈ C

lies in the direction of the line that connects p to O because C is a circle of
center O. Since S2 is a sphere, the normal lies in the same direction, which
verifies our assertion.

Later in this section we shall prove the general fact that for each point p ∈ S

and each direction in Tp(S) there exists exactly one geodesic C ⊂ S passing
through p and tangent to this direction. For the case of the sphere, through
each point and tangent to each direction there passes exactly one great circle,
which, as we proved before, is a geodesic. Therefore, by uniqueness, the great
circles are the only geodesics of a sphere.

Example 4. For the right circular cylinder over the circle x2 + y2 = 1, it
is clear that the circles obtained by the intersection of the cylinder with planes
that are normal to the axis of the cylinder are geodesics. That is so because the
principal normal to any of its points is parallel to the normal to the surface at
this point.

On the other hand, by the observation after Def. 8a the straight lines of the
cylinder (generators) are also geodesics.

To verify the existence of other geodesics on the cylinder C we shall
consider a parametrization (cf. Example 2, Sec. 2-5)

x(u, v) = (cos u, sin u, v)

of the cylinder in a point p ∈ C, with x(0, 0) = p. In this parametrization,
a neighborhood of p in a curve Ŵ is expressed by x(u(s), v(s)), where s is
the arc length of Ŵ. As we saw previously (cf. Example 1, Sec. 4-2), x is a
local isometry which maps a neighborhood U of (0, 0) of the uv plane into
the cylinder. Since the condition of being a geodesic is local and invariant
by isometries, the curve (u(s), v(s)) must be a geodesic in U passing through
(0, 0). But the geodesics of the plane are the straight lines. Therefore, excluding
the cases already obtained,
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u(s) = as, v(s) = bs, a2 + b2 = 1.

lt follows that when a regular curve Ŵ (which is neither a circle or a line)
is a geodesic of the cylinder it is locally of the form (Fig. 4-15)

(cos as, sin as, bs),

and thus it is a helix. In this way, all the geodesics of a right circular cylinder
are determined.

Geodesic
Local

isometry

(0,0) x

Figure 4-15. Geodesics on a cylinder.

Observe that given two points on a cylinder which arc not in a circle parallel
to the xy plane, it is possible to connect them through an infinite number
of helices. This fact means that two points of a cylinder may in general be
connected through an infinite number of geodesics, in contrast to the situation
in the plane. Observe that such a situation may occur only with geodesics that
make a “complete turn,” since the cylinder minus a generator is isometric to a
plane (Fig. 4-16).

p

q

Figure 4-16. Two geodesics on a cylinder joining p

and q.

Proceeding with the analogy with the plane, we observe that the lines,
that is, the geodesics of a plane, are also characterized as regular curves of
curvature zero. Now, the curvature of an oriented plane curve is given by the
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absolute value of the derivative of the unit vector field tangent to the curve,
associated to a sign which denotes the concavity of the curve in relation to
the orientation of the plane (cf. Sec. 1-5, Remark 1). To take the sign into
consideration, it is convenient to introduce the following definition.

DEFINITION 9. Let w be a differentiable field of unit vectors along a
parametrized curve α: I → S on an oriented surface S. Since w(t), t ∈ I, is a
unit vector field, (dw/dt)(t) is normal to w(t), and therefore

Dw

dt
= λ(N ∧ w(t)).

The real number λ = λ(t), denoted by [Dw/dt], is called the algebraic value
of the covariant derivative of w at t.

Observe that the sign of [Dw/dt] depends on the orientation of S and that
[Dw/dt] = 〈dw/dt, N ∧ w〉.

We should also make the general remark that, from now on, the orientation
of S will play an essential role in the concepts to be introduced. The careful
reader will have noticed that the definitions of parallel transport and geodesic
do not depend on the orientation of S. In constrast, the geodesic curvature, to
be defined below, changes its sign with a change of orientation of S.

We shall now define, for a curve in a surface, a concept which is an analogue
of the curvature of plane curves.

DEFINITION 10. Let C be an oriented regular curve contained in an
oriented surface S, and let α(s) be a parametrization of C, in a neighborhood
of p ∈ S, by the arc length s. The algebraic value of the covariant derivative
[Dα′(s)/ds] = kg of α′(s) at p is called the geodesic curvature of C at p.

The geodesics which are regular curves are thus characterized as curves
whose geodesic curvature is zero.

From a point of view external to the surface, the absolute value of the
geodesic curvature kg of C at p is the absolute value of the tangential com-
ponent of the vector α′′(s) = kn, where k is the curvature of C at p and n is
the normal vector of C at p. Recalling that the absolute value of the normal
component of the vector kn is the absolute value of the normal curvature kn

of C ⊂ S in p, we have immediately (Fig. 4-17)

k2 = k2
g + k2

n.

For instance, the absolute value of the geodesic curvature kg of a parallel
C of colatitude ϕ in a unit sphere S2 can be computed from the relation (see
Fig. 4-18)
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N
α′

Dα′

α˝

ds

kn

S

Figure 4-17

C sin φ

π/2–φ

1

kg cotan φ =

Figure 4-18. Geodesic curvature
of a parallel on a unit sphere.

1

sin2
ϕ

= k2
n + k2

g = 1 + k2
g;

that is,

k2
g = cotan2ϕ.

The sign of kg depends on the orientations of S2 and C.

A further consequence of that external interpretation is that when two sur-
faces are tangent along a regular curve C, the absolute value of the geodesic
curvature of C is the same relatively to any of the two surfaces.

Remark. The geodesic curvature of C ⊂ S changes sign when we change
the orientation of either C or S.



4-4. Parallel Transport. Geodesics. 253

We shall now obtain an expression for the algebraic value of the covariant
derivative (Prop. 3 below). For that we need some preliminaries.

Let v and w be two differentiable vector fields along the parametrized curve
α: I → S, with |v(t)| = |w(t)| = 1, t ∈ I . We want to define a differentiable
function ϕ: I → R in such a way that ϕ(t), t ∈ I , is a determination of the
angle from v(t) to w(t) in the orientation of S. For that, we consider the
differentiable vector field v̄ along α, defined by the condition that {v(t), v̄(t)} is
an orthonormal positive basis for every t ∈ I . Thus, w(t) may be expressed as

w(t) = a(t)v(t) + b(t)v̄(t),

where a and b are differentiable functions in I and a2 + b2 = 1.
Lemma 1 below shows that by fixing a determination ϕ0 of the angle from

v(t0) to w(t0) it is possible to “extend it” differentiably in I , and this yields
the desired function.

LEMMA 1. Let a and b be differentiable functions in I with a2 + b2 = 1
and ϕ0 be such that a(t0) = cos ϕ0, b(t0) = sin ϕ0. Then the differentiable
function

ϕ = ϕ0 +
∫ t

t0

(ab′ − ba′) dt

is such that cos ϕ(t) = a(t), sin ϕ(t) = b(t), t ∈ I, and ϕ(t0) = ϕ0.

Proof. It suffices to show that the function

(a − cos ϕ)2 + (b − sin ϕ)2 = 2 − 2(a cos ϕ + b sin ϕ)

is identically zero, or that

A = a cos ϕ + b sin ϕ = 1.

By using the fact that aa′ = −bb′ and the definition of ϕ, we easily obtain

A′ = −a(sin ϕ)ϕ′ + b(cos ϕ)ϕ′ + a′ cos ϕ + b′ sin ϕ

= −b′(sin ϕ)(a2 + b2) − a′(cos ϕ)(a2 + b2)

+ a′ cos ϕ + b′ sin ϕ = 0.

Therefore, A(t) = const., and since A(t0) = 1, the lemma is proved. Q.E.D.

We may now relate the covariant derivative of two unit vector fields along
a curve to the variation of the angle that they form.
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LEMMA 2. Let v and w be two differentiable vector fields along the curve
α: I → S, with |w(t)| = |v(t)| = 1, t ∈ I. Then

[

Dw

dt

]

−
[

Dv

dt

]

=
dϕ

dt
,

where ϕ is one of the differentiable determinations of the angle from v to w,
as given by Lemma 1.

Proof. We first prove the Lemma for ϕ �= 0. Since 〈v, w〉 = cos ϕ we
obtain

〈v′, w〉 + 〈v, w′〉 = − sin ϕϕ′, (2)

hence
〈Dv/dt, w〉 + 〈v, Dw/dt〉 = sin ϕϕ′.

But
〈Dv/dt, w〉 + 〈λN ∧ v, w〉 = [Dv/dt] < N ∧ v, w〉.

Thus, we can write the left-hand side of (2) as

〈Dv/dt, w〉 + 〈v, Dw/dt〉 = [Dv/dt] < N ∧ v, w〉 + [Dw, dt]〈v, N ∧ w〉
= ([Dv/dt] − [Dw, dt]) < N ∧ v, w〉.

It follows that
([Dv/dt] − [Dw/dt]) sin ϕ = sin ϕϕ′

and this proves the Lemma for ϕ �= 0.
If ϕ = 0 at p, either ϕ ≡ 0 in a neighborhood U of p, or there exists a

sequence (pn) → p with ϕ(pn) �= 0. In the first case, ϕ′ ≡ 0 in U , v = w and
the Lemma holds trivially. In the second case, the Lemma holds by continuity.

Q.E.D.

An immediate consequence of the above lemma is the following observa-
tion. Let C be a regular oriented curve on S, α(s) a parametrization by the arc
length s of C at p ∈ C, and v(s) a parallel field along α(s). Then, by taking
w(s) = α′(s), we obtain

kg(s) =
[

Dα′(s)

ds

]

=
dϕ

ds
.

In other words, the geodesic curvature is the rate of change of the angle
that the tangent to the curve makes with a parallel direction along the curve. In
the case of the plane, the parallel direction is fixed and the geodesic curvature
reduces to the usual curvature.

We are now able to obtain the promised expression for the algebraic value
of the covariant derivative. Whenever we speak of a parametrization of an
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oriented surface, this parametrization is assumed to be compatible with the
given orientation.

PROPOSITION 3. Let x(u, v) be an orthogonal parametrization (that is,
F = 0) of a neighborhood of an oriented surface S, and w(t) be a differentiable
field of unit vectors along the curve x(u(t), v(t)). Then

[

Dw

dt

]

=
1

2
√

EG

{

Gu

dv

dt
− Ev

du

dt

}

+
dϕ

dt
,

where ϕ(t) is the angle from xu to w(t) in the given orientation.

Proof. Let e1 = xu/
√

E, e2 = xv/
√

G be the unit vectors tangent to the
coordinate curves. Observe that e1 ∧ e2 = N , where N is the given orientation
of S. By using Lemma 2, we may write

[

Dw

dt

]

=
[

De1

dt

]

+
dϕ

dt
,

where e1(t) = e1(u(t), v(t)) is the field e1 restricted to the curve x(u(t), v(t)).
Now
[

De1

dt

]

=
〈

de1

dt
, N ∧ e1

〉

=
〈

de1

dt
, e2

〉

= 〈(e1)u, e2〉
du

dt
+ 〈(e1)v, e2〉

dv

dt
.

On the other hand, since F = 0, we have

〈xuu, xv〉 = − 1
2
Ev,

and therefore

〈(e1)u, e2〉 =
〈(

xu√
E

)

u

,
xv√
G

〉

= −
1

2

Ev√
EG

.

Similarly,

〈(e1)v, e2〉 =
1

2

Gu√
EG

.

By introducing these relations in the expression of [Dw/dt], we finally
obtain

[

Dw

dt

]

=
1

2
√

EG

{

Gu

dv

dt
− Ev

dv

dt

}

+
dϕ

dt
,

which completes the proof. Q.E.D.

As an application of Prop. 3, we shall prove the existence and uniqueness
of the parallel transport (Prop. 2).
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Proof of Prop. 2. Let us assume initially that the parametrized curve
α: I → S is contained in a coordinate neighborhood of an orthogonal
parametrization x(u, v). Then, with the notations of Prop. 3, the condition
of parallelism for the field w becomes

dϕ

dt
= −

1

2
√

EG

{

Gu

dv

dt
− Ev

du

dt

}

= B(t).

Denoting by ϕ0 a determination of the oriented angle from xu to w0, the field
w is entirely determined by

ϕ = ϕ0 +
∫ t

t0

B(t)dt,

which proves the existence and uniqueness of w in this case.
If α(I) is not contained in a coordinate neighborhood, we shall use the

compactness of I to divide α(I) into a finite number of parts, each contained
in a coordinate neighborhood. By using the uniqueness of the first part of the
proof in the nonempty intersections of these pieces, it is easy to extend the
result to the present case. Q.E.D.

A further application of Prop. 3 is the following expression for the geodesic
curvature, known as Liouville’s formula.

PROPOSITION 4 (Liouville). Let α(s) be a parametrization by arc
length of a neighborhood of a point p ∈ S of a regular oriented curve C on
an oriented surface S. Let x(u, v) be an orthogonal parametrization of S in p
and ϕ(s) be the angle that xu makes with α′(s) in the given orientation. Then

kg = (kg)1 cos ϕ + (kg)2 sin ϕ +
dϕ

ds
,

where (kg)1 and (kg)2 are the geodesic curvatures of the coordinate curves
v = const. and u = const. respectively.

Proof. By setting w = α′(s) in Prop. 3, we obtain

kg =
1

2
√

EG

{

Gu

dv

ds
− Ev

du

ds

}

+
dϕ

ds
.

Along the coordinate curve v = const. u = u(s), we have dv/ds = 0 and
du/ds = 1/

√
E; therefore,

(kg)1 = −
Ev

2E
√

G
.

Similarly,

(kg)2 =
Gu

2G
√

E
.



4-4. Parallel Transport. Geodesics. 257

By introducing these relations in the above formula for kg, we obtain

kg = (kg)1

√
E

du

ds
+ (kg)2

√
G

dv

ds
+

dϕ

ds
.

Since

√
E

du

ds
=
〈

α′(s),
xu√
E

〉

= cos ϕ and
√

G
dv

ds
= sin ϕ,

we finally arrive at

kg = (kg)1 cos ϕ + (kg)2 sin ϕ +
dϕ

ds
,

as we wished. Q.E.D.

We shall now introduce the equations of a geodesic in a coordinate neigh-
borhood. For that, let γ : I → S be a parametrized curve of S and let x(u, v)

be a parametrization of S in a neighborhood V of γ (t0), t0 ∈ I . Let J ⊂ I be
an open interval containing t0 such that γ (J ) ⊂ V . Let x(u(t), v(t)), t ∈ J ,
be the expression of γ : J → S in the parametrization x. Then, the tangent
vector field γ ′(t), t ∈ J , is given by

w = u′(t)xu + v′(t)xv.

Therefore, the fact that w is parallel is equivalent to the system of differential
equations

u′′ + Ŵ
1
11(u

′)2 + 2Ŵ
1
12u

′v′ + Ŵ
1
22(v

′)2 = 0,

v′′ + Ŵ
2
11(u

′)2 + 2Ŵ
2
12u

′v′ + Ŵ
2
22(v

′)2 = 0,
(4)

obtained from Eq. (1) by making a = u′ and b = v′, and equating to zero the
coefficients of xu and xv.

In other words, γ : I → S is a geodesic if and only if system (4) is satisfied
for every interval J ⊂ I such that γ (J ) is contained in a coordinate neighbor-
hood. The system (4) is known as the differential equations of the geodesics
of S.

An important consequence of the fact that the geodesics are characterized
by the system (4) is the following proposition.

PROPOSITION 5. Given a point p ∈ S and a vector w ∈ Tp(S), w �= 0,
there exist an ǫ > 0 and a unique parametrized geodesic γ : (−ǫ, ǫ) → S such
that γ (0) = p, γ ′(0) = w.

In Sec. 4-7 we shall show how Prop. 5 may be derived from theorems on
vector fields.

Remark. The reason for taking w �= 0 in Prop. 5 comes from the fact
that we have excluded the constant curves in the definition of parametrized
geodesics (cf. Def. 8).
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We shall use the rest of this section to give some geometrical applications
of the differential equations (4). This material can be omitted if the reader
wants to do so. In this case, Exercises 18, 20, and 21 should also be omitted.

Example 5. We shall use system (4) to study locally the geodesics of a
surface of revolution (cf. Example 4, Sec. 2-3) with the parametrization

x = f (v) cos u, y = f (v) sin u, z = g(v).

By Example 1 of Sec. 4-3, the Christoffel symbols are given by

Ŵ
1
11 = 0, Ŵ

2
11 = −

ff ′

(f ′)2 + (g′)2
, Ŵ

1
12 =

ff ′

f 2
,

Ŵ
2
12 = 0, Ŵ

1
22 = 0, Ŵ

2
22 =

f ′f ′′ + g′g′′

(f ′)2 + (g′)2
.

With the values above, system (4) becomes

u′′ +
2ff ′

f 2
u′v′ = 0,

v′′ −
ff ′

(f ′)2 + (g′)2
(u′)2 +

f ′f ′′ + g′g′′

(f ′)2 + (g′)2
(v′)2 = 0.

(4a)

We are going to obtain some conclusions from these equations.
First, as expected, the meridians u = const. and v = v(s), parametrized

by arc length s, are geodesics. Indeed, the first equation of (4a) is trivially
satisfied by u = const. The second equation becomes

v′′ +
f ′f ′′ + g′g′′

(f ′)2 + (g′)2
(v′)2 = 0.

Since the first fundamental form along the meridian u = const. v = v(s) yields

((f ′)2 + (g′)2)(v′)2 = 1,

we conclude that

(v′)2 =
1

(f ′)2 + (g′)2
.

Therefore, by derivation,

2v′v′′ = −
2(f ′f ′′ + g′g′′)

((f ′)2 + (g′)2)2
v′ = −

2(f ′f ′′ + g′g′′)

(f ′)2 + (g′)2
(v′)3,

or, since v′ �= 0,

v′′ = −
f ′f ′′ + g′g′′

(f ′)2 + (g′)2
(v′)2;

that is, along the meridian the second of the equations (4a) is also satisfied,
which shows that in fact the meridians are geodesics.
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Now we are going to determine which parallels v = const. u = u(s),
parametrized by arc length, are geodesics. The first of the equations (4a) gives
u′ = const. and the second becomes

ff ′

(f ′)2 + (g′)2
(u′)2 = 0.

In order that the parallel v = const., u = u(s) be a geodesic it is necessary
that u′ �= 0. Since (f ′)2 + (g′)2 �= 0 and f �= 0, we conclude from the above
equation that f ′ = 0.

In other words, a necessary condition for a parallel of a surface of revolution
to be a geodesic is that such a parallel be generated by the rotation of a point
of the generating curve where the tangent is parallel to the axis of revolution
(Fig. 4-19). This condition is clearly sufficient, since it implies that the normal
line of the parallel agrees with the normal line to the surface (Fig. 4-19).

Geodesic

Geodesic

Not a
geodesic

Figure 4-19

We shall obtain for further use an interesting geometric consequence from
the first of the equations (4a), known as Clairaut’s relation. Observe that the
first of the equations (4a) may be written as

(f 2u′)′ = f 2u′′ + 2ff ′u′v′ = 0;

hence,
f 2u′ = const. = c.
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On the other hand, the angle θ , 0 ≤ θ ≤ π/2, of a geodesic with a parallel that
intersects it is given by

cos θ =
|〈xu, xuu

′ + xvv
′〉|

|xu|
= |f u′|,

where {xu, xv} is the associated basis to the given parametrization. Since
f = r is the radius of the parallel at the intersection point, we obtain
Clairaut’s relation:

r cos θ = const. = |c|.

In the next example we shall show how useful this relation is. See also
Exercises 18, 20, and 21.

Finally, we shall show that system (4a) may be integrated by means of
primitives. Let u = u(s), v = v(s) be a geodesic parametrized by arc length,
which we shall assume not to be a meridian or a parallel of the surface. The
first of the equations (4a) is then written as f 2u′ = const. = c �= 0.

Observe initially that the first fundamental form along (u(s), v(s)),

1 = f 2

(

du

ds

)2

+ ((f ′)2 + (g′)2)

(

dv

ds

)2

, (5)

together with the first of the equations (4a), is equivalent to the second of the
equations (4a). In fact, by substituting f 2u′ = c in Eq. (5), we obtain

(

dv

ds

)2

((f ′)2 + (g′)2) = −
c2

f 2
+ 1;

hence, by differentiating with respect to s,

2
dv

ds

d2v

ds2
((f ′)2 + (g′)2) +

(

dv

ds

)2

(2f ′f ′′ + 2g′g′′)
dv

ds
=

2ff ′c2

f 4

dv

ds
,

which is equivalent to the second equation of (4a), since (u(s), v(s)) is not
a parallel. (Of course the geodesic may be tangent to a parallel which is not
a geodesic and then v′(s) = 0. However, Clairaut’s relation shows that this
happens only at isolated points.)

On the other hand, since c �= 0 (because the geodesic is not a meridian), we
have u′(s) �= 0. It follows that we may invert u = u(s), obtaining s = s(u),
and therefore v = v(s(u)). By multiplying Eq. (5) by (ds/du)2, we obtain
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(

ds

du

)2

= f 2 + ((f ′)2 + (g′)2)

(

dv

ds

ds

du

)2

,

or, by using the fact that (ds/du)2 = f 4/c2,

f 2 = c2 + c2 (f ′)2 + (g′)2

f 2

(

dv

du

)2

,

that is,

dv

du
=

1

c
f

√

f 2 − c2

(f ′)2 + (g′)2
;

hence,

u = c

∫

1

f

√

(f ′)2 + (g′)2

f 2 − c2
dv + const. (6)

which is the equation of a segment of a geodesic of a surface of revolution
which is neither a parallel nor a meridian.

Example 6. We are going to show that any geodesic of a paraboloid of
revolution z = x2 + y2 which is not a meridian intersects itself an infinite
number of times.

Let p0 be a point of the paraboloid and let P0 be the parallel of radius r0

passing through p0. Let γ be a parametrized geodesic passing through p0 and
making an angle θ0 with P0. Since, by Clairaut’s relation,

r cos θ = const. = |c|, 0 ≤ θ ≤
π

2
,

we conclude that θ increases with r .

Therefore, if we follow in the direction of the increasing parallels, θ

increases. It may happen that in some revolution surfaces γ approaches asymp-
totically a meridian. We shall show in a while that such is not the case with a
paraboloid of revolution. That is, the geodesic γ intersects all the meridians,
and therefore it makes an infinite number of turns around the paraboloid.

On the other hand, if we follow the direction of decreasing parallels, the
angle θ decreases and approaches the value 0, which corresponds to a parallel
of radius |c| (observe that if θ0 �= 0, |c| < r). We shall prove later in this book
that no geodesic of a surface of revolution can be asymptotic to a parallel
which is not itself a geodesic (Sec. 4-7). Since no parallel of the paraboloid is
a geodesic, the geodesic γ is actually tangent to the parallel of radius |c| at the
point p1. Because 1 is a maximum for cos θ , the value of r will increase starting
from p1. We are, therefore, in the same situation as before. The geodesic will
go around the paraboloid an infinite number of turns, in the direction of the
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p
0

p
1

r
0

p
0

Figure 4-20

increasing r’s, and it will clearly intersect the other branch infinitely often
(Fig. 4-20).

Observe that if θ0 = 0, the initial situation is that of the point p1.
It remains to show that when r increases, the geodesic γ meets all the

meridians of the paraboloid. Observe initially that the geodesic cannot be tan-
gent to a meridian. Otherwise, it would coincide with the meridian by the
uniqueness part of Prop. 5. Since the angle θ increases with r , if γ did not cut
all the meridians, it would approach asymptotically a meridian, say M .

Let us assume that this is the case and let us choose a system of local
coordinates for the paraboloid z = x2 + y2, given by

x = v cos u, y = v sin u, z = v2,

0 < v < +∞, 0 < u < 2π,

in such a way that the corresponding coordinate neighborhood contains M as
u = u0. By hypothesis u → u0 when v → ∞. On the other hand, the equation
of the geodesic y in this coordinate system is given by (cf. Eq. (6)), Example 5
and choose an orientation on γ such that c > 0)

u = c

∫

1

v

√

1 + 4v2

v2 − c2
dv + const. > c

∫

dv

v
+ const.,

since
1 + 4v2

v2 − c2
> 1.

It follows from the above inequality that as v → ∞, u increases beyond
any value, which contradicts the fact that γ approaches M asymptotically.
Therefore, γ intersects all the meridians, and this completes the proof of the
assertion made at the beginning of this example.
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EXERCISES

1. a. Show that if a curve C ⊂ S is both a line of curvature and a geodesic,
then C is a plane curve.

b. Show that if a (nonrectilinear) geodesic is a plane curve, then it is a
line of curvature.

c. Give an example of a line of curvature which is a plane curve and not
a geodesic.

2. Prove that a curve C ⊂ S is both an asymptotic curve and a geodesic if
and only if C is a (segment of a) straight line.

3. Show, without using Prop. 5, that the straight lines are the only geodesics
of a plane.

4. Let v and w be vector fields along a curve α: I → S. Prove that

d

dt
〈v(t), w(t)〉 =

〈

Dv

dt
, w(t)

〉

+
〈

v(t),
Dw

dt

〉

.

5. Consider the torus of revolution generated by rotating the circle

(x − a)2 + z2 = r2, y = 0,

about the z axis (a > r > 0). The parallels generated by the points
(a + r, 0), (a − r, 0), (a, r) are called the maximum parallel, the mini-
mum parallel, and the upper parallel, respectively. Check which of these
parallels is

a. A geodesic.

b. An asymptotic curve.

c. A line of curvature.

*6. Compute the geodesic curvature of the upper parallel of the torus of
Exercise 5.

7. Intersect the cylinder x2 + y2 = 1 with a plane passing through the x

axis and making an angle θ , 0 < θ < π/2, with the xy plane.

a. Show that the intersecting curve is an ellipse C.

b. Compute the absolute value of the geodesic curvature of C in the
cylinder at the points where C meets their principal axes.

*8. Show that if all the geodesics of a connected surface are plane curves,
then the surface is contained in a plane or a sphere.

*9. Consider two meridians of a sphere C1 and C2 which make an angle ϕ at
the point p1. Take the parallel transport of the tangent vector w0 of C1,
along C1 and C2, from the initial point p1 to the point p2 where the two
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meridians meet again, obtaining, respectively, w1 and w2. Compute the
angle from w1 to w2.

*10. Show that the geodesic curvature of an oriented curve C ⊂ S at a point
p ∈ C is equal to the curvature of the plane curve obtained by projecting
C onto the tangent plane Tp(S) along the normal to the surface at p.

11. State precisely and prove: The algebraic value of the covariant derivative
is invariant under orientation-preserving isometries.

*12. We say that a set of regular curves on a surface S is a differentiable
family of curves on S if the tangent lines to the curves of the set make up
a differentiable field of directions (see Sec. 3-4). Assume that a surface
S admits two differentiable orthogonal families of geodesics. Prove that
the Gaussian curvature of S is zero.

*13. Let V be a connected neighborhood of a point p of a surface S, and
assume that the parallel transport between any two points of V does not
depend on the curve joining these two points. Prove that the Gaussian
curvature of V is zero.

14. Let S be an oriented regular surface and let α: I → S be a curve
parametrized by arc length. At the point p = α(s) consider the three
unit vectors (the Darboux trihedron) T (s) = α′(s), N(s) = the normal
vector to S at p, V (s) = N(s) ∧ T (s). Show tbat

dT

ds
= 0 + aV + bN,

dV

ds
= −aT + 0 + cN,

dN

ds
= −bT − cV + 0,

where a = a(s), b = b(s), c = c(s), s ∈ I . The above formulas are the
analogues of Frenet’s formulas for the trihedron T , V, N . To establish
the geometrical meaning of the coefficients, prove that

a. c = −〈dN/ds, V 〉; conclude from this that α(I) ⊂ S is a line of cur-
vature if and only if c ≡ 0 (-c is called the geodesic torsion of α; cf.
Exercise 19, Sec. 3-2).

b. b is the normal curvature of α(I) ⊂ S at p.

c. a is the geodesic curvature of α(I) ⊂ S at p.

15. Let p0 be a pole of a unit sphere S2 and q, r be two points on the
corresponding equator in such a way that the meridians p0q and p0r

make an angle θ at p0. Consider a unit vector v tangent to the meridian
p0q at p0, and take the parallel transport of v along the closed curve
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p0

θ
v

r q

Figure 4-21

made up by the meridian p0q, the parallel qr, and the meridian rp0

(Fig. 4-21).

a. Determine the angle of the final position of v with v.

b. Do the same thing when the points r, q instead of being on the equator
are taken on a parallel of colatitude ϕ (cf. Example 1).

*16. Let p be a point of an oriented surface S and assume that there is a
neighborhood of p in S all points of which are parabolic. Prove that the
(unique) asymptotic curve through p is an open segment of a straight line.
Give an example to show that the condition of having a neighborhood
of parabolic points is essential.

17. Let α: I → R3 be a curve parametrized by arc length s, with nonzero
curvature and torsion. Consider the parametrized surface (Sec. 2-3)

x(s, v) = α(s) + vb(s), s ∈ I, −ǫ < v < ǫ, ǫ > 0,

where b is the binormal vector of α. Prove that if ǫ is small, x(I ×
(−ǫ, ǫ)) = S is a regular surface over which α(I) is a geodesic (thus,
every curve is a geodesic on the surface generated by its binormals).

*18. Consider a geodesic which starts at a point p in the upper part (z > 0) of
a hyperboloid of revolution x2 + y2 − z2 = 1 and makes an angle θ with
the parallel passing through p in such a way that cos θ = 1/r , where r

is the distance from p to the z axis. Show that by following the geodesic
in the direction of decreasing parallels, it approaches asymptotically the
parallel x2 + y2 = 1, z = 0 (Fig. 4-22).

*19. Show that when the differential equations (4) of the geodesics are referred
to the arc length then the second equation of (4) is, except for the
coordinate curves, a consequence of the first equation of (4).

*20. Let T be a torus of revolution which we shall assume to be parametrized
by (cf. Example 6, Sec. 2-2)
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x(u, v) = ((r cos u + a) cos v, (r cos u + a) sin v, r sin u).

Prove that

a. If a geodesic is tangent to the parallel u = π/2, then it is entirely
contained in the region of T given by

−
π

2
≤ u ≤

π

2
.

b. A geodesic that intersects the parallel u = 0 under an angle θ

(0 < θ < π/2) also intersects the parallel u = π if

cos θ <
a − r

a + r
.

21. Surfaces of Liouville are those surfaces for which it is possible to obtain
a system of local coordinates x(u, v) such that the coefficients of the
first fundamental form are written in the form

E = G = U + V, F = 0,

where U = U(u) is a function of u alone and V = V (v) is a function
of v alone. Observe that the surfaces of Liouville generalize the surfaces
of revolution and prove that (cf. Example 5)

a. The geodesics of a surface of Liouville may be obtained by integration
in the form

∫

du
√

U − c
= ±

∫

dv
√

V + c
+ c1,

where c and c1 are constants that depend on the initial conditions.
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b. If θ , 0 ≤ θ ≤ π/2, is the angle which a geodesic makes with the
curve v = const., then

U sin2
θ − V cos2 θ = const.

(Notice that this is the analogue of Clairaut’s relation for the surfaces
of Liouville.)

22. Let S2 = {(x, y, z) ∈ R3; x2 + y2 + z2 = 1} and let p ∈ S2. For each
piecewise regular parametrized curve α: [0, l] → S2 with α(0) = α(l) =
p, let Pα: Tp(S

2) → Tp(S
2) be the map which assigns to each v ∈

Tp(S
2) its parallel transport along α back to p. By Prop. 1, Pα is an

isometry. Prove that for every rotation R of Tp(S) there exists an α such
that R = Pα.

23. Show that the isometries of the unit sphere

S2 = {(x, y, z) ∈ R3; x2 + y2 + z2 = 1}

are the restrictions to S2 of the linear orthogonal transformations of R3.

4-5. The Gauss-Bonnet Theorem and Its Applications

In this section, we shall present the Gauss-Bonnet theorem and some of its
consequences. The geometry involved in this theorem is fairly simple, and
the difficulty of its proof lies in certain topological facts. These facts will be
presented without proofs.

The Gauss-Bonnet theorem is probably the deepest theorem in the differ-
ential geometry of surfaces. A first version of this theorem was presented by
Gauss in a famous paper [1] and deals with geodesic triangles on surfaces (that
is, triangles whose sides are arcs of geodesics). Roughly speaking, it asserts
that the excess over π of the sum of the interior angles ϕ1, ϕ2, ϕ3 of a geodesic
triangle T is equal to the integral of the Gaussian curvature K over T ; that is
(Fig. 4-23),

3
∑

i=1

ϕi − π =
∫∫

T

Kdσ.

For instance, if K ≡ 0, we obtain that
∑

ϕi = π , an extension of Thales’
theorem of high school geometry to surfaces of zero curvature. Also, if K ≡ 1,
we obtain that

∑

ϕi − π = area (T ) > 0. Thus, on a unit sphere, the sum of
the interior angles of any geodesic triangle is greater than π , and the excess
over π is exactly the area of T . Similarly, on the pseudosphere (Exercise 6,
Sec. 3-3) the sum of the interior angles of any geodesic triangle is smaller than
π (Fig. 4-24).
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Figure 4-23. A geodesic triangle.

φ1
φ2

φ3

K ≡ −1, ∑ φ
i
 < π K ≡ −1, ∑ φ

i
 > π

φ3

φ1

φ2

Figure 4-24

The extension of the theorem to a region bounded by a nongeodesic simple
curve (see Eq. (1) below) is due to O. Bonnet. To extend it even further, say,
to compact surfaces, some topological considerations will come into play.
Actually, one of the most important features of the Gauss-Bonnet theorem
is that it provides a remarkable relation between the topology of a compact
surface and the integral of its curvature (see Corollary 2 below).

We shall now begin the details of a local version of the Gauss-Bonnet
theorem. We need a few definitions.

Let α: [0, l] → S be a continuous map from the closed interval [0, l] into
the regular surface S. We say that α is a simple, closed, piecewise regular,
parametrized curve if

1. α(0) = α(l).

2. t1 �= t2, t1, t2 ∈ [0, l), implies that α(t1) �= α(t2).
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3. There exists a subdivision

0 = t0 < t1 < · · · < tk < tk+1 = l,

of (0, l] such that α is differentiable and regular in each (ti, ti+1), i =
0, . . . , k.

Intuitively, this means that α is a closed curve (condition 1) without self-
intersections (condition 2), which fails to have a well-defined tangent line only
at a finite number of points (condition 3).

The points α(ti), i = 0, . . . , k, are called the vertices of α and the traces
α([ti, ti+1]) are called the regular arcs of α. It is usual to call the trace α([0, l])
of α, a closed piecewise regular curve.

By the condition of regularity, for each vertex α(ti) there exist the limit
from tile left, i.e., for t < ti

lim
t→ti

α′(t) = α′(ti − 0) �= 0,

and the limit from the right, i.e., for t > ti ,

lim
t→ti

α′(t) = α′(ti + 0) �= 0.

Assume now that S is oriented and let |θi|, 0 ≤ |θi| < π , be the smallest
determination of the angle from α′(ti − 0) to α′(ti + 0). If |θi| �= π , we give θi

the sign of the determinant (α′(ti − 0), α′(ti + 0), N). This means that if the
vertex α(ti) is not a “cusp” (Fig. 4-25), the sign of θi is given by the orientation
of S. The signed angle θi, −π < θi < π , is called the external angle at the
vertex α(ti).

In the case that α(ti) is a cusp, i.e., |θi| = π , we choose the sign of θi

as follows. Let the closed simple curve α be contained in the image of a
conformal parametrization with a given orientation, and assume that α(ti) is
a cusp. Choose coordinate axis x0y, with α(ti) = 0, in the given orientation,

α(tj)

α(t
i
)

θj > 0

θ
i
 < 0

Figure 4-25
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Figure 4-26. The sign of the external angle in the case of a cusp.

and assume further that the part of α arriving at α(ti) is pointing towards the
negative part of the axis 0x (and, of course, the part of α leaving α(ti) is
pointing to the positive part of the axis 0x).

For small ε > 0, the part of α arriving at α(ti), and near it, is given by
a function f (x) = y, 0 < x < �, and the part of α leaving ti , and near it,
is given by a function g(x) = y, 0 < x < �. If f > 0 and g < 0, we set
θ(ti) = π and if f < 0 and g > 0, we set θ(ti) = −π . This settles the question
of the angle at a cusp.

Let α: [0, l] → x(U) ⊂ S be a simple closed, piecewise regular,
parametrized curve, with vertices α(ti) and external angles θi, i = 0, . . . , k.

Let ϕi : [ti, ti+1] → R be differentiable functions which measure at each
t ∈ [ti, ti+1] the positive angle from xu to α�(t) (cf. Lemma 1, Sec. 4-4).

The first topological fact that we shall present without proofs is the
following.

THEOREM (of Turning Tangents). With the above notation we have for

plane curves
k

∑

i=0

(ϕi(ti+1) − ϕi(ti)) +

k
∑

i=0

θi = ±2π,

where the sign plus or minus depends on the orientation of α.

The theorem states that the total variation of the angle of the tangent vector
to α with a given direction plus the “jumps” at the vertices is equal to 2π .

An elegant proof of this theorem has been given by H. Hopf, Compositio

Math. 2 (1935), 50–62. For the case where α has no vertices, Hopf’s proof can
be found in Sec. 5-7 (Theorem 2) of this book. It should be noted that Hopf’s
proof is for plane curves.

. This settles the question of the angle at a cusp.
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Before stating the local version of the Gauss-Bonnet theorem we still need
some terminology.

Let S be an oriented surface. A region R ⊂ S (union of a connected open
set with its boundary) is called a simple region if R is homeomorphic to
a disk and the boundary ∂R of R is the trace of a simple, closed, piecewise
regular, parametrized curve α: I → S. We say then that α is positively oriented
if for each α(t), belonging to a regular arc, the positive orthogonal basis
{α′(t), h(t)} satisfies the condition that h(t) “points toward” R; more precisely,
for any curve β: I → R with β(0) = α(t) and β ′(0) �= α′(t), we have that
〈β ′(0), h(t)〉 > 0. Intuitively, this means that if one is walking on the curve α

in the positive direction and with one’s head pointing to N , then the region R

remains to the left (Fig. 4-27). It can be shown that one of the two possible
orientations of α makes it positively oriented.

h(t) β

R

N

α

α'(t)
α(t) = β(0)

β'(0)

Figure 4-27. A positively oriented boundary curve.

Now let x: U ⊂ R2 → S be a parametrization of S compatible with its
orientation and let R ⊂ x(U) be a bounded region of S. If f is a differentiable
function on S, then it is easily seen that the integral

∫∫

x−1(R)

f (u, v)
√

EG − F 2 du dv

does not depend on the parametrization x, chosen in the class of orientation
of x. (The proof is the same as in the definition of area; cf. Sec. 2-5.) This
integral has, therefore, a geometrical meaning and is called the integral of f

over the region R. It is usual to denote it by
∫∫

R

f dσ.
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With these definitions, we now state the

GAUSS-BONNET THEOREM (Local). Let x: U → S be an isothermal
parametrization (i.e., F = 0, E = G = λ2(u, v)). See Sec. 4.2 after Prop. 2)
of an oriented surface S, where U ⊂ R2 is homeomorphic to an open disk and
x is compatible with the orientation of S.

Let R ⊂ x(U) be a simple region of S and let α: I → S be such that
∂R = α(I). Assume that α is positively oriented, parametrized by arc length s,
and let α(s0), . . . , α(sk) and θ0, . . . , θk be, respectively, the vertices and the
external angles of α. Then

k
∑

i=0

∫ si+1

si

kg(S) ds +
∫∫

R

K dσ +
k

∑

i=0

θi = 2π, (1)

where kg(s) is the geodesic curvature of the regular arcs of α and K is the
Gaussian curvature of S.

Remark. The restriction that the region R be contained in the image set of
an isothermal parametrization is needed only to simplify the proof and to be
able to use the theorem of turning tangents. As we shall see later (Corollary 1 of
the global Gauss-Bonnet theorem) the above result still holds for any simple
region of a regular surface. This is quite plausible, since Eq. (1) does not
involve in any way a particular parametrization.†

Proof. Let u = u(s), v = v(s) be the expression of α in the parametriza-
tion x. By using Prop. 3 of Sec. 4-4, we have

kg(s) =
1

2
√

EG

{

Gu

dv

ds
− Ev

du

ds

}

+
dϕi

ds
,

where ϕi = ϕi(s) is a differentiable function which measures the positive
angle from xu to α′(s) in [si, si+1]. By integrating the above expression in
every interval [si, si+1] and adding up the results,

k
∑

i=0

∫ si+1

si

kg(s) ds =
k

∑

i=0

∫ si+1

si

(

Gu

2
√

EG

dv

ds
−

Ev

2
√

EG

du

ds

)

ds

+
k

∑

i=0

∫ si+1

si

dϕi

ds
ds.

Now we use the Gauss-Green theorem in the uv plane which states the
following: If P(u, v) and Q(u, v) are differentiable functions in a simple
region A ⊂ R2, tire boundary of which is given by u = u(s), v = v(s), then

†If the truth of this assertion is assumed, applications 2 and 6 given below can be
presented now.
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k
∑

i=0

∫ si+1

si

(

P
du

ds
+ Q

dv

ds

)

ds =
∫∫

A

(

∂Q

∂u
−

∂P

∂v

)

du dv.

It follows that

k
∑

i=0

∫ si+1

si

kg(s) ds =
∫∫

x−1(R)

{(

Ev

2
√

EG

)

v

+
(

Gu

2
√

EG

)

u

}

du dv

+
k

∑

i=0

∫ si+1

si

dϕi

ds
ds.

To be able to use the theorem of turning tangents, we must assume that our
parametrization is isothermal, that is, in addition to F = 0, we have that
E = G = λ(u, v) > 0. In this case,

(

Ev

2
√

EG

)

v

+
(

Gu

2
√

EG

)

u

=
1

2

{(

λv

λ

)

v

+
(

λu

λ

)

u

}

=
1

2λ
{(log λ)vv + (log λ)uu}λ

=
1

2λ
(� log λ)λ = −Kλ,

where, in the last equality we have used the Exercise 2 of Section 4-3. By
integrating the above expression in the domain of the coordinate neighborhood,
we obtain

k
∑

i=0

∫ si+1

si

kg(s) ds = −
∫∫

R

Kλ du dv +
∑

i

∫ si+1

si

dϕi

ds
ds

On the other hand, by the theorem of turning tangents,

k
∑

i=0

∫ si+1

si

dϕi

ds
ds =

k
∑

i=0

(ϕi(si+1) − ϕi(si))

= ±2π −
k

∑

i=0

θi .

Since the curve α is positively oriented, the sign should be plus, as can
easily be seen in the particular case of the circle in a plane.

By putting these facts together, we obtain

k
∑

i=0

∫ si+1

si

kg(s) ds +
∫∫

R

K dσ +
k

∑

i=0

θi = 2π. Q.E.D.
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Before going into a global version of the Gauss-Bonnet theorem, we would
like to show how the techniques used in the proof of this theorem may also be
used to give an interpretation of the Gaussian curvature in terms of parallelism.

To do that, let x: U → S be an isothermal parametrization at a point p ∈ S,
and let R ⊂ x(U) be a simple region without vertices, containing p in its
interior. Let α: [0, l] → x(U) be a curve parametrized by arc length s such
that the trace of α is the boundary of R. Let w0 be a unit vector tangent to S at
α(0) and let w(s), s ∈ [0, l], be the parallel transport of w0 along α (Fig. 4-28).
By using Prop. 3 of Sec. 4-4 and the Gauss-Green theorem in the uv plane,
we obtain

0 =
∫ l

0

[

Dw

ds

]

ds

=
∫ l

0

1

2
√

EG

{

Gu

dv

ds
− Ev

du

ds

}

ds +
∫ l

0

dϕ

ds
ds

= −
∫∫

R

K dσ + ϕ(l) − ϕ(0),

R

p

w(s)

α(0)
w(l)

w0 α

∆φ

Figure 4-28

where ϕ = ϕ(s) is a differentiable determination of the angle from xu to w(s).
It follows that ϕ(l) − ϕ(0) = �ϕ is given by

�ϕ =
∫∫

R

K dσ. (2)

Now, �ϕ does not depend on the choice of w0, and it follows from the
expression above that �ϕ does not depend on the choice of α(0) either. By
taking the limit (in the sense of Prop. 2, Sec. 3-3)

lim
R→p

�ϕ

A(R)
= K(p),

where A(R) denotes the area of the region R, we obtain the desired
interpretation of K .
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To globalize the Gauss-Bonnet theorem, we need further topological
preliminaries.

Let S be a regular surface. A connected region R ⊂ S is said to be regular
if R is compact and its boundary ∂R is the finite union of (simple) closed
piecewise regular curves which do not intersect (the region in Fig. 4-29(a) is
regular, but that in Fig. 4-29(b) is not). For convenience, we shall consider a
compact surface as a regular region, the boundary of which is empty.

(a) (b)

Figure 4-29

A simple region which has only three vertices with external angles αi �= 0,
i = l, 2, 3, is called a triangle.

A triangulation of a regular region R ⊂ S is a finite family J of triangles
Ti, = 1, . . . , n, such that

1.
⋃n

i=1 Ti = R.

2. If Ti ∩ Tj �= φ, then Ti ∩ Tj is either a common edge of Ti and Tj or a
common vertex of Ti and Tj .

Given a triangulation J of a regular region R ⊂ S of a surface S, we shall
denote by F the number of triangles (faces), by E the number of sides (edges),
and by V the number of vertices of the triangulation. The number

F − E + V = χ

is called the Euler-Poincaré characteristic of the triangulation.
The following propositions are presented without proofs. An exposition of

these facts may be found, for instance, in L. Ahlfors and L. Sario, Riemann
Surfaces, Princeton University Press, Princeton, N.J., 1960, Chap. 1.

PROPOSITION 1. Every regular region of a regular surface admits a
triangulation.
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PROPOSITION 2. Let S be an oriented surface and {xα}, α ∈ A,
a family of parametrizations compatible with the orientation of S. Let R ⊂ S
be a regular region of S. Then there is a triangulation of J of R such that
every triangle T ∈ J is contained in some coordinate neighborhood of the
family {xα}. Furthermore, if the boundary of every triangle of J is positively
oriented, adjacent triangles determine opposite orientations in the common
edge (Fig. 4-30).

Figure 4-30

PROPOSITION 3. If R ⊂ S is a regular region of a surface S, the Euler-
Poincaré characteristic does not depend on the triangulation of R. It is
convenient, therefore, to denote it by χ(R).

The latter proposition shows that the Euler-Poincaré characteristic is a
topological invariant of the regular region R. For the sake of the applications
of the Gauss-Bonnet theorem, we shall mention the important fact that this
invariant allows a topological classification of the compact surfaces in R3.

It should be observed that a direct computation shows that the Euler-
Poincaré characteristic of the sphere is 2, that of the torus (sphere with one
“handle”; see Fig. 4-31) is zero, that of the double torus (sphere with two
handles) is −2, and, in general, that of the n-torus (sphere with n handles) is
−2(n − 1).

The following proposition shows that this list exhausts all compact surfaces
in R3.

PROPOSITION 4. Let S ⊂ R3 be a compact connected surface; then
one of the values 2, 0, −2, . . . , −2n, . . . . is assumed by the Euler-Poincaré
characteristic χ(S). Furthermore, if S′ ⊂ R3 is another compact surface and
χ(S) = χ(S′), then S is homeomorphic to S′.

In other words, every compact connected surface S ⊂ R3 is homeomorphic
to a sphere with a certain number g of handles. The number

g =
2 − χ(S)

2

is called the genus of S.
Finally, let R ⊂ S be a regular region of an oriented surface S and let

J be a triangulation of R such that every triangle Tj ∈ J, j = 1, . . . , k, is
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Sphere χ = 2 

Torus 2-Torus

Sphere with one handle χ = 0 Sphere with two handles χ = –2

Figure 4-31

contained in a coordinate neighborhood xj (Uj ) of a family of parametrizations
{xα}, α ∈ A, compatible with the orientation of S. Let f be a differentiable
function on S. The following proposition shows that it makes sense to talk
about the integral of f over the region R.

PROPOSITION 5. With the above notation, the sum

k
∑

j=1

∫∫

x−1
j (Tj)

f (ui, vj)

√

EjGj − F2
j duj dvj

does not depend on the triangulation J or on the family {xj} of parametriza-
tions of S.

This sum has, therefore, a geometrical meaning and is called the integral
of f over the regular region R. It is usually denoted by

∫∫

R

f dσ.

We are now in a position to state and prove the

GLOBAL GAUSS-BONNET THEOREM. Let R ⊂ S be a regular
region of an oriented surface and let C1, . . . , Cn be the closed, simple, piece-
wise regular curves which form the boundary ∂R of R. Suppose that each Ci

is positively oriented and let θ1, . . . , θp be the set of all external angles of the
curves C1, . . . , Cn. Then

n
∑

i=1

∫

ci

kg(s) ds +
∫∫

R

K dσ +
p

∑

l=1

θl = 2πχ(R),
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where s denotes the arc length of Ci, and the integral over Ci means the sum
of integrals in every regular arc of Ci.

Proof. Consider a triangulation J of the region R such that every trian-
gle Tj is contained in a coordinate neighborhood of a family of isothermal
parametrizations compatible with the orientation of S. Such a triangulation
exists by Prop. 2. Furthermore, if the boundary of every triangle of J is posi-
tively oriented, we obtain opposite orientations in the edges which are common
to adjacent triangles (Fig. 4-32).

Figure 4-32

By applying to every triangle the local Gauss-Bonnet theorem and adding
up the results we obtain, using Prop. 5 and the fact that each “interior” side is
described twice in opposite orientations,

∑

i

∫

ci

kg(s) ds +
∫∫

R

K dσ +
F, 3
∑

j, k=1

θjk = 2πF,

where F denotes the number of triangles of J, and θj1, θj2, θj3 are the external
angles of the triangle Tj .

We shall now introduce the interior angles of the triangle Tj , given by
ϕjk = π − θjk. Thus,

∑

j, k

θjk =
∑

j, k

π −
∑

j, k

ϕjk = 3πF −
∑

j, k

ϕjk.

We shall use the following notation:

Ee = number of external edges of J,

Ei = number of internal edges of J,

Ve = number of external vertices of J,

Vi = number of internal vertices of J.
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Since the curves Ci are closed, Ee = Ve. Furthermore, it is easy to show by
induction that

3F = 2Ei + Ee

and therefore that

∑

j, k

θjk = 2πEi + πEe −
∑

j, k

ϕjk.

We observe now that the external vertices may be either vertices of some
curve Ci or vertices introduced by the triangulation. We set Ve = Vec + Vet ,
where Vec is the number of vertices of the curves Ci and Vet is the number of
external vertices of the triangulation which are not vertices of some curve Ci .
Since the sum of angles around each internal vertex is 2π , we obtain

∑

j, k

θjk = 2πEi + πEe − 2πVi − πVet −
∑

l

(π − θi).

By adding πEe to and subtracting it from the expression above and taking into
consideration that Ee = Ve, we conclude that

∑

j, k

θjk = 2πEi + 2πEe − 2πVi − πVe − πVet − πVec +
∑

l

θi

= 2πE − 2πV +
∑

i

θi .

By putting things together, we finally obtain

n
∑

i=1

∫

Ci

kg(s) ds +
∫∫

R

K dσ +
p

∑

i=1

θl = 2π(F − E + V )

= 2πχ(R). Q.E.D.

Since the Euler-Poincaré characteristic of a simple region is clearly 1, we
obtain (cf. Remark 1)

COROLLARY 1. If R is a simple region of S, then

k
∑

i=0

∫ si+1

si

kg(s) ds +
∫∫

R

K dσ +
k

∑

i=0

θi = 2π.

By taking into account the fact that a compact surface may be considered
as a region with empty boundary, we obtain
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COROLLARY 2. Let S be an orientable compact surface; then

∫∫

s

K dσ = 2πχ(S).

Corollary 2 is most striking. We have only to think of all possible shapes
of a surface homeomorphic to a sphere to find it very surprising that in each case
the curvature function distributes itself in such a way that the “total curvature,”
i.e.,

∫∫

K dσ , is the same for all cases.

We shall present some applications of the Gauss-Bonnet theorem below.
For these applications (and for the exercises at the end of the section), it is
convenient to assume a basic fact of the topology of the plane (the Jordan curve
theorem) which we shall use in the following form: Every closed piecewise
regular curve in the plane (thus without self-intersections) is the boundary of
a simple region.

1. A compact surface of positive curvature is homeomorphic to a sphere.
The Euler-Poincaré characteristic of such a surface is positive and the

sphere is the only compact surface of R3 which satisfies this condition.

2. Let S be an orientable surface of negative or zero curvature. Then two
geodesics γ1 and γ2 which start from a point p ∈ S cannot meet again at a
point q ∈ S in such a way that the traces of γ1 and γ2 constitute the boundary
of a simple region R of S.

Assume that the contrary is true. By the Gauss-Bonnet theorem (R is
simple)

∫∫

R

K dσ + θ1 + θ2 = 2π,

where θ1 and θ2 are the external angles of the region R. Since the geodesics
γ1 and γ2 cannot be mutually tangent, we have θi < π, i = 1, 2. On the other
hand, K ≤ 0, whence the contradiction.

When θ1 = θ2 = 0, the traces of the geodesics γ1 and γ2 constitute a simple
closed geodesic of S (that is, a closed regular curve which is a geodesic). It
follows that on a surface of zero or negative curvature, there exists no simple
closed geodesic which is a boundary of a simple region of S.

3. Let S be a surface diffeomorphic (i.e., there exists a differentiable map
which has a differentiable inverse) to a cylinder with Gaussian curvature
K < 0. Then S has at most one simple closed geodesic.

Suppose that S contains one simple closed geodesic Ŵ. By application 2,
and since there is a diffeomorphism ϕ of S with a plane P minus one point
q ∈ P, ϕ(Ŵ) is the boundary of a simple region of P containing q.

Assume now that S contains another simple closed geodesic Ŵ
′. We claim

that Ŵ
′ does not intersect Ŵ. Otherwise, the arcs of ϕ(Ŵ) and ϕ(Ŵ′) between
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φ(Γ′)

Γ′

Γ

φ(Γ)
r2φ

r2

r1r1

q

Figure 4-33

two “consecutive” intersection points, r1 and r2, would be the boundary of
a simple region, contradicting application 2 (see Fig. 4-33). We can now
apply the Gauss-Bonnet theorem to the region R bounded by two simple,
non-intersecting geodesics Ŵ and Ŵ

′ of S. Since χ(R) = 0, we obtain

∫∫

ϕ−1(R)

K dσ = 2πχ(R) = 0,

which is a contradiction, since K < 0.

4. If there exist two simple closed geodesics Ŵ1 and Ŵ2 on a compact,
connected surface S of positive curvature, then Ŵ1 and Ŵ2 intersect.

By application 1, S is homeomorphic to a sphere. If Ŵ1 and Ŵ2 do not
intersect, then the set formed by Ŵ1 and Ŵ2 is the boundary of a region R,
the Euler-Poincaré characteristic of which is χ(R) = 0. By the Gauss-Bonnet
theorem,

∫∫

R

K dσ = 0,

which is a contradiction, since K > 0.

5. We shall prove the following result, due to Jacobi: Let α: I → R3 be a
closed, regular, parametrized curve with nonzero curvature. Assume that the
curve described by the normal vector n(s) in the unit sphere S2 (the normal
indicatrix) is simple. Then n(I) divides S2 in two regions with equal areas.

We may assume that α is parametrized by arc length. Let s̄ denote the arc
length of the curve n = n(s) on S2. The geodesic curvature k̄g of n(s) is

k̄g = 〈n̈, n∧ ṅ〉,
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where the dots denote differentiation with respect to s̄. Since

ṅ =
dn

ds

ds

ds̄
= (−kt − τb)

ds

ds̄
,

n̈ = (−kt − τb)
d2s

ds̄2
+ (−k′t − τ ′b)

(

ds

ds̄

)2

− (k2 + τ 2)n

(

ds

ds̄

)2

,

and
(

ds

ds̄

)2

=
1

k2 + τ 2
,

we obtain

k̄g = 〈n ∧ ṅ, n̈〉 =
ds

ds̄
〈(kb − τ t), n̈〉 =

(

ds

ds̄

)3

(−kτ ′ + k′τ)

= −
τ ′k − k′τ

k2 + τ 2

ds

ds̄
= −

d

ds
tan−1

(τ

k

) ds

ds̄
.

Thus, by applying the Gauss-Bonnet theorem to one of the regions R

bounded by n(I) and using the fact that K ≡ 1, we obtain

2π =
∫

R

K dσ +
∫

∂R

k̄g ds̄ =
∫

R

dσ = area of R.

Since the area of S2 is 4π , the result follows.

6. Let T be a geodesic triangle (that is, the sides of T are geodesics)
in an oriented surface S. Assume that Gauss curvature K does not change
sign in T . Let θ1, θ2, θ3 be the external angles of T and let ϕ1 = π − θ1,

ϕ2 = π − θ2, ϕ3 = π − θ3 be its interior angles. By the Gauss-Bonnet theorem,

∫∫

T

K dσ +
3

∑

i=1

θi = 2π.

Thus,
∫∫

T

K dσ = 2π −
3

∑

i=1

(π − ϕi) = −π +
3

∑

i=1

ϕi .

It follows that the sum of the interior angles,
∑3

i=1 ϕi , of a geodesic
triangle is

1. Equal to π if K = 0.

2. Greater than π if K > 0.

3. Smaller than π if K < 0.
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Furthermore, the difference
∑3

i=1 ϕi − π (the excess of T ) is given pre-
cisely by

∫∫

T
K dσ . If K �= 0 on T , this is the area of the image N(T ) of T

by the Gauss map N : S → S2 (cf. Eq. (12), Sec. 3-3). This was the form in
which Gauss himself stated his theorem: The excess of a geodesic triangle T
is equal to the area of its spherical image N(T).

The above fact is related to a historical controversy about the possibility of
proving Euclid’s fifth axiom (the axiom of the parallels), from which it follows
that the sum of the interior angles of any triangle is equal to π . By considering
the geodesics as straight lines, it is possible to show that the surfaces of constant
negative curvature constitute a (local) model of a geometry where Euclid’s
axioms hold, except for the fifth and the axiom which guarantees the possibility
of extending straight lines indefinitely. Actually, Hilbert showed that there does
not exist in R3 a surface of constant negative curvature, the geodesics of which
can be extended indefinitely (the pseudosphere of Exercise 6, Sec. 3-3, has an
edge of singular points). Therefore, the surfaces of R3 with constant negative
Gaussian curvature do not yield a model to test the independence of the fifth
axiom alone. However, by using the notion of abstract surface, it is possible
to bypass this inconvenience and to build a model of geometry where all of
Euclid’s axioms but the fifth are valid. This axiom is, therefore, independent
of the others.

In Sees. 5-10 and 5-11, we shall prove the result of Hilbert just quoted and
shall describe the abstract model of a non-Euclidean geometry.

7. Vector fields on surfaces.† Let v be a differentiable vector field on an
oriented surface S. We say that p ∈ S is a singular point of v if v(p) = 0. The
singular point p is isolated if there exists a neighborhood V of p in S such
that v has no singular points in V other than p.

To each isolated singular point p of a vector field v, we shall associate
an integer, the index of v, defined as follows. Let x: U → S be an orthogo-
nal parametrization at p = x(0, 0) compatible with the orientation of S, and
let α: [0, l] → S be a simple, closed, positively-oriented piecewise regular
parametrized curve such that α([0, l]) ⊂ x(U) is the boundary of a simple
region R containing p as its only singular point. Let v = v(t), t ∈ [0, l], be
the restriction of v along α, and let ϕ = ϕ(t) be some differentiable determi-
nation of the angle from xu to v(t), given by Lemma 1 of Sec. 4-4 (which can
easily be extended to piecewise regular curves). Since α is closed, there is an
integer I defined by

2πI = ϕ(l) − ϕ(0) =
∫ l

0

dϕ

dt
dt.

I is called the index of v at p.

†This application requires the material of Sec. 3-4. If omitted, then Exercises 6–9 of
this section should also be omitted.
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We must show that this definition is independent of the choices made, the
first one being the parametrization x. Let w0 ∈ Tα(0)(S) and let w(t) be the
parallel transport of w0 along α. Let ψ(t) be a differentiable determination of
the angle from xu to w(t). Then, as we have seen in the interpretation of K in
terms of parallel transport (cf. Eq. (2)),

ψ(l) − ψ(0) =
∫∫

R

K dσ.

By subtracting the above relations, we obtain
∫∫

R

K dσ − 2πI = (ψ − ϕ)(l) − (ψ − ϕ)(0) = �(ψ − ϕ) (3)

Since ψ − ϕ does not depend on xu, the index I is independent of the
parametrization x.

The proof that the index does not depend on the choice ofα is more technical
(although rather intuitive) and we shall only sketch it.

Let α0 and α1 be two curves as in the definition of index and let us show
that the index of v is the same for both curves. We first suppose that the traces
of α0 and α1 do not intersect. Then there is a homeomorphism of the region
bounded by the traces of α0 and α1 onto a region of the plane bounded by two
concentric circles C0 and C1 (an annulus). Since we can obtain a family of
concentric circles Ct which depend continuously on t and deform C0 into C1,
we obtain a family of curves αt , which depend continuously on t and deform
α0 into α1 (Fig. 4-34). Denote by It the index of v computed with the curve αt .
Now, since the index is an integral, It depends continuously on t , t ∈ [0, 1].
Being an integer, It is constant under this deformation, and I0 = I1, as we
wished. If the traces of α0 and α1 intersect, we choose a curve sufficiently
small so that its trace has no intersection with both α0 and α1 and then apply
the previous result.

It should be noticed that the definition of index can still be applied when p

is not a singular point of v. It turns out, however, that the index is then zero.

U

x

S

p

C1
α1

α0
C

t
C0

φ

x (U)

Figure 4-34
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This follows from the fact that, since I does not depend on xu, we can choose
xu to be v itself; thus, ϕ(t) ≡ 0.

In Fig. 4-35 we show some examples of indices of vector fields in the xy
plane which have (0, 0) as a singular point. The curves that appear in the
drawings are the trajectories of the vector fields.

v = (–x, –y)
I = 1

v = (–y, x)
I = 1

v = (–x, y)
I = –1

I = –3

Figure 4-35

Now, let S ⊂ R3 be an oriented, compact surface and v a differentiable
vector field with only isolated singular points. We remark that they are finite
in number. Otherwise, by compactness (cf. Sec. 2-7, Property 1), they have
a limit point which is a nonisolated singular point. Let {xα} be a family of
orthogonal parametrizations compatible with the orientation of S. Let J be a
triangulation of S such that

1. Every triangle T ∈ J is contained in some coordinate neighborhood of
the family {xα}.

2. Every T ∈ J contains at most one singular point.

3. The boundary of every T ∈ J contains no singular points and is positively
oriented.

If we apply Eq. (3) to every triangle T ∈ J, sum up the results, and take into
account that the edge of each T ∈ J appears twice with opposite orientations,
we obtain

∫∫

s

K dσ − 2π

k
∑

i=1

Ii = 0,

where Ii is the index of the singular point pi, i = 1, . . . , k. Joining this with
the Gauss-Bonnet theorem (cf. Corollary 2), we finally arrive at

∑

Ii =
1

2π

∫∫

S

K dσ = χ(S).
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Thus, we have proved the following:

POINCARÉ’S THEOREM. The sum of the indices of a differentiable
vector field v with isolated singular points on a compact surface S is equal to
the Euler-Poincaré characteristic of S.

This is a remarkable result. It implies that
∑

Ii does not depend on v but
only on the topology of S. For instance, in any surface homeomorphic to a
sphere, all vector fields with isolated singularities must have the sum of their
indices equal to 2. In particular, no such surface can have a differentiable
vector field without singular points.

EXERCISES

1. Let S ⊂ R3 be a regular, compact, connected, orientable surface which is
not homeomorphic to a sphere. Prove that there are points on S where the
Gaussian curvature is positive, negative, and zero.

2. Let T be a torus of revolution. Describe the image of the Gauss map of T

and show, without using the Gauss-Bonnet theorem, that

∫∫

T

K dσ = 0.

Compute the Euler-Poincaré characteristic of T and check the above result
with the Gauss-Bonnet theorem.

3. Let S ⊂ R3 be a regular compact surface with K > 0. Let Ŵ ⊂ S be a
simple closed geodesic in S, and let A and B be the regions of S which
have Ŵ as a common boundary. Let N : S → S2 be the Gauss map of S.
Prove that N(A) and N(B) have the same area.

4. Compute the Euler-Poincaré characteristic of

a. An ellipsoid.

*b. The surface S = {(x, y, z) ∈ R3; x2 + y10 + z6 = 1}.
5. Let C be a parallel of colatitude ϕ on an oriented unit sphere S2, and let w0

be a unit vector tangent to C at a point p ∈ C (cf. Example 1, Sec. 4-4).
Take the parallel transport of w0 along C and show that its position, after a
complete turn, makes an angle �ϕ = 2π(1 − cos ϕ) with the initial position
w0. Check that

lim
R→p

�ϕ

A
= 1 = curvature of S2,

where A is the area of the region R of S2 bounded by C.
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6. Show that (0, 0) is an isolated singular point and compute the index at
(0, 0) of the following vector fields in the plane:

*a. v = (x, y).

b. v = (−x, y).

c. v = (x, −y).

*d. v = (x2 − y2, −2xy).

e. v = (x3 − 3xy2, y3 − 3x2y).

7. Can it happen that the index of a singular point is zero? If so, give an
example.

8. Prove that an orientable compact surface S ⊂ R3 has a differentiable vector
field without singular points if and only if S is homeomorphic to a torus.

9. Let C be a regular closed simple curve on a sphere S2. Let v be a differen-
tiable vector field on S2 with isolated singularities such that the trajectories
of v are never tangent to C. Prove that each of the two regions determined
by C contains at least one singular point of v.

4-6. The Exponential Map. Geodesic Polar Coordinates

In this section we shall introduce some special coordinate systems with an
eye toward their geometric applications. The natural way of introducing such
coordinates is by means of the exponential map, which we shall now describe.

As we learned in Sec. 4-4, Prop. 5, given a point p of a regular surface S

and a nonzero vector v ∈ Tp(S) there exists a unique parametrized geodesic
γ : (−ǫ, ǫ) → S, with γ (0) = p and γ ′(0) = v. To indicate the dependence
of this geodesic on the vector v, it is convenient to denote it by γ (t, v) = γ .

LEMMA 1. If the geodesic γ (t, v) is defined for t ∈ (−ǫ, ǫ), then
the geodesic γ (t, λv), λ ∈ R, λ > 0, is defined for t ∈ (−ǫ/λ, ǫ/λ), and
γ (t, λv) = γ (λt, v).

Proof. Let α: (−ǫ/λ, ǫ/λ) → S be a parametrized curve defined by
α(t) = γ (λt). Then α(0) = γ (0), α′(0) = λγ ′(0), and, by the linearity of D

(cf. Eq. (1), Sec. 4-4),

Dα′(t)α
′(t) = λ2Dγ ′(t)γ

′(t) = 0.

If follows that α is a geodesic with initial conditions γ (0), λγ ′(0), and by
uniqueness

α(t) = γ (t, λv) = γ (λt, v) Q.E.D.
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Intuitively, Lemma 1 means that since the speed of a geodesic is constant,
we can go over its trace within a prescribed time by adjusting our speed
appropriately.

We shall now introduce the following notation. If v ∈ Tp(S), v �= 0, is
such that γ (|v|, v/|v|) = γ (1, v) is defined, we set

expp(v) = γ (1, v) and expp(0) = p.

Geometrically, the construction corresponds to laying off (if possible) a
length equal to |v| along the geodesic that passes through p in the direction of
v; the point of S thus obtained is denoted by expp(v) (Fig. 4-36).

p

u

exp
p
(u)

T
p
(S2)

p

S

u

T
p
(S )

Figure 4-36 Figure 4-37

For example, expp(v) is defined on the unit sphere S2 for every v ∈ Tp(S
2).

The points of the circles of radii π, 3π, . . . , (2n + 1)π are mapped into
the point q, the antipodal point of p. The points of the circles of radii
2π, 4π, . . . , 2nπ are mapped back into p.

On the other hand, on the regular surface C formed by the one-sheeted
cone minus the vertex, expp(v) is not defined for a vector v ∈ Tp(C) in the
direction of the meridian that connects p to the vertex, when |v| ≥ d and d is
the distance from p to the vertex (Fig. 4-37).

If, in the example of the sphere, we remove from S2 the antipodal point of
p, then expp(v) is defined only in the interior of a disk of Tp(S

2) of radius π

and center in the origin.
The important point is that expp is always defined and differentiable in

some neighborhood of the origin of Tp(S).

PROPOSITION 1. Given p ∈ S there exists an ǫ > 0 such that expp is
defined and differentiable in the interior Bǫ of a disk of radius ǫ of Tp(S), with
center in the origin.
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Proof. It is clear that for every direction of Tp(S) it is possible, by
Lemma 1, to take v sufficiently small so that the interval of definition of
γ (t, v) contains 1, and thus γ (1, v) = expp(v) is defined. To show that this
reduction can be made uniformly in all directions, we need the theorem of the
dependence of a geodesic on its initial conditions (see Sec. 4-7) in the follow-
ing form: Given p ∈ S there exist numbers ǫ1 > 0, ǫ2 > 0 and a differentiable
map

γ : (−ǫ2, ǫ2) × Bǫ1
→ S

such that, for v ∈ Bǫ1
, v �= 0, t ∈ (−ǫ2, ǫ2), the curve γ (t, v) is the geodesic

of S with γ (0, v) = p, γ ′(0, v) = v, and for v = 0, γ (t, 0) = p.
From this statement and Lemma 1, our assertion follows. In fact, since

γ (t, v) is defined for |t | < ǫ2, |v| < ǫ1, we obtain, by setting λ = ǫ2/2 in
Lemma 1, that γ (t, (ǫ2/2)v) is defined for |t | < 2, |v| < ǫ1. Therefore, by
taking a disk Bǫ ⊂ Tp(S), with center at the origin and radius ǫ < ǫ1ǫ2/2, we
have that γ (1, w) = expp w, w ∈ Bǫ , is defined. The differentiability of expp

in Bǫ follows from the differentiability of γ . Q.E.D.

An important complement to this result is the following:

PROPOSITION 2. expp: Bǫ ⊂ Tp(S) → S is a diffeomorphism in a
neighborhood U ⊂ B, of the origin 0 of Tp(S).

Proof. We shall show that the differential d(expp) is nonsingular at 0 ∈
Tp(S). To do this, we identify the space of tangent vectors to Tp(S) at 0
with Tp(S) itself. Consider the curve α(t) = tv, v ∈ Tp(S). It is obvious that
α(0) = 0 and α′(0) = v. The curve (expp ◦ α)(t) = expp(tv) has at t = 0 the
tangent vector

d

dt
(expp(tv))

∣

∣

∣

t=0
=

d

dt
(γ (t, v))

∣

∣

∣

t=0
= v.

It follows that

(d expp)0 = v,

which shows that d expp is nonsingular at 0. By applying the inverse function
theorem (cf. Prop. 3, Sec. 2-4), we complete the proof of the proposition.

Q.E.D.

It is convenient to call V ⊂ S a normal neighborhood of p ∈ S if V is the
image V = expp(U) of a neighborhood U of the origin of Tp(S) restricted to
which expp is a diffeomorphism.

Since the exponential map at p ∈ S is a diffeomorphism on U , it may
be used to introduce coordinates in V . Among the coordinate systems thus
introduced, the most usual are



290 4. The Intrinsic Geometry of Surfaces
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Figure 4-38. Polar coordinates.

1. The normal coordinates which correspond to a system of rectangular
coordinates in the tangent plane Tp(S).

2. The geodesic polar coordinates which correspond to polar coordinates
in the tangent plane Tp(S) (Fig. 4-38).

We shall first study the normal coordinates, which are obtained by choos-
ing in the plane Tp(S), p ∈ S, two orthogonal unit vectors e1 and e2. Since
expp : U → V ⊂ S is a diffeomorphism, it satisfies the conditions for a
parametrization in p. If q ∈ V , then q = expp(w), where w = ue1 + ve2 ∈ U ,
and we say that q has coordinates (u, v). It is clear that the normal coordinates
thus obtained depend on the choice of e1, e2.

In a system of normal coordinates centered in p, the geodesics that pass
through p are the images by expp of the lines u = at, v = bt which pass
through the origin of Tp(S). Observe also that at p the coefficients of the first
fundamental form in such a system are given byE(p) = G(p) = 1, F (p) = 0.

Now we shall proceed to the geodesic polar coordinates. Choose in the
plane Tp(S), p ∈ S, a system of polar coordinates (ρ, θ) where ρ is the polar
radius and θ, 0 < θ < 2π , is the polar angle, the pole of which is the ori-
gin 0 of Tp(S). Observe that the polar coordinates in the plane are not
defined in the closed half-line l which corresponds to θ = 0. Set expp(l) = L.
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Since expp : U − l → V − L is still a diffeomorphism, we may parametrize
the points of V − L by the coordinates (ρ, θ), which are called geodesic polar
coordinates.

We shall use the following terminology. The images by expp : U → V of
circles in U centered in 0 will be called geodesic circles of V , and the images
of expp of the lines through 0 will be called radial geodesics of V . In V − L

these are the curves ρ = const. and θ = const., respectively.
We shall now determine the coefficients of the first fundamental form in a

system of geodesic polar coordinates.

PROPOSITION 3. Let x: U − l → V − L be a system of geodesic polar
coordinates (ρ, θ). Then the coefficients E = E(ρ, θ), F = F(ρ, θ), and G =
G(ρ, θ) of the first fundamental form satisfy the conditions

E = 1, F = 0, lim
ρ→0

G = 0, lim
ρ→0

(
√

G)ρ = 1.

Proof. By definition of the exponential map, ρ measures the arc length
along the curve θ = const. It follows immediate that E = 1.

To prove that F = 0, we first prove that Fρ = 0. Since 〈 ∂x
∂ρ

, ∂x
∂θ

〉 = F , we
obtain

Fρ =
〈

∂2x
∂ρ2

,
∂x
∂θ

〉

+
〈

∂x
∂ρ

,
∂2x

∂θ∂ρ

〉

.

Since θ = const. is a geodesic, we have

Fρ =
〈

∂x
∂ρ

,
∂

∂θ

(

∂x
∂ρ

)〉

=
1

2

∂

∂θ
+

〈

∂x
∂ρ

,
∂x
∂ρ

〉

= 0,

as we claimed. Thus F(ρ, θ) does not depend on ρ.
For each q ∈ V , we shall denote by α(σ) the geodesic circle that passes

through q, where σ ∈ [0, 2π ] (if q = p, α(σ ) is the constant curve α(σ) = p).
We shall denote by γ (s), where s is the arc length of γ , the radial geodesic
that passes through q. With this notation we may write

F(ρ, θ) =
〈

dα

dσ
,
dγ

ds

〉

.

The coefficient F(ρ, θ) is not defined at p. However, if we fix the radial
geodesic θ = const., the second member of the above equation is defined for
every point of this geodesic. Since at p, α(σ ) = p, that is, dα/dσ = 0, we
obtain

lim
ρ→0

F(ρ, θ) = lim
ρ→0

〈

dα

dσ
,
dγ

ds

〉

= 0.

Together with the fact that F does not depend on ρ, this implies that F = 0.
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To prove the last assertion of the proposition, we choose a system of normal
coordinates (ū, v̄) in p in such a way that the change of coordinates is given by

ū = ρ cos θ, v̄ = ρ sin θ, ρ �= 0, 0 < θ < 2π.

By recalling that

√

EG − F 2 =
√

ĒḠ − F 2
∂(ū, v̄)

∂(ρ, θ)
,

where ∂(ū, v̄)/∂(ρ, θ) is the Jacobian of the change of coordinates and
Ē, F̄ , Ḡ, are the coefficients of the first fundamental form in the normal
coordinates (ū, v̄), we have

√
G = ρ

√

ĒḠ − F̄ 2, ρ �= 0. (1)

Since at p, Ē = Ḡ = 1, F̄ = 0 (the normal coordinates are defined at p), we
conclude that

lim
ρ→0

√
G = 0, lim

ρ→0
(
√

G)ρ = 1,

which concludes the proof of the proposition. Q.E.D.

Remark 1. The geometric meaning of the fact that F = 0 is that in a normal
neighborhood the family of geodesic circles is orthogonal to the family of radial
geodesics. This fact is known as the Gauss lemma.

We shall now present some geometrical applications of the geodesic polar
coordinates.

First, we shall study the surfaces of constant Gaussian curvature. Since in
a polar system E = 1 and F = 0, the Gaussian curvature K can be written

K = −
(
√

G)ρρ√
G

.

This expression may be considered as the differential equation which√
G(ρ, θ) should satisfy if we want the surface to have (in the coordinate

neighborhood in question) curvature K(ρ, θ). If K is constant, the above
expression, or, equivalently,

(
√

G)ρρ + K
√

G = 0, (2)

is a linear differential equation of second order with constant coefficients. We
shall prove

THEOREM (Minding). Any two regular surfaces with the same con-
stant Gaussian curvature are locally isometric. More precisely, let S1, S2

be two regular surfaces with the same constant curvature K. Choose points
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p1 ∈ S1, p2 ∈ S2, and orthonormal basis {el, e2} ⊂ Tp1
(S1), {f1, f2} ⊂ Tp2

(S2).
Then there exist neighborhoods V1 of p1, V2 of p2 and an isometry ψ : V1 → V2

such that dψ(e1) = f1, dψ(e2) = f2.

Proof. Let us first consider Eq. (2) and study separately the cases (1)
K = 0, (2) K > 0, and (3) K < 0.

1. If K = 0, (
√

G)ρρ = 0. Thus, (
√

G)ρ = g(θ), where g(θ) is a function
of θ . Since

lim
ρ→0

(
√

G)ρ = 1,

we conclude that (
√

G)ρ ≡ 1. Therefore,
√

G = ρ + f (θ), where f (θ) is a
function of θ . Since

f (θ) = lim
ρ→0

√
G = 0,

we finally have, in this case,

E = 1, F = 0, G(ρ, θ) = ρ2.

2. If K > 0, the general solution of Eq. (2) is given by
√

G = A(θ) cos(
√

Kρ) + B(θ) sin(
√

Kρ),

where A(θ) and B(θ) are functions of θ . That this expression is a solution of
Eq. (2) is easily verified by differentiation.

Since limρ→0

√
G = 0, we obtain A(θ) = 0. Thus,

(
√

G)ρ = B(θ)
√

K cos(
√

Kρ),

and since lim
ρ→0

(
√

G)ρ = 1, we conclude that

B(θ) =
1

√
K

.

Therefore, in this case,

E = 1, F = 0, G =
1

K
sin2

(
√

Kρ).

3. Finally, if K < 0, the general solution of Eq. (2) is
√

G = A(θ) cosh(
√

−Kρ) + B(θ) sinh(
√

−Kρ).

By using the initial conditions, we verify that in this case

E = 1, F = 0, G =
1

−K
sinh2

(
√

−Kρ).

We are now prepared to prove Minding’s theorem. Let V1 and V2 be normal
neighborhoods of p1 and p2, respectively. Let ϕ be the linear isometry of
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Tp1
(S1) onto Tp2

(S2) given by ϕ(e1) = f1, ϕ(e2) = f2. Take a polar coordinate
system (ρ, θ) in Tp1

(S1) with axis l and set L1 = expp1
(l), L2 = expp2

(ϕ(l)).
Let ψ : V1 → V2 be defined by

ψ = expp2
◦ ϕ ◦ exp−1

p1
.

We claim that ψ is the required isometry.
In fact, the restriction ψ̄ of ψ to V1 − L1 maps a polar coordinate neigh-

borhood with coordinates (ρ, θ) centered in p1 into a polar coordinate
neighborhood with coordinates (ρ, θ) centered in p2. By the above study
of Eq. (2), the coefficients of the first fundamental forms at corresponding
points are equal. By Prop. 1 of Sec. 4-2, ψ̄ is an isometry. By continuity,
ψ still preserves inner products at points of L1 and thus is an isometry. It is
immediate to check that dψ(e1) = f1, dψ(e2) = f2, and this concludes the
proof.

Q.E.D.

Remark 2. In the case that K is not constant but maintains its sign, the
expression

√
GK = −(

√
G)ρρ has a nice intuitive meaning. Consider the arc

length L(ρ) of the curve ρ = const. between two close geodesics θ = θ0 and
θ = θ1:

L(ρ) =
∫ θ1

θ0

√

G(ρ, θ) dθ.

Assume that K < 0. Since

lim
ρ→0

(√
G

)

ρ
= 1 and

(√
G

)

ρρ
= −K

√
G > 0,

the function L(ρ) behaves as in Fig. 4-39(a). This means that L(ρ) increases
with ρ; that is, as ρ increases, the geodesics θ = θ0 and θ = θ1 get farther and
farther apart (of course, we must remain in the coordinate neighborhood in
question).

On the other hand, if K > 0, L(ρ) behaves as in Fig. 4-39(b). The
geodesics θ = θ0 and θ = θ1 may (case I) or may not (case II) come closer
together after a certain value of ρ, and this depends on the Gaussian curvature.
For instance, in the case of a sphere two geodesics which leave from a pole
start coming closer together after the equator (Fig. 4-40).

In Chap. 5 (Secs. 5-4 and 5-5) we shall come back to this subject and shall
make this observation more precise.

Another application of the geodesic polar coordinates consists of a
geometrical interpretation of the Gaussian curvature K .
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L L(ρ)

ρ

0

L

L(ρ)

ρ

0

(a) K < 0 (b) K > 0

I

II

Figure 4-39. Spreading of close geodesics in a normal neighborhood.

Figure 4-40

To do this, we first observe that the expression of K in geodesic polar
coordinates (ρ, θ), with center p ∈ S, is given by

K = −
(
√

G)ρρ√
G

,

and therefore
∂3(

√
G)

∂ρ3
= −K(

√
G)ρ − Kρ(

√
G).

Thus, recalling that

lim
ρ→0

√
G = 0,

we obtain

−K(p) = lim
ρ→0

∂3
√

G

∂ρ3
.
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On the other hand, by defining
√

G and its successive derivatives with
respect to ρ at p by its limit values (cf. Eq. (1)), we may write

√
G(ρ, θ) =

√
G(0, θ) + ρ(

√
G)ρ(0, θ) +

ρ2

2!
(
√

G)ρρ(0, θ)

+
ρ3

3!
(
√

G)ρρρ(0, θ) + R(ρ, θ)

where

lim
ρ→0

R(ρ, θ)

ρ3
= 0,

uniformly in θ . By substituting in the above expression the values already
known, we obtain

√
G(ρ, θ) = ρ −

ρ3

3!
K(ρ) + R.

With this value for
√

G, we compute the arc length L of a geodesic circle
of radius ρ = r:

L = lim
ǫ→0

∫ 2π−ǫ

0+ǫ

√
G(r, θ) dθ = 2πr −

π

3
r3K(p) + R1,

where

lim
r→0

R1

r3
= 0.

It follows that

K(p) = lim
r→0

3

π

2πr − L

r3
,

which gives an intrinsic interpretation of K(p) in terms of the radius r of a
geodesic circle Sr(p) around p and the arc lengths L and 2πr of Sr(P ) and
exp−1

p (Sr(p)), respectively.
An interpretation of K(p) involving the area of the region bounded by

Sr(p) is easily obtained by the above process (see Exercise 3).

As a last application of the geodesic polar coordinates, we shall study some
minimal properties of geodesics. A fundamental property of a geodesic is the
fact that, locally, it minimizes arc length. More precisely, we have

PROPOSITION 4. Let p be a point on a surface S. Then, there exists a
neighborhood W ⊂ S of p such that if γ : I → W is a parametrized geodesic
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with γ (0) = p, γ (t1) = q, t1 ∈ I, and α: [0, t1] → S is a parametrized regular
curve joining p to q, we have

lγ ≤ lα,

where lα denotes the length of the curve α. Moreover, if lr = lα, then the trace
of γ coincides with the trace of α between p and q.

Proof. Let V be a normal neighborhood of p, and let W̄ be the closed
region bounded by a geodesic circle of radius r contained in V . Let (ρ, θ) be
geodesic polar coordinates in W̄ − L centered in p.

W

q

L

p

α

Figure 4-41

We first consider the case where α([0, t1]) ⊂ W (Fig. 4-41). Let 0 < β0 <

β1 < t1. Since α has finite length, we can choose L so that α([β0, β1]) inter-
sects L only at a finite number of points, say τ1 < τ2 < · · · < τk−1. Set
β0 = τ0, β1 = τk and write α(t) = (ρ(t), β(t)) in each interval (τi, τi+1),
i = 0, . . . , k − 1. Observe that

√

(ρ ′)2 + G(θ ′)2 ≥
√

(ρ ′)2

and equality holds in (τi, τi+1) if and only if θ ′ = 0, i.e., θ = const. in
(τi, τi+1). We claim that the length of α between β0 and β1 is greater than
or equal to |ρ(β1) − ρ(β0)| and that equality holds if and only if α is a radial
geodesic θ = const. with a parametrization ρ(t), where ρ ′(t) > 0.

To see this, notice that such a length is given by the (convergent) improper
integral

k+1
∑

i=0

∫ τi+1

τi

√

(ρ ′)2 + G(θ ′)2 dt ≥
∑

i

∫ τi+1

τi

√

(ρ ′)2 dt

=
∑

i

∫ τi+1

τi

|ρ ′| dt ≥ |ρ(β1) − ρ(β2)|.

Furthermore, equalities hold in the above if and only if ρ ′(t) > 0 and θ(t) =
const. on each interval (τi, τi+1), that is, α(τi) and α(τi+1) are actually on a
radial geodesic. This proves our claim.
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The proof of the Proposition 4 for the case where α([p0, t1]) ⊂ W follows
immediately from the above claim by letting β0 → 0 and β1 → t1.

Suppose finally that α([0, t1]) is not entirely contained in W . Let t0 ∈ [0, t1]
be the first value for which α(t0) = x belongs to the boundary of W . Let γ be
the radial geodesic px and let α be the restriction of the curve α to the interval
[0, t0]. It is clear then that lα ≥ lα (see Fig. 4-42).

W

x

q

p
V

α
γ

α

Figure 4-42

By the previous argument, lᾱ ≥ lγ̄ . Since q is a point in the interior of W̄ ,
lγ̄ > lγ . We conclude that lα > lγ , which ends the proof. Q.E.D.

Remark 3. For simplicity, we have proved the proposition for regular
curves. However, it still holds for piecewise regular curves (cf. Def. 7,
Sec. 4-4); the proof is entirely analogous and will be left as an exercise.

Remark 4. The proof also shows that the converse of the last assertion of
Prop. 4 holds true. However, this converse does not generalize to piecewise
regular curves.

The previous proposition is not true globally, as is shown by the example
of the sphere. Two nonantipodal points of a sphere may be connected by two
meridians of unequal lengths and only the smaller one satisfies the conclusions
of the proposition. In other words, a geodesic, if sufficiently extended, may not
be the shortest path between its end points. The following proposition shows,
however, that when a regular curve is the shortest path between any two of its
points, this curve is necessarily a geodesic.

PROPOSITION 5. Let α: I → S be a regular parametrized curve with a
parameter proportional to arc length. Suppose that the arc length of α between
any two points t, τ ∈ I, is smaller than or equal to the arc length of any regular
parametrized curve joining α(t) to α(τ). Then α is a geodesic.

Proof. Let t0 ∈ I be an arbitrary point of I and let W be the neighborhood
of α(t0) = p given by Prop. 4. Let q = α(t1) ∈ W . From the case of equality
in Prop. 4, it follows that α is a geodesic in (t0, t1). Otherwise α would have,
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between t0 and t1, a length greater than the radial geodesic joining α(t0) to α(t1),
a contradiction to the hypothesis. Since α is regular, we have, by continuity,
that α still is a geodesic in t0. Q.E.D.

EXERCISES

1. Prove that on a surface of constant curvature the geodesic circles have
constant geodesic curvature.

2. Show that the equations of the geodesics in geodesic polar coordinates
(E = 1, F = 0) are given by

ρ ′′ −
1

2
Gρ(θ

′)2 = 0

θ ′′ +
Gρ

G
ρ ′θ ′ +

1

2

Gθ

G
(θ ′)2 = 0.

3. If p is a point of a regular surface S, prove that

K(p) = lim
r→0

12

π

πr2 − A

r4
,

whereK(p) is the Gaussian curvature ofS atp, r is the radius of a geodesic
circleSr(p) centered inp, andA is the area of the region bounded by Sr(p).

4. Show that in a system of normal coordinates centered in p, all the
Christoffel symbols are zero at p.

5. For which of the pair of surfaces given below does there exist a local
isometry?

a. Torus of revolution and cone.

b. Cone and sphere.

c. Cone and cylinder.

6. Let S be a surface, let p be a point of S, and let S1(p) be a geodesic circle
around p, sufficiently small to be contained in a normal neighborhood.
Let r and s be two points of S1(p), and C be an arc of S1(p) between
r and s. Consider the curve exp−1

p (C) ⊂ Tp(S). Prove that S1(p) can be
chosen sufficiently small so that

a. If K > 0, then l(exp−1
p (C)) > l(C), where l( ) denotes the arc length

of the corresponding curve.

b. If K < 0, then l(exp−1
p (C)) < l(C).
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7. Let (ρ, θ) be a system of geodesic polar coordinates (E = 1, F = 0) on a
surface, and let γ (ρ(s), θ(s)) be a geodesic that makes an angle ϕ(s) with
the curves θ = const. For definiteness, the curves θ = const. are oriented
in the sense of increasing ρ’s and ϕ is measured from θ = const. to γ in
the orientation given by the parametrization (ρ, θ). Show that

dϕ

ds
+ (

√
G)ρ

dθ

ds
= 0.

*8. (Gauss Theorem on the Sum of the Internal Angles of a “Small” Geodesic
Triangle.) Let � be a geodesic triangle (that is, its sides are segments
of geodesics) on a surface S. Assume that � is sufficiently small to be
contained in a normal neighborhood of some of its vertices. Prove directly
(i.e., without using the Gauss-Bonnet theorem) that

∫∫

�

K dA =
(

3
∑

i=1

αi

)

− π,

where K is the Gaussian curvature of S, and 0 < αi < π, i = 1, 2, 3, are
the internal angles of the triangle �.

9. (A Local Isoperimetric Inequality for Geodesic Circles.) Let p ∈ S and
let Sr(p) be a geodesic circle of center p and radius r . Let L be the arc
length of Sr(p) and A be the area of the region bounded by Sr(p). Prove
that

4πA − L2 = π 2r4K(p) + R,

where K(p) is the Gaussian curvature of S at p and

lim
r→0

R

r4
= 0.

Thus, if K(p) > 0 (or < 0) and r is small, 4πA− L2 > 0 (or < 0).
(Compare the isoperimetric inequality of Sec. 1-7.)

10. Let S be a connected surface and let ϕ, ψ : S → S be two isometries
of S. Assume that there exists a point p ∈ S such that ϕ(p) = ψ(p)

and dϕp(v) = dψp(v) for all v ∈ Tp(S). Prove that ϕ(q) = ψ(q) for
all q ∈ S.

11. A diffeomorphism ϕ: S1 → S2 is said to be a geodesic mapping if for
every geodesic C ⊂ S1 of S1, the regular curve ϕ(C) ⊂ S2 is a geodesic
of S2. If U is a neighborhood of p ∈ S1, then ϕ: U → S2 is said to be a
local geodesic mapping in p if there exists a neighborhood V of ϕ(p) in
S2 such that ϕ: U → V is a geodesic mapping.
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a. Show that if ϕ: S1 → S2 is both a geodesic and a conformal mapping,
then ϕ is a similarity; that is,

〈v, w〉p = λ〈dϕp(v), dϕp(w)〉ϕ(p), p ∈ S1, v, w ∈ Tp(S1),

where λ is constant.

b. Let S2 = {(x, y, z) ∈ R3; x2 + y2 + z2 = 1} be the unit sphere, S− =
{(x, y, z) ∈ S2; z < 0} be its lower hemisphere, and P be the plane
z = −1. Prove that the map (central projection) ϕ: S− → P which
takes a point p ∈ S− to the intersection of P with the line that connects
p to the center of S2 is a geodesic mapping.

*c. Show that a surface of constant curvature admits a local geodesic
mapping into the plane for every p ∈ S.

12. (Beltrami’s Theorem.) In Exercise 11, part c, it was shown that a surface S

of constant curvature K admits a local geodesic mapping in the plane for
every p ∈ S. To prove the converse (Beltrami’s theorem)—If a regular
connected surface S admits for every p ∈ S a local geodesic mapping into
the plane, then S has constant curvature, the following assertions should
be proved:

a. If v = v(u) is a geodesic, in a coordinate neighborhood of a surface
parametrized by (u, v), which does not coincide with u = const., then

d2v

du2
= Ŵ

1
22

(

dv

du

)3

+ (2Ŵ
1
12 − Ŵ

2
22)

(

dv

du

)2

+ (Ŵ1
11 − 2Ŵ

2
12)

dv

du
− Ŵ

2
11.

*b. If S admits a local geodesic mapping ϕ: V → R2 of a neighborhood
V of a point p ∈ S into the plane R2, then it is possible to parametrize
the neighborhood V by (u, v) in such a way that

Ŵ
1
22 = Ŵ

2
11 = 0, Ŵ

2
22 = 2Ŵ

1
12, Ŵ

1
11 = 2Ŵ

2
12.

*c. If there exists a geodesic mapping of a neighborhood V of p ∈ S into
a plane, then the curvature K in V satisfies the relations

KE = Ŵ
2
12Ŵ

2
12 − (Ŵ2

12)u (a)

KF = Ŵ
1
12Ŵ

2
12 − (Ŵ2

12)v (b)

KG = Ŵ
1
12Ŵ

1
12 − (Ŵ1

12)v (c)

KF = Ŵ
2
12Ŵ

1
12 − (Ŵ1

12)u (d)

*d. If there exists a geodesic mapping of a neighborhood V of p ∈ S into
a plane, then the curvature K in V is constant.

e. Use the above, and a standard argument of connectedness, to prove
Beltrami’s theorem.
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13. (The Holonomy Group.) Let S be a regular surface and p ∈ S. For each
piecewise regular parametrized curve α: [0, l] → S with α(0) = α(l) =
p, let Pα: Tp(S) → Tp(S) be the map which assigns to each v ∈ Tp(S) its
parallel transport along α back to p. By Prop. 1 of Sec. 4-4, Pα is a linear
isometry of Tp(S). If β: [l, l̄] is another piecewise regular parametrized
curve with β(l) = β(l̄) = p, define the curve β ◦ α: [0, l̄] → S by running
successively first α and then β; that is, β ◦ α(s) = α(s) if s ∈ [0, l], and
β ◦ α(s) = β(s) if s ∈ [l, l̄].

a. Consider the set

Hp(S) = {Pα: Tp(S) → Tp(S); all α joining p to p},

where α is piecewise regular. Define in this set the operation Pβ ◦ Pα =
Pβ◦α; that is, Pβ ◦ Pα is the usual composition of performing first Pα

and then Pβ . Prove that, with this operation, Hp(S) is a group (actually,
a subgroup of the group of linear isometries of Tp(S)). Hp(S) is called
the holonomy group of S at p.

b. Show that the holonomy group at any point of a surface homeomorphic
to a disk with K ≡ 0 reduces to the identity.

c. Prove that if S is connected, the holonomy groups Hp(S) and Hq(S) at
two arbitrary points p, q ∈ S are isomorphic. Thus, we can talk about
the (abstract) holonomy group of a surface.

d. Prove that the holonomy group of a sphere is isomorphic to the group
of 2 × 2 rotation matrices (cf. Exercise 22, Sec. 4-4).

4-7. Further Properties of Geodesics;

Convex Neighborhoods†

In this section we shall show how certain facts on geodesics (in particular,
Prop. 5 of Sec. 4-4) follow from the general theorem of existence, uniqueness,
and dependence on the initial condition of vector fields.

The geodesics in a parametrization x(u, v) are given by the system

u′′ + Ŵ
1
11(u

′)2 + 2Ŵ
1
12u

′v′ + Ŵ
1
22(v

′)2 = 0,

v′′ + Ŵ
2
11(u

′)2 + 2Ŵ
2
12u

′v′ + Ŵ
2
22(v

′)2 = 0,
(1)

†This section may be omitted on a first reading. Propositions 1 and 2 (the statements
of which can be understood without reading the section) are, however, used in Chap. 5.
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where the Ŵ
k

ij are functions of the local coordinates u and v. By setting u′ = ξ

and v′ = η, we may write the above system in the general form

ξ ′ = F1(u, v, ξ, η),

η′ = F2(u, v, ξ, η),

u′ = F3(u, v, ξ, η),

v′ = F4(u, v, ξ, η),

(2)

where F3(u, v, ξ, η) = ξ , F4(u, v, ξ, η) = η.
It is convenient to use the following notation: (u, v, ξ, η) will denote a

point of R4 which will be thought of as the Cartesian product R4 = R2 × R2;
(u, v) will denote a point of the first factor and (ξ, η) a point of the second
factor.

The system (2) is equivalent to a vector field in an open set of R4 which is
defined in a way entirely analogous to vector fields in R2 (cf. Sec. 3-4). The
theorem of existence and uniqueness of trajectories (Theorem 1, Sec. 3-4) still
holds in this case (actually, the theorem holds for Rn; cf. S. Lang, Analysis I,
Addison-Wesley, Reading, Mass., 1968, pp. 383–386) and is stated as follows:

Given the system (2) in an open set U ⊂ R4 and given a point

(u0, v0, ξ0, η0) ∈ U

there exists a unique trajectory α: (−ǫ, ǫ) → U of Eq. (2), with

α(0) = (u0, v0, ξ0, η0).

To apply this result to a regular surface S, we should observe that, given
a parametrization x(u, v) in p ∈ S, of coordinate neighborhood V , the set of
pairs (q, v), q ∈ V , v ∈ Tq(S), may be identified to an open set V × R2 =
U ⊂ R4. For that, we identify each Tq(S), q ∈ V , with R2 by means of the
basis {xu, xv}. Whenever we speak about differentiability and continuity in the
set of pairs (q, v) we mean the differentiability and continuity induced by this
identification.

Assuming the above theorem, the proof of Prop. 5 of Sec. 4-4 is trivial.
Indeed, the equations of the geodesics in the parametrization x(u, v) in p ∈ S

yield a system of the form (2) in U ⊂ R4. The fundamental theorem implies
then that given a point q = (u0, v0) ∈ V and a nonzero tangent vector v =
(ξ0, η0) ∈ Tq(S) there exists a unique parametrized geodesic

γ = π ◦ α: (−ǫ, ǫ) → V

in V (where π(q, v) = q is the projection V × R2 → V ).
The theorem of the dependence on the initial conditions for the vector

field defined by Eq. (2) is also important. It is essentially the same as that
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for the vector fields of R2: Given a point p = (u0, v0, ξ0, η0) ∈ U, there exist
a neighborhood V = V1 × V2 of p (where V1 is a neighborhood of (u0, v0)

and V2 is a neighborhood of (ξ0, η0)), an open interval I, and a differentiable
mapping α: I × V1 × V2 → U such that, for fixed (u, v, ξ, η) = (q, v) ∈ V,
then α(t, q, v), t ∈ I, is the trajectory of (2) passing through (q, v).

To apply this statement to a regular surface S, we introduce a parametriza-
tion in p ∈ S, with coordinate neighborhood V , and identify, as above, the set
of pairs (q, v), q ∈ V , v ∈ Tq(S), with V × R2. Taking as the initial condition
the pair (p, 0), we obtain an interval (−ǫ2, ǫ2), a neighborhood V1 ⊂ V of p

in S, a neighborhood V2 of the origin in R2, and a differentiable map

γ : (−ǫ2, ǫ2) × V1 × V2 → V

such that if (q, v) ∈ V1 × V2, v �= 0, the curve

t → γ (t, q, v), t ∈ (−ǫ2, ǫ2),

is the geodesic of S satisfying γ (0, q, v) = q, γ ′(0, q, v) = v, and if v = 0,
this curve reduces to the point q. Here γ = π ◦ α, where π(q, v) = q is the
projection U = V × R2 → V and α is the map given above.

Back in the surface, the set V1 × V2 is of the form

{(q, v), q ∈ V1, v ∈ Vq(0) ⊂ Tq(S)},

where Vq(0) denotes a neighborhood of the origin in Tq(S). Thus, if we
restrict γ to (−ǫ2, ǫ2) × {p} × V2, we can choose {p} × V2 = Bǫ1

⊂ Tp(S),
and obtain

THEOREM 1. Given p ∈ S there exist numbers ǫ1 > 0, ǫ2 > 0 and a
differentiable map

γ : (−ǫ2, ǫ2) × Bǫ1
→ S, Bǫ1

⊂ Tp(S)

such that for v ∈ Bǫ1
, v �= 0, t ∈ (−ǫ2, ǫ2) the curve t → γ (t, v) is the

geodesic of S with γ (0, v) = p, γ ′(0, v) = v, and for v = 0, γ (t, 0) = p.

This result was used in the proof of Prop. 1 of Sec. 4-6.
The above theorem corresponds to the case where p is fixed. To handle

the general case, let us denote by Br(q) the domain bounded by a (small)
geodesic circle of radius r and center q, and by B̄r(q) the union of Br(q) with
its boundary.

Let ǫ > 0 be such that B̄ǫ(p) ⊂ V1. Let Bδ(q)(0) ⊂ V̄q(0) be the largest
open disk in the set V̄q(0) formed by the union of Vq(0) with its limit points,
and set ǫ1 = inf δ(q), q ∈ B̄ǫ(p). Clearly, ǫ > 0. Thus, the set

U = {(q, v); q ∈ Bǫ(p), v ∈ Bǫ1
(0) ⊂ Tq(S)}

is contained in V1 × V2, and we obtain
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Theorem 1a. Given p ∈ S, there exist positive numbers ǫ, ǫ1, ǫ2 and a
differentiable map

γ : (−ǫ2, ǫ2) × U → S,

where

U = {(q, v); q ∈ Bǫ(p), v ∈ Bǫ1
(0) ⊂ Tq(S)},

such that γ (t, q, 0) = q, and for v �= 0 the curve

t → γ (t, q, v), t ∈ (−ǫ2, ǫ2)

is the geodesic of S with γ (0, q, v) = q, γ ′(0, q, v) = v.

Let us apply Theorem 1a to obtain the following refinement of the existence
of normal neighborhoods.

PROPOSITION 1. Given p ∈ S there exist a neighborhood W of p in S
and a number δ > 0 such that for every q ∈ W, expq is a diffeomorphism on
Bδ(0) ⊂ Tq(S) and expq(Bδ(0)) ⊃ W; that is, W is a normal neighborhood
of all its points.

Proof. Let V be a coordinate neighborhood of p. Let ǫ, ǫ1, ǫ2 and
γ : (−ǫ1, ǫ2) × U → V be as in Theorem 1a. By choosing ǫ1 < ǫ2, we can
make sure that, for (q, v) ∈ U, expq(v) = γ (|v|, q, v

|v| ) is well defined. Thus,
we can define a differentiable map ϕ: U → V × V by

ϕ(q, v) = (q, expq(v)).

We first show that dϕ is nonsingular at (p, 0). For that, we investigate how
ϕ transforms the curves in U given by

t → (p, tw), t → (α(t), 0),

where w ∈ Tp(S) and α(t) is a curve in S with α(0) = p. Observe that the
tangent vectors of these curves at t = 0 are (0, w) and (α′(0), 0), respectively.
Thus,

dϕ(p, 0)(0, w) =
d

dt
(p, expp(wt))

∣

∣

∣

∣

t=0

= (0, w),

dϕ(p, 0)(α
′(0), 0) =

d

dt
(α(t), expα(t)(0))

∣

∣

∣

∣

t=0

= (α′(0), α′(0)),

and dϕ(p,0) takes linearly independent vectors into linearly independent
vectors. Hence, dϕ(p,0) is nonsingular.
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It follows that we can apply the inverse function theorem, and conclude the
existence of a neighborhood V of (p, 0) in U such that ϕ maps V diffeomor-
phically onto a neighborhood of (p, p) in V × V . Let U ⊂ Bǫ(p) and δ > 0
be such that

V = {(q, v) ∈ U; q ∈ U, v ∈ Bδ(0) ⊂ Tq(S)}.

Finally, let W ⊂ U be a neighborhood of p such that W × W ⊂ ϕ(V).
We claim that δ and W thus obtained satisfy the statement of the theorem.

In fact, since ϕ is a diffeomorphism in V, expq is a diffeomorphism in Bδ(0),
q ∈ W . Furthermore, if q ∈ W , then

ϕ({q} × Bδ(0)) ⊃ {q} × W,

and, by definition of ϕ, expq(Bδ(0)) ⊃ W . Q.E.D.

Remark 1. From the previous proposition, it follows that given two points
q1, q2 ∈ W there exists a unique geodesic γ of length less than δ joining q1 and
q2. Furthermore, the proof also shows that γ “depends differentiably” on q1

and q2 in the following sense: Given (q1, q2) ∈ W × W , a unique v ∈ Tq1
(S)

is determined (precisely, the v given by ϕ−1(q1, q2) = (q1, v)) which depends
differentiably on (q1, q2) and is such that γ ′(0) = v.

One of the applications of the previous result consists of proving that a
curve which locally minimizes arc length cannot be “broken.” More precisely,
we have

PROPOSITION 2. Let α: I → S be a parametrized, piecewise regular
curve such that in each regular arc the parameter is proportional to the arc
length. Suppose that the arc length between any two of its points is smaller
than or equal to the arc length of any parametrized regular curve joining these
points. Then α is a geodesic; in particular, α is regular everywhere.

Proof. Let 0 = t0 ≤ t1 ≤ · · · ≤ tk ≤ tk+1 = l be a subdivision of [0, l] = I

in such a way that α|[ti, ti+1], i = 0, . . . , k, is regular. By Prop. 5 of Sec. 4-6, α
is geodesic at the points of (ti, ti+1). To prove that α is geodesic in ti , consider
the neighborhood W , given by Prop. 1, of α(ti). Let q1 = α(ti − ǫ), q2 =
α(ti + ǫ), ǫ > 0, be two points of W , and let γ be the radial geodesic of
Bδ(q1) joining q1 to q2 (Fig. 4-43). By Prop. 4 of Sec. 4-6, extended to the
piecewise regular curves, l(γ ) ≤ l(α) between q1 and q2. Together with the
hypothesis of the proposition, this implies that l(γ ) = l(α). Thus, again by
Prop. 4 of Sec. 4-6, the traces of γ and α coincide. Therefore, α is geodesic
in ti , which ends the proof. Q.E.D.

In Example 6 of Sec. 4-4 we have used the following fact: A geodesic γ (t)
of a surface of revolution cannot be asymptotic to a parallel P0 which is not
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itself a geodesic. As a further application of Prop. 1, we shall sketch a proof
of this fact (the details can be filled in as an exercise).

Assume the contrary to the above statement, and let p be a point in the
parallel P0. Let W and δ be the neighborhood and the number given by Prop. 1,
and let q ∈ P0 ∩ W, q �= p. Because γ (t) is asymptotic to P0, the point p is
a limit of points γ (ti), where {ti} → ∞, and the tangents of γ at ti converge
to the tangent of P0 at p. By Remark 1, the geodesic γ̄ (t) with length smaller
than δ joining p to q must be tangent to P0 at p. By Clairaut’s relation (cf.
Example 5, Sec. 4-4), a small arc of γ̄ (t) around p will be in the region of W

where γ (t) lies. It follows that, sufficiently close to p, there is a pair of points
in W joined by two geodesics of length smaller than δ (see Fig. 4-44). This is
a contradiction and proves our claim.

W

q1

q2

α(t
i
) γ

p0 p q

γ

γ

Figure 4-43 Figure 4-44

One natural question about Prop. 1 is whether the geodesic of length less
than δ which joins two points q1, q2 of W is contained in W . lf this is the case
for every pair of points in W , we say that W is convex.

We say that a parametrized geodesic joining two points is minimal if its
length is smaller than or equal to that of any other parametrized piecewise
regular curve joining these two points.

When W is convex, we have by Prop. 4 (see also Remark 3) of Sec. 4-6
that the geodesic γ joining q1 ∈ W to q2 ∈ W is minimal. Thus, in this case,
we may say that any two points of W are joined by a unique minimal geodesic
in W . In general, however, W is not convex.

We shall now prove that W can be so chosen that it becomes convex. The
crucial point of the proof is the following proposition, which is interesting in
its own right. As usual, we denote by Br(p) the interior of the region bounded
by a geodesic circle Sr(p) of radius r and center p.

PROPOSITION 3. For each point p ∈ S there exists a positive number ǫ

with the following property: If a geodesic γ (t) is tangent to the geodesic circle
Sr(p), r < ǫ, at γ (0), then, for t �= 0 small, γ (t) lies outside Br(p) (Fig. 4-45).
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Proof. Let W be the neighborhood of p given by Prop. l. For each pair
(q, v), q ∈ W, v ∈ Tq(S), |v| = 1, consider the geodesic γ (t, q, v) and set,
for a fixed pair (q, v) (Fig. 4-46),

exp−1
p γ (t, q, v) = u(t),

F (t, q, v) = |u(t)|2 = F(t).

Thus, for a fixed (q, v), F (t) is the square of the distance of the point γ (t, q, v)

to p. Clearly, F(t, q, v) is differentiable. Observe that F(t, p, v) = |vt |2.
Now denote by U1 the set

U1 = {(q, v); q ∈ W, v ∈ Tq(S), |v| = 1},

and define a function Q: U1 → R by

Q(q, v) =
∂2F

∂t2

∣

∣

∣

∣

t=0

.

u'(t)

u(t)

u(0) p

q

u

W

γ(t)

exp
pexp

p
–1(q)

T
p
(S )

exp
p
–1(γ(t))

0

Figure 4-46
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Since F is differentiable, Q is continuous. Furthermore, since

∂F

∂t
= 2〈u(t), u′(t)〉,

∂2F

∂t2
= 2〈u(t), u′′(t)〉 + 2〈u′(t), u′(t)〉,

and at (p, v)

u′(t) = v, u′′(t) = 0,

we obtain

Q(p, v) = 2|v|2 = 2 > 0 for all v ∈ Tp(S), |v| = 1.

It follows, by continuity, that there exists a neighborhood V ⊂ W such that
Q(q, v) > 0 for all q ∈ V and v ∈ Tq(S) with |v| = 1. Let ǫ > 0 be such that
Bǫ(p) ⊂ V . We claim that this ǫ satisfies the statement of the proposition.

In fact, let r < ǫ and let γ (t, q, v) be a geodesic tangent to Sr(p) at
γ (0) = q. By introducing geodesic polar coordinates around p, we see that
〈u(0), u′(0)〉 = 0 (see Fig. 4-47). Thus, ∂F/∂t (0) = 0. Since F(0, q, v) = r2,
and (∂2F/∂t2)(0) > 0, we have that F(t) > r2 for t �= 0 small; hence, γ (t) is
outside Br(p). Q.E.D.

T
p
(S)

u(0)
0 p

q

c

u

γ
exp

p

u'(0)

r

Figure 4-47

We can now prove

PROPOSITION 4 (Existence of Convex Neighborhoods). For each
point p ∈ S there exists a number c > 0 such that Bc(p) is convex; that is,
any two points of Bc(p) can be joined by a unique minimal geodesic in Bc(p).

Proof. Let ǫ be given as in Prop. 3. Choose δ and W in Prop. 1 in such
a way that δ < ǫ/2. Choose c < δ and such that Bc(p) ⊂ W . We shall prove
that Bc(p) is convex.
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Let q1, q2 ∈ Bc(p) and let γ : I → S be the geodesic with length less that
δ < ǫ/2 joining q1 to q2. γ (I ) is clearly contained in Bǫ(p), and we want
to prove that γ (I ) is contained in Bc(p). Assume the contrary. Then there is
a point m ∈ Bǫ(p) where the maximum distance r of γ (I ) to p is attained
(Fig. 4-48). In a neighborhood of m, the points of γ (I ) will be in Br(p). But
this contradicts Prop. 3. Q.E.D.

δ

m

q1 q2

¨

Figure 4-48

EXERCISES

*1. Let y and w be differentiable vector fields on an open set U ⊂ S. Let
p ∈ S and let α: I → U be a curve such that α(0) = p, α′(0) = y. Denote
by Pα,t : Tα(0)(S) → Tα(t)(S) the parallel transport along α from α(0) to
α(t), t ∈ I . Prove that

(Dyw)(p) =
d

dt
(P −1

α,t (w(α(t))))

∣

∣

∣

∣

t=0

,

where the second member is the velocity vector of the curve P −1
α,t (w(α(t)))

in Tp(S) at t = 0. (Thus, the notion of covariant derivative can be derived
from the notion of parallel transport.)

2. a. Show that the covariant derivative has the following properties. Let
v, w, and y be differentiable vector fields in U ⊂ S, f : U → R be a
differentiable function in S, y(f ) be the derivative of f in the direction
of y (cf. Exercise 7, Sec. 3-4), and λ, μ be real numbers. Then

1. Dy(λv + μw) = λDy(v) + μDγ (w);
Dλy+μv(w) = λDy(w) + μDv(w).

2. Dy(f v) = y(f )v + f Dy(v); Dfy(v) = f Dy(v).

3. y(〈v, w〉) = 〈Dyv, w〉 + 〈v, Dyw〉.
4. Dxv

xu = Dxu
xv, where x(u, v) is a parametrization of S.
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*b. Show that property 3 is equivalent to the fact that the parallel transport
along a given piecewise regular parametrized curve α: I → S joining
two points p, q ∈ S is an isometry between Tp(S) and Tq(S). Show
that property 4 is equivalent to the symmetry of the lower indices of
the Christoffel symbols.

*c. Let U(U) be the space of (differentiable) vector fields in U ⊂ S and
let D: U × U → U (where we denote D(y, v) = Dy(v)) be a map sat-
isfying properties 1-4. Verify that Dy(v) coincides with the covariant
derivative of the text. (In general, a D satisfying properties 1 and 2 is
called a connection in U . The point of the exercise is to prove that on
a surface with a given scalar product there exists a unique connection
with the additional properties 3 and 4).

*3. Let α: I = [0, l] → S be a simple, parametrized, regular curve. Consider
a unit vector field v(t) along α, with 〈α′(t), v(t)〉 = 0 and a mapping
x: R × I → S given by

x(s, t) = expα(t)(sv(t)), s ∈ R, t ∈ I.

a. Show that x is differentiable in a neighborhood of I in R × I and that
dx is nonsingular in (0, t), t ∈ I .

b. Show that there exists ǫ > 0 such that x is one-to-one in the rectangle
t ∈ I, |s| < ǫ.

c. Show that in the open set t ∈ (0, l), |s| < ǫ, x is a parametrization
of S, the coordinate neighborhood of which contains α((0, l)). The
coordinates thus obtained are called geodesic coordinates (or Fermi’s
coordinates) of basis α. Show that in such a system F = 0, E = 1.
Moreover, if α is a geodesic parametrized by the arc length, G(0, t) =
1 and Gs(0, t) = 0.

d. Establish the following analogue of the Gauss lemma (Remark 1
after Prop. 3, Sec. 4-6). Let α: I → S be a regular parametrized
curve and let γt(s), t ∈ I , be a family of geodesics parametrized by
arc length s and given by; γt(0) = α(t), {γ ′

t (0), α′(t)} is a positive
orthogonal basis. Then, for a fixed s̄, sufficiently small, the curve
t → γt(s̄), t ∈ I , intersects all γt orthogonally (such curves are called
geodesic parallels).

4. The energy E of a curve α: [a, b] → S is defined by

E(α) =
∫ b

a

|α′(t)|2dt.

*a. Show that (I (α))2 ≤ (b − a)E(α) and that equality holds if and only
if t is proportional to the arc length.
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b. Conclude from part a that if γ : [a, b] → S is a minimal geodesic with
γ (a) = p, γ (b) = q, then for any curve α: [a, b] → S, joining p to q,
we have E(γ ) ≤ E(α) and equality holds if and only if α is a minimal
geodesic.

5. Let γ : [0, l] → S be a simple geodesic, parametrized by arc length, and
denote by u and v the Fermi coordinates in a neighborhood of γ ([0, l])
which is given as u = 0 (cf. Exercise 3). Let u = γ (v, t) be a fam-
ily of curves depending on a parameter t, −ǫ < t < ǫ such that γ is
differentiable and

γ (0, t) = γ (0) = p, γ (l, t) = γ (l) = q, γ (v, 0) = γ (v) ≡ 0.

Such a family is called a variation of γ keeping the end points p and q

fixed. Let E(t) be the energy of the curve γ (v, t) (cf. Exercise 4); that is,

E(t) =
∫ l

0

(

∂γ

∂v
(v, t)

)2

dv.

*a. Show that

E′(0) = 0,

1

2
E′′(0) =

∫ l

0

{(

dη

dv

)2

− Kη2

}

dv,

where η(v) = ∂γ /∂t |t=0, K = K(v) is the Gaussian curvature
along γ , and denotes the derivative with respect to t (the above for-
mulas are called the first and second variations, respectively, of the
energy of γ ; a more complete treatment of these formulas, including
the case where γ is not simple, will be given in Sec. 5-4).

b. Conclude from part a that if K ≤ 0, then any simple geodesic
γ : [0, l] → S is minimal relatively to the curves sufficiently close
to γ and joining γ (0) to γ (l).

6. Let S be the cone z = k
√

x2 + y2, k > 0, (x, y) �= (0, 0), and let V ⊂ R2

be the open set of R2 given in polar coordinates by 0 < ρ < ∞, 0 <

θ < 2πn sin β, where cotan β = k and n is the largest integer such that
2πn sin β < 2π (cf. Example 3, Sec. 4-2). Let ϕ: V → S be the map

ϕ(ρ, θ) =
(

ρ sin β cos

(

θ

sin β

)

, ρ sin β sin

(

θ

sin β

)

, ρ cos β

)

.

a. Prove that ϕ is a local isometry.
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Figure 4-49

b. Let q ∈ S. Assume that β < π/6 and let k be the largest integer such
that 2πk sin β < π . Prove that there exist at least k geodesics that
leaving from q return to q. Show that these geodesics are broken at q

and that, therefore, none of them is a closed geodesic (Fig. 4-49).

*c. Under the conditions of part b, prove that there are exactly k such
geodesics.

7. Let α: I − R3 be a parametrized regular curve. For each t ∈ I , let P(t) ⊂
R3 be a plane through α(t) which contains α′(t). When the unit normal
vector N(t) of P(t) is a differentiable function of t and N ′(t) �= 0, t ∈ I ,
we say that the map t → {α(t), N(t)} is a differentiable family of tangent
planes. Given such a family, we determine a parametrized surface (cf.
Def. 2, Sec. 2-3) by

x(t, v) = α(t) + v
N(t) ∧ N ′(t)

|N ′(t)|
.

The parametrized surface x is called the envelope of the family
{α(t), N(t)} (cf. Example 4, Sec. 3-5).

a. Let S be an oriented surface and let γ : I → S be a geodesic
parametrized by arc length with k(s) �= 0 and τ(s) �= 0, s ∈ I . Let
N(s) be the unit normal vector of S along γ . Prove that the envelope
of the family of tangent planes {γ (s), N(s)} is regular in a neighbor-
hood of γ , has Gaussian curvature K ≡ 0, and is tangent to S along
γ . (Thus, we have obtained a surface locally isometric to the plane
which contains γ as a geodesic.)

b. Let α: I → R3 be a curve parametrized by arc length with k(s) �= 0
and τ(s) �= 0, s ∈ I , and let {α(s), n(s)} be the family of its recti-
fying planes. Prove that the envelope of this family is regular in a
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neighborhood of α, has Gaussian curvature K = 0, and contains α

as a geodesic. (Thus, every curve is a geodesic in the envelope of its
rectifying planes; since this envelope is locally isometric to the plane,
this justifies the name rectifying plane.)

8. (Free Mobility of Small Geodesic Triangles.) Let S be a surface of con-
stant Gaussian curvature. Choose points p1, p

′
1 ∈ S and let V, V ′ be

convex neighborhoods of p1, p
′
1, respectively. Choose geodesic trian-

gles p1, p2, p3 in V (geodesic means that the sides ⌢
p1p2,

⌢
p2p3,

⌢
p3p1 are

geodesic arcs) in v and p′
1, p

′
2, p

′
3 in V ′ in such a way that

l(p1, p2) = l(p′
1, p

′
2),

l(p2, p3) = l(p′
2, p

′
3),

l(p3, p1) = l(p′
3, p

′
1)

(here l denotes the length of a geodesic arc). Show that there exists an
isometry θ : V → V ′ which maps the first triangle onto the second. (This
is the local version, for surfaces of constant curvature, of the theorem
of high school geometry that any two triangles in the plane with equal
corresponding sides are congruent.)



Appendix Proofs of the

Fundamental Theorems of the Local

Theory of Curves and Surfaces

In this appendix we shall show how the fundamental theorems of existence
and uniqueness of curves and surfaces (Secs. 1-5 and 4-2) may be obtained
from theorems on differential equations.

Proof of the Fundamental Theorem of the Local Theory of Curves (cf.
statement in Sec. 1-5). The starting point is to observe that Frenet’s equations

dt

ds
= kn,

dn

ds
= −kt − τb,

db

ds
= τn

(1)

may be considered as a differential system in I × R9,

dξ1

ds
= f1(s, ξ1, . . . , ξ9)

...

dξ9

ds
= f9(s, ξ1, . . . , ξ9)

⎫

⎪

⎪

⎪

⎪

⎬

⎪

⎪

⎪

⎪

⎭

, s ∈ I, (1a)

where (ξ1, ξ2, ξ3) = t , (ξ4, ξ5, ξ6) = n, (ξ7, ξ8, ξ9) = b, and fi , i = 1, . . . , 9,
are linear functions (with coefficients that depend on s) of the coordinates ξi .

In general, a differential system of type (1a) cannot be associated to a
“steady” vector field (as in Sec. 3-4). At any rate, a theorem of existence and
uniqueness holds in the following form:

315
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Given initial condition s0 ∈ I, (ξ1)0, . . . , (ξ9)0, there exist an open interval
J ⊂ I containing s0 and a unique differentiable mapping α: J → R9, with

α(s0) = ((ξ1)0, . . . , (ξ9)0) and α′(s) = (f1, . . . , f9),

where each fi, i = 1, . . . , 9, is calculated in (s, α(s)) ∈ J × R9. Furthermore,
if the system is linear, J = I (cf. S. Lang, Analysis I, Addison-Wesley, Reading,
Mass., 1968, pp. 383–386).

It follows that given an orthonormal, positively oriented trihedron
{t0, n0, b0} in R3 and a value s0 ∈ I , there exists a family of trihedrons
{t (s), n(s), b(s)}, s ∈ I , with t (s0) = t0, n(s0) = n0, b(s0) = b0.

We shall first show that the family {t (s), n(s), b(s)} thus obtained remains
orthonormal for every s ∈ I . In fact, by using the system (1) to express the
derivatives relative to s of the six quantities

〈t, n〉, 〈t, b〉, 〈n, b〉, 〈t, t〉, 〈n, n〉, 〈b, b〉

as functions of these same quantities, we obtain the system of differential
equations

d

ds
〈t, n〉 = k〈n, n〉 − k〈t, t〉 − τ 〈t, b〉,

d

ds
〈t, b〉 = k〈n, b〉 + τ 〈t, n〉,

d

ds
〈n, b〉 = −k〈t, b〉 − τ 〈b, b〉 + τ 〈n, n〉,

d

ds
〈t, t〉 = 2k〈t, n〉,

d

ds
〈n, n〉 = −2k〈n, t〉 − 2τ 〈n, b〉,

d

ds
〈b, b〉 = 2τ 〈b, n〉.

It is easily checked that

〈t, n〉 ≡ 0, 〈t, b〉 ≡ 0, 〈n, b〉 ≡ 0,

t2 ≡ 1, n2 ≡ 1, b2 ≡ 1,

is a solution of the above system with initial conditions 0, 0, 0, 1, 1, 1. By
uniqueness, the family {t (s), n(s), b(s)} is orthonormal for every s ∈ I , as we
claimed.

From the family {t (s), n(s), b(s)} it is possible to obtain a curve by setting

α(s) =
∫

t (s) ds, s ∈ I,
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where by the integral of a vector we understand the vector function
obtained by integrating each component. It is clear that α′(s) = t (s) and that
α′′(s) = kn. Therefore, k(s) is the curvature of α at s. Moreover, since

α′′′(s) = k′n + kn′ = k′n − k2t − kτb,

the torsion of α will be given by (cf. Exercise 12, Sec. 1-5)

−
〈α ∧ α′′, α′′′〉

k2
= −

〈t ∧ kn, (−k2t + k′n − kτb)〉
k2

= τ ;

α is, therefore, the required curve.
We still have to show that α is unique up to translations and rotations of R3.

Let ᾱ: I → R3 be another curve with k̄(s) = k(s) and τ̄ (s) = τ(s), s ∈ I , and
let {t̄0, n̄0, b̄0} be the Frenet trihedron of ᾱ at s0. It is clear that by a translation
A and a rotation ρ it is possible to make the trihedron {t̄0, n̄0, b̄0} coincide
with the trihedron {t0, n0, b0} (both trihedrons are positive). By applying the
uniqueness part of the above theorem on differential equations, we obtain the
desired result. Q.E.D.

Proof of the Fundamental Theorem of the Local Theory of Surfaces (cf.
statement in Sec. 4-3). The idea of the proof is the same as the one above;
that is, we search for a family of trihedrons {xu, xv, N}, depending on u and
v, which satisfies the system

xuu = Ŵ
1
11xu + Ŵ

2
11xv + eN,

xuv = Ŵ
1
12xu + Ŵ

2
12xv + f N = xvu,

xvv = Ŵ
1
22xu + Ŵ

2
22xv + gN,

Nu = a11xu + a21xv,

Nv = a1
12xu + a22xv,

(2)

where the coefficientsŴ
k

ij , aij , i, j, k = 1, 2, are obtained fromE, F, G, e, f, g

as if it were on a surface.
The above equations define a system of partial differential equations in

V × R9,

(ξ1)u = f1(u, v, ξ1, . . . , ξ9),

...

(ξ9)v = f15(u, v, ξ1, . . . , ξ9),

(2a)

where ξ = (ξ1, ξ2, ξ3) = xu, η = (ξ4, ξ5, ξ6) = xv, ζ = (ξ7, ξ8, ξ9) = N , and
fi = 1, . . . , 15, are linear functions of the coordinates ξj , j = 1, . . . , 9, with
coefficients that depend on u and v.
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In contrast to what happens with ordinary differential equations, a system
of type (2a) is not integrable, in general. For the case in question, the conditions
which guarantee the existence and uniqueness of a local solution, for given
initial conditions, are

ξuv = ξvu, ηuv = ηvu, ζuv = ζvu.

A proof of this assertion is found in J. Stoker, Differential Geometry,
Wiley Interscience, New York, 1969, Appendix B.

As we have seen in Sec. 4-3, the conditions of integrability are equivalent
to the equations of Gauss and Mainardi-Codazzi, which are, by hypothesis,
satisfied. Therefore, the system (2a) is integrable.

Let {ξ, η, ζ } be a solution of (2a) defined in a neighborhood of (u0, v0) ∈
V , with the initial conditions ξ(u0, v0) = ξ0, η(u0, v0) = η0, ζ(u0, v0) = ζ0.
Clearly, it is possible to choose the initial conditions in such a way that

ξ 2
0 = E(u0, v0),

η2
0 = G(u0, v0),

〈ξ0, η0〉 = F(u0, v0),

ζ 2
0 = 1,

〈ξ0, ζ0〉 = 〈η0, ζ0〉 = 0.

(3)

With the given solution we form a new system,

xu = ξ,

xv = η,
(4)

which is clearly integrable, since ξv = ηu. Let x: V̄ → R3 be a solution of (4),
defined in a neighborhood V̄ of (u0, v0), with x(u0, v0) = p0 ∈ R3. We shall
show that by contracting V̄ and interchanging v and u, if necessary, x(V̄ ) is
the required surface.

We shall first show that the family {ξ, η, ζ }, which is a solution of (2a),
has the following property. For every (u, v) where the solution is defined, we
have

ξ 2 = E,

η2 = G,

〈ξ, η〉 = F

ζ 2 = 1,

〈ξ, ζ 〉 = 〈η, ζ 〉 = 0.

(5)

Indeed, by using (2) to express the partial derivatives of

ξ 2, η2, ζ 2, 〈ξ, η〉, 〈ξ, ζ 〉, 〈η, ζ 〉
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as functions of these same 6 quantities, we obtain a system of 12 partial
differential equations:

(ξ 2)u = B1(ξ
2, η2, . . . , 〈η, ζ 〉),

(ξ 2)v = B2(ξ
2, η2, . . . , 〈ξ, ζ 〉),

...

(η, ζ )v = B12(ξ
2, η2, . . . , 〈η, ζ 〉).

(6)

Since (6) was obtained from (2a), it is clear (and may be checked directly) that
(6) is integrable and that

ξ 2 = E,

η2 = G,

〈η, ξ〉 = F,

ζ 2 = 1,

〈ξ, ζ 〉 = 〈η, ζ 〉 = 0

is a solution of (6), with the initial conditions (3). By uniqueness, we obtain
our claim.

It follows that

|xu ∧ xv|2 = x2
ux2

v − 〈xu, xv〉2 = EG − F 2 > 0.

Therefore, if x: V̄ → R3 is given by

x(uv) = (x(u, v), y(u, v), z(u, v)), (u, v) ∈ V̄ ,

one of the components of xu ∧ xv, say ∂(x, y)/∂(u, v), is different from zero
in (u0, v0). Therefore, we may invert the system formed by the two first
component functions of x, in a neighborhood U ⊂ V̄ of (u0, v0), to obtain
a map F(x, y) = (u, v). By restricting x to U , the mapping x: U → R3 is
one-to-one, and its inverse x−1 = F ◦ π (where π is the projection of R3

on the xy plane) is continuous. Therefore, x: U → R3 is a differentiable
homeomorphism with xu ∧ xv �= 0; hence, x(U) ⊂ R3 is a regular surface.

From (5) it follows immediately that E, F, G are the coefficients of the first
fundamental form of x(U) and that ζ is a unit vector normal to the surface.
Interchanging v and u, if necessary, we obtain

ζ =
xu ∧ xv

|xu ∧ xv|
= N.

From this, the coefficients of the second fundamental form of x(u, v) are
computed by (2), yielding

〈ζ, xuu〉 = e, 〈ζ, xuv〉 = f, 〈ζ, xvv〉 = g,
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which shows that those coefficients are e, f, g and concludes the first part of
the proof.

It remains to show that if U is connected, x is unique up to translations
and rotations of R3. To do this, let x̄: U → R3 be another regular surface with
Ē = E, F̄ = F , Ḡ = G, ē = e, f̄ = f , and ḡ = g. Since the first and second
fundamental forms are equal, it is possible to bring the trihedron

{x̄u(u0, v0), x̄v(u0, v0), N̄(u0, v0)}

into coincidence with the trihedron

{xu(u0, v0), xv(u0, v0), N(u0, v0)}

by means of a translation A and a rotation ρ.
The system (1a) is satisfied by the two solutions.

ξ = xu, η = xv, ζ = N;
ξ = x̄u, η = x̄v, ζ = N̄ .

Since both solutions coincide in (u0, v0), we have by uniqueness that

xu = x̄u, xv = x̄v, N = N̄, (7)

in a neighborhood of (u0, v0). On the other hand, the subset of U where (7)
holds is, by continuity, closed. Since U is connected, (7) holds for every
(u, v) ∈ U .

From the first two equations of (7) and the fact that U is connected, we
conclude that

x(u, v) = x̄(u, v)+ C,

where C is a constant vector. Since x(u0, v0) = x̄(u0, v0), we have that C = 0,
which completes the proof of the theorem. Q.E.D.



5 Global Differential
Geometry

5-1. Introduction

The goal of this chapter is to provide an introduction to global differential
geometry. We have already met global theorems (the characterization of com-
pact orientable surfaces in Sec. 2-7 and the Gauss-Bonnet theorem in Sec. 4-5
are some examples). However, they were more or less encountered in pass-
ing, our main task being to lay the foundations of the local theory of regular
surfaces in R3. Now, with that out of the way, we can start a more systematic
study of global properties.

Global differential geometry deals with the relations between local and
global (in general, topological) properties of curves and surfaces. We tried
to minimize the requirements from topology by restricting ourselves to sub-
sets of Euclidean spaces. Only the most elementary properties of connected
and compact subsets of Euclidean spaces were used. For completeness, this
material is presented with proofs in an appendix to Chap. 5.

In using this chapter, the reader can make a number of choices, and with
this in mind, we shall now present a brief section-by-section description of
the chapter. At the end of this introduction, a dependence table of the various
sections will be given.

In Sec. 5-2 we shall prove that the sphere is rigid; that is, if a connected,
compact, regular surface S ⊂ R3 is isometric to a sphere, then S is a sphere.
Except as a motivation for Sec. 5-3, this section is not used in the book.

In Sec. 5-3 we shall introduce the notion of a complete surface as a natural
setting for global theorems. We shall prove the basic Hopf-Rinow theorem,
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which asserts the existence of a minimal geodesic joining any two points of a
complete surface.

In Sec. 5-4 we shall derive the formulas for the first and second variations
of arc length. As an application, we shall prove Bonnet’s theorem: A com-
plete surface with Gaussian curvature positive and bounded away from zero
is compact.

In Sec. 5-5 we shall introduce the important notion of a Jacobi field along
a geodesic γ which measures how rapidly the geodesics near γ pull away
from γ . We shall prove that if the Gaussian curvature of a complete surface S

is nonpositive, then expp: Tp(S) → S is a local diffeomorphism.
This raises the question of finding conditions for a local diffeomorphism

to be a global diffeomorphism, which motivates the introduction of covering
spaces in Sec. 5-6. Part A of Sec. 5-6 is entirely independent of the previous
sections. In Part B we shall prove two theorems due to Hadamard: (1) If
S is complete and simply connected and the Gaussian curvature of S is non-
positive, then S is diffeomorphic to a plane. (2) If S is compact and has positive
Gaussian curvature, then the Gauss map N : S → S2 is a diffeomorphism;
in particular, S is diffeomorphic to a sphere.

In Sec. 5-7 we shall present some global theorems for curves. This section
depends only on Part A of Sec. 5-6.

In Sec. 5-8 we shall prove that a complete surface in R3 with vanishing
Gaussian curvature is either a plane or a cylinder.

In Sec. 5-9 we shall prove the so-called Jacobi theorem: A geodesic arc is
minimal relative to neighboring curves with the same end points if and only
if such an arc contains no conjugate points.
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In Sec. 5-10 we shall introduce the notion of abstract surface and extend to
such surfaces the intrinsic geometry of Chap. 4. Except for the Exercises, this
section is entirely independent of the previous sections. At the end of the sec-
tion, we shall mention possible further generalizations, such as differentiable
manifolds and Riemannian manifolds.

In Sec. 5-11 we shall prove Hilbert’s theorem, which implies that there
exists no complete regular surface in R3 with constant negative Gaussian
curvature.

In the accompanying diagram we present a dependence table of the sec-
tions of this chapter. For instance, for Sec. 5-11 one needs Secs. 5-3, 5-4, 5-5,
5-6, and 5-10; for Sec. 5-7, one needs Part A of Sec. 5-6; for Sec. 5-8 one
needs Secs. 5-3, 5-4, and 5-5 and Part A of Sec. 5-6.

5-2. The Rigidity of the Sphere

It is perhaps convenient to begin with a typical, although simple, example of
a global theorem. We choose the rigidity of the sphere.

We shall prove that the sphere is rigid in the following sense. Let
ϕ: � → S be an isometry of a sphere � ⊂ R3 onto a regular surface S =
ϕ(�) ⊂ R3. Then S is a sphere. Intuitively, this means that it is not possible
to deform a sphere made of a flexible but inelastic material.

Actually, we shall prove the following theorem.

THEOREM 1. Let S be a compact, connected, regular surface with
constant Gaussian curvature K. Then S is a sphere.

The rigidity of the sphere follows immediately from Theorem 1. In fact,
let ϕ: � → S be an isometry of a sphere � onto S. Then ϕ(�) = S has con-
stant curvature, since the curvature is invariant under isometrics. Furthermore,
ϕ(�) = S is compact and connected as a continuous image of the compact
and connected set � (appendix to Chap. 5, Props. 6 and 12). It follows from
Theorem 1 that S is a sphere.

The first proof of Theorem 1 is due to H. Liebmann (1899). The proof
we shall present here is a modification by S. S. Chern of a proof given by
D. Hilbert (S. S. Chern, “Some New Characterizations of the Euclidean
Sphere,” Duke Math. J. 12 (1945), 270–290; and D. Hilbert, Grundlagen
der Geometrie, 3rd ed., Leipzig, 1909, Appendix 5).

Remark 1. It should be noticed that there are surfaces homeomorphic to a
sphere which are not rigid. An example is given in Fig. 5-1. We replace the
plane region P of the surface S in Fig. 5-1 by a “bump” inwards so that the
resulting surface S ′ is still regular. The surface S ′′ formed with the “symmetric
bump” is isometric to S ′, but there is no linear orthogonal transformation that
takes S ′ into S ′′. Thus, S ′ is not rigid.
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P

S'

S

Figure 5-1

We recall the following convention. We choose the principal curvatures
k1 and k2 so that k1(q) ≥ k2(q) for every q ∈ S. In this way we obtain k1

and k2 as continuous functions in S which are differentiable except, perhaps,
at the umbilical points (k1 = k2) of S.

The proof of Theorem 1 is based on the following local lemma, for which
we shall use the Mainardi-Codazzi equations (Sec. 4-3).

LEMMA 1. Let S be a regular surface and p ∈ S a point of S satisfying
the following conditions:

1. K(p) > 0; that is, the Gaussian curvature in p is positive.

2. p is simultaneously a point of local maximum for the function k1 and a
point of local minimum for the function k2 (k1 ≥ k2).

Then p is an umbilical point of S.

Proof. Let us assume that p is not an umbilical point and obtain a
contradiction.

If p is not an umbilical point of S, it is possible to parametrize a neigh-
borhood of p by coordinates (u, v) so that the coordinate lines are lines of
curvature (Sec. 3-4). In this situation, F = f = 0, and the principal curva-
tures are given by e/E, g/G. Since the point p is not umbilical, we may
assume, by interchanging u and v if necessary, that in a neighborhood of p

k1 =
e

E
, k2 =

g

G
. (1)

In the coordinate system thus obtained, the Mainardi-Codazzi equations are
written as (Sec. 4-3, Eqs. (7) and (7a))

ev =
Ev

2
(k1 + k2), (2)

gu =
Gu

2
(k1 + k2). (3)
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By differentiating the first equation of (1) with respect to v and using Eq. (2),
we obtain

E(k1)v =
Ev

2
(−k1 + k2). (4)

Similarly, by differentiating the second equation of (1) with respect to u and
using Eq. (3),

G(k2)u =
Gu

2
(k1 − k2). (5)

On the other hand, when F = 0, the Gauss formula for K reduces to
(Sec. 4-3, Exercise 1)

K = −
1

2
√

EG

{(

Ev√
EG

)

v

+
(

Gu√
EG

)

u

}

;

hence,

−2KEG = Evv + Guu + MEv + NGu, (6)

where M = M(u, v) and N = N(u, v) are functions of (u, v), the expressions
of which are immaterial for the proof. The same remark applies to M̄ , N̄ , M̃ ,
and Ñ , to be introduced below.

From Eqs. (4) and (5) we obtain expressions for Ev and Gu which, after
being differentiated and introduced in Eq. (6), yield

−2KEG = −
2E

k1 − k2

(k1)vv +
2G

k1 − k2

(k2)uu + M̄(k1)v + N̄(k2)u;

hence,

−2(k1 − k2)KEG = −2E(k1)vv + 2G(k2)uu + M̃(k1)v + Ñ(k2)u. (7)

Since K > 0 and k1 > k2 at p, the first member of Eq. (7) is strictly negative
at p. Since k1 reaches a local maximum at p and k2 reaches a local minimum
at p, we have

(k1)v = 0, (k2)u = 0, (k1)vv ≤ 0, (k2)uu ≥ 0

at p. However, this implies that the second member of Eq. (7) is positive or
zero, which is a contradiction. This concludes the proof of Lemma 1. Q.E.D.

It should be observed that no contradiction arises in the proof if we assume
that k1 has a local minimum and k2 has a local maximum at p. Actually, such
a situation may happen on a surface of positive curvature without p being an
umbilical point, as shown in the following example.
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Example 1. Let S be a surface of revolution given by (cf. Sec. 3-3,
Example 4)

x = ϕ(v) cos u, y = ϕ(v) sin u, z = ψ(v), 0 < u < 2π,

where

ϕ(v) = C cos v, C > 1,

ψ(v) =
∫

√

1 − C2 sin2
v dv, ψ(0) = 0.

We take |v| < sin−1
(1/C), so that ψ(v) is defined.

By using expressions already known (Sec. 3-3, Example 4), we obtain

E = C2 cos2 v,

F = 0,

G = 1,

e = −C cos v
(
√

1 − C2 sin2
v
)

,

f = 0,

g = −
C cos v

√

1 − C2 sin2
v
;

hence,

k1 =
e

E
= −

√

1 − C2 sin2
v

C cos v
, k2 =

g

G
= −

C cos v
√

1 − C2 sin2
v
.

Therefore, S has curvature K = k1k2 = 1 > 0, positive and constant (cf.
Exercise 7, Sec. 3-3).

It is easily seen that k1 > k2 everywhere in S, since C > 1. Therefore, S has
no umbilical points. Furthermore, since k1 = −(1/C) for v = 0, and

k1 = −
√

1 − C2 sin2
v

C cos v
> −

1

C
for v �= 0,

we conclude that k1 reaches a minimum (and therefore k2 reaches a maximum,
since K = 1) at the points of the parallel v = 0.

Incidentally, this example shows that the assumption of compactness in
Theorem 1 is essential, since the surface S (see Fig. 5-2) has constant positive
curvature but is not a sphere.

In the proof of Theorem 1 we shall use the following fact, which we
establish as a lemma.
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Figure 5-2

LEMMA 2. A regular compact surface S ⊂ R3 has at least one elliptic
point.

Proof. Since S is compact, S is bounded. Therefore, there are spheres
of R3, centered in a fixed point O ∈ R3, such that S is contained in the interior
of the region bounded by any of them. Consider the set of all such spheres.
Let r be the infimum of their radii and let � ⊂ R3 be a sphere of radius r

centered in O. It is clear that � and S have at least one common point,
say p. The tangent plane to � at p has only the common point p with S, in
a neighborhood of p. Therefore, � and S are tangent at p. By observing the
normal sections at p, it is easy to conclude that any normal curvature of S at
p is greater than or equal to the corresponding curvature of � at p. Therefore,
KS(p) ≥ K�(p) > 0, and p is an elliptic point, as we wished. Q.E.D.

Proof of Theorem 1. Since S is compact, there is an elliptic point, by
Lemma 2. Because K is constant, K > 0 in S.

By compactness, the continuous function k1 on S reaches a maximum at
a point p ∈ S (appendix to Chap. 5, Prop. 13). Since K = k1k2 is a positive
constant, k2 is a decreasing function of k1, and, therefore, it reaches a minimum
at p. It follows from Lemma 1 that p is an umbilical point; that is, k1(p) =
k2(p).

Now let q be any given point of S. Since we assumed k1(q) ≥ k2(q) we
have that

k1(p) ≥ k1(q) ≥ k2(q) ≥ k2(p) = k1(p).

Therefore, k1(q) = k2(q) for every q ∈ S.
It follows that all the points of S are umbilical points and, by Prop. 4 of

Sec. 3-2, S is contained in a sphere or a plane. Since K > 0, S is contained in
a sphere �. By compactness, S is closed in �, and since S is a regular surface,
S is open in �. Since � is connected and S is open and closed in �, S = �

(appendix to Chap. 5, Prop. 5).
Therefore, the surface S is a sphere. Q.E.D.



328 5. Global Differential Geometry

Observe that in the proof of Theorem 1 the assumption that K = k1k2

is constant is used only to guarantee that k2 is a decreasing function of k1.
The same conclusion follows if we assume that the mean curvature H =
1
2
(k1 + k2) is constant. This allows us to state

THEOREM 1a. Let S be a regular, compact, and connected surface
with Gaussian curvature K > 0 and mean curvature H constant. Then S is a
sphere.

The proof is entirely analogous to that of Theorem 1. Actually, the argu-
ment applies whenever k2 = f (k1), where f is a decreasing function of k1.
More precisely, we have

THEOREM 1b. Let S be a regular, compact, and connected surface
of positive Gaussian curvature. If there exists a relation k2 = f (k1) in S,
where f is a decreasing function of k1, k1 ≥ k2, then S is a sphere.

Remark 2. The compact, connected surfaces in R3 for which the Gaussian
curvature K > 0 are called ovaloids. Therefore Theorem 1a may be stated as
follows: An ovaloid of constant mean curvature is a sphere.

On the other hand, it is a simple consequence of the Gauss-Bonnet theo-
rem that an ovaloid is homeomorphic to a sphere (cf. Sec. 4-5, application 1).
H. Hopf proved that Theorem 1a still holds with the following (stronger)
statement: A regular surface of constant mean curvature that is homeomor-
phic to a sphere is a sphere. A theorem due to A. Alexandroff extends this
result further by replacing the condition of being homeomorphic to a sphere
by compactness: A regular, compact, and connected surface of constant mean
curvature is a sphere.

An exposition of the above-mentioned results can be found in Hopf [11].
(References are listed at the end of the book.)

Remark 3. The rigidity of the sphere may be obtained as a consequence of
a general theorem of rigidity on ovaloids. This theorem, due to Cohn-Vossen,
states the following: Two isometric ovaloids differ by an orthogonal linear
transformation of R3. A proof of this result may be found in Chern [10].

Theorem 1 is a typical result of global differential geometry, that is,
information on local entities (in this case, the curvature) together with weak
global hypotheses (in this case, compactness and connectedness) imply strong
restrictions on the entire surface (in this case, being a sphere). Observe that the
only effect of the connectedness is to prevent the occurrence of two or more
spheres in the conclusion of Theorem 1. On the other hand, the hypothesis of
compactness is essential in several ways, one of its functions being to ensure
that we obtain an entire sphere and not a surface contained in a sphere.
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EXERCISES

1. Let S ⊂ R3 be a compact regular surface and fix a point p0 ∈ R3, p0 /∈ S.
Let d: S → R be the differentiable function defined by d(q) = 1

2
|q − p0|2,

q ∈ S. Since S is compact, there exists q0 ∈ S such that d(q0) ≥ d(q) for
all q ∈ S. Prove that q0 is an elliptic point of S (this gives another proof of
Lemma 2).

2. Let S ⊂ R3 be a regular surface with Gaussian curvature K > 0 and with-
out umbilical points. Prove that there exists no point on S where H is a
maximum and K is a minimum.

3. (Kazdan-Warner’s Remark.) Let S ⊂ R3 be an extended compact surface
of revolution (cf. Remark 4, Sec. 2-3) obtained by rotating the curve

α(s) = (0, ϕ(s), ψ(s)),

parametrized by arc length s ∈ [0, l], about the z axis. Here ϕ(0) = ϕ(l) = 0
and ϕ(s) > 0 for all s ∈ [0, l]. The regularity of S at the poles implies
further that ϕ′(0) = 1, ϕ′(l) = −1 (cf. Exercise 10, Sec. 2-3). We also
know that the Gaussian curvature of S is given by K = −ϕ′′(s)/ϕ(s) (cf.
Example 4, Sec. 3-3).

*a. Prove that
∫ t

0

K ′ϕ2 ds = 0, K ′ =
dK

ds
.

b. Conclude from part a that there exists no compact (extended) surface of
revolution in R3 with monotonic increasing curvature.

The following exercise outlines a proof of Hopf’s theorem: A regular
surface with constant mean curvature which is homeomorphic to a sphere
is a sphere (cf. Remark 2). Hopf’s main idea has been used over and
over again in recent work. The exercise requires some elementary facts on
functions of complex variables.

4. Let U ⊂ R3 be an open connected subset of R2 and let x: U → S be an
isothermal parametrization (i.e., E = G, F = 0; cf. Sec. 4-2) of a regular
surface S. We identify R2 with the complex plane C by setting u + iv = ζ,

(u, v) ∈ R2, ζ ∈ C. ζ is called the complex parameter corresponding to x.
Let φ: x(U) → C be the complex-valued function given by

φ(ζ ) = φ(u, v) =
e − g

2
− if = φ1 + iφ2,

where e, f , g are the coefficients of the second fundamental form of S.
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a. Show that the Mainardi-Codazzi equations (cf. Sec. 4-3) can be written,
in the isothermal parametrization x, as

(

e − g

2

)

u

+ fv = EHu,

(

e − g

2

)

v

− fu = −EHv

and conclude that the mean curvature H of x(U) ⊂ S is constant if
and only if φ is an analytic function of ζ (i.e., (φ1)u = (φ2)v, (φ1)v =
−(φ2)u).

b. Define the “complex derivative”

∂

∂ζ
=

1

2

(

∂

∂u
− i

∂

∂v

)

,

and prove that φ(ζ ) = −2〈xζ , Nζ 〉, where by xζ , for instance, we mean
the vector with complex coordinates

xζ =
(

∂x

∂ζ
,
∂y

∂ζ
,
∂z

∂ζ

)

.

c. Let f : U ⊂ C → V ⊂ C be a one-to-one complex function given
by f (u + iv) = x + iy = η. Show that (x, y) are isothermal param-
eters on S (i.e., η is a complex parameter on S) if and only if f is
analytic and f ′(ζ ) �= 0, ζ ∈ U . Let y = x ◦ f −1 be the correspond-
ing parametrization and define ψ(η) = −2〈yη, Nη〉. Show that on
x(U) ∩ y(V ),

φ(ζ ) = ψ(η)

(

∂η

∂ζ

)2

. (∗)

d. Let S2 be the unit sphere of R3. Use the stereographic projection (cf.
Exercise 16, Sec. 2-2) from the poles N = (0, 0, 1) and S = (0, 0, −1)

to cover S2 by the coordinate neighborhoods of two (isothermal) com-
plex parameters, ζ and η, with ζ(S) = 0 and η(N) = 0, in such a way
that in the intersection W of these coordinate neighborhoods (the sphere
minus the two poles) η = ζ−1. Assume that there exists on each coordi-
nate neighborhood analytic functions ϕ(ζ ), ψ(η) such that (∗) holds in
W . Use Liouville’s theorem to prove that ϕ(ζ ) ≡ 0 (hence, ψ(η) ≡ 0).

e. Let S ⊂ R3 be a regular surface with constant mean curvature homeo-
morphic to a sphere. Assume that there exists a conformal diffeomor-
phism ϕ: S → S2 of S onto the unit sphere S2 (this is a consequence of
the uniformization theorem for Riemann surfaces and will be assumed
here). Let ζ̃ and η̃ be the complex parameters corresponding under ϕ

to the parameters ζ and η of S2 given in part d. By part a, the function
φ(ζ̃ ) = ((e − g)/2) − if is analytic. The similar function ψ(η̃) is also
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analytic, and by part c they are related by (∗). Use part d to show that
φ(ζ̃ ) ≡ 0 (hence, ψ(η̃) ≡ 0). Conclude that S is made up of umbilical
points and hence is a sphere. This proves Hopf’s theorem.

5-3. Complete Surfaces. Theorem of Hopf-Rinow

All the surfaces to be considered from now on will be regular and connected,
except when otherwise stated.

The considerations at the end of Sec. 5-2 have shown that in order to
obtain global theorems we require, besides the connectedness, some global
hypothesis to ensure that the surface cannot be “extended” further as a regular
surface. It is clear that the compactness serves this purpose. However, it would
be useful to have a hypothesis weaker than compactness which could still have
the same effect. That would allow us to expect global theorems in a more
general situation than that of compactness.

Amore precise formulation of the concept that a surface cannot be extended
is given in the following definition.

DEFINITION 1. A regular (connected) surface S is said to be extendable
if there exists a regular (connected) surface S̄ such that S ⊂ S̄ as a proper
subset. If there exists no such S̄, S said to be nonextendable.

Unfortunately, the class of nonextendable surfaces is much too large to
allow interesting results. A more adequate hypothesis is given by

DEFINITION 2. A regular surface S is said to be complete when for
every point p ∈ S, any parametrized geodesic γ : [0, ǫ) → S of S, starting
from p = γ (0), may be extended into a parametrized geodesic γ̃ : R → S,
defined on the entire line R.

In other words, S is complete when for every p ∈ S the mapping
expp : Tp(S) → S (Sec. 4-6) is defined for every v ∈ Tp(S).

We shall prove later (Prop. 1) that every complete surface is nonextend-
able and that there exist nonextendable surfaces which are not complete
(Example 1). Therefore, the hypothesis of completeness is stronger than that
of nonextendability. Furthermore, we shall prove (Prop. 5) that every closed
surface in R3 is complete; that is, the hypothesis of completeness is weaker
than that of compactness.

The object of this section is to prove that given two points p, q ∈ S of a
complete surface S there exists a geodesic joining p to q which is minimal
(that is, its length is smaller than or equal to that of any other curve joining p

to q). This fundamental result was first proved by Hopf and Rinow (H. Hopf,
W. Rinow, “Über den Begriff der vollständigen differentialgeometriscben
Flächen,” Comm. Math. Helv. 3 (1931), 209–225). This theorem is the main
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reason why the complete surfaces are more adequate for differential geometry
than the nonextendable ones.

Let us now look at some examples. The plane is clearly a complete surface.
The cone minus the vertex is a noncomplete surface, since by extending a
generator (which is a geodesic) sufficiently we reach the vertex, which does
not belong to the surface. Asphere is a complete surface, since its parametrized
geodesics (the traces of which are the great circles of the sphere) may be defined
for every real value. The cylinder is also a complete surface since its geodesics
are circles, lines, and helices, which are defined for all real values.

On the other hand, a surface S − {p} obtained by removing a point p from
a complete surface S is not complete. In fact, a geodesic γ of S should pass
through p. By taking a point q, nearby p on γ (Fig. 5-3), there exists a
parametrized geodesic of S − {p} that starts from q and cannot be extended
through p (this argument will be given in detail in Prop. 1). Thus, a sphere
minus a point and a cylinder minus a point are not complete surfaces.

p

q

Figure 5-3

PROPOSITION 1. A complete surface S is nonextendable.

Proof. Let us assume that S is extendable and obtain a contradiction. To say
that S is extendable means that there exists a regular (connected) surface S̄ with
S ⊂ S̄. Since S is a regular surface, S is open in S̄. The boundary (appendix
to Chap. 5, Def. 4) Bd S of S in S̄ is nonempty; otherwise S̄ = S ∪ (S̄ − S)

would be the union of two disjoint open sets S and S̄ − S, which contradicts
the connectedness of S̄ (appendix to Chap. 5, Def. 10). Therefore, there exists
a point p ∈ Bd S, and since S is open in S̄, p /∈ S.

Let V̄ ⊂ S̄ be a neighborhood of p in S̄ such that every q ∈ V̄ may be
joined to p by a unique geodesic of S̄ (Sec. 4-6, Prop. 2). Since p ∈ Bd S,
some q0 ∈ V̄ belongs to S. Let γ̄ : [0, 1] → S̄ be a geodesic of S, with γ̄ (0) = p

and γ̄ (1) = q0. It is clear that α: [0, ǫ) → S, given by α(t) = γ̄ (1 − t), is a
geodesic of S, with α(0) = q0, the extension of which to the line R would
pass through p for t = 1 (Fig. 5-4). Since p /∈ S, this geodesic cannot be
extended, which contradicts the hypothesis of completeness and concludes the
proof. Q.E.D.
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The converse of Prop. 1 is false, as shown in the following example.

Example 1. When we remove the vertex p0 from the one-sheeted cone
given by

z =
√

x2 + y2, (x, y) ∈ R2,

we obtain a regular surface S. S is not complete since the generators cannot
be extended for every value of the arc length without reaching the vertex.

Let us show that S is nonextendable by assuming that S ⊂ S̄, where S̄ �= S

is a regular surface, and by obtaining a contradiction. The argument consists
of showing that the boundary of S in S̄ reduces to the vertex p0 and that
there exists a neighborhood W̄ of p0 in S̄ such that W̄ − {p0} ⊂ S. But this
contradicts the fact that the cone (vertex p0 included) is not a regular surface
in p0 (Sec. 2-2, Example 5).

First, we observe that the only geodesic of S, starting from a point p ∈ S,
that cannot be extended for every value of the parameter is the meridian (gen-
erator) that passes through p (see Fig. 5-5). This fact may easily be seen by
using, for example, Clairaut’s relation (Sec. 4-4, Example 5) and will be left
as an exercise (Exercise 2).

Now let p ∈ Bd S, where Bd S denotes the boundary of S in S̄ (as we have
seen in Prop. 1, Bd S �= φ). Since S is an open set in S̄, p /∈ S. Let V̄ be
a neighborhood of p in S̄ such that every point of V̄ may be joined to p by a
unique geodesic of S̄ in V̄ . Since p ∈ Bd S, there exists q ∈ V̄ ∩ S. Let γ̄ be
a geodesic of S̄ joining p to q. Because S is an open set in S̄, γ̄ agrees with a
geodesic γ of S in a neighborhood of q. Let p0 be the first point of γ̄ that does
not belong to S. By the initial observation, γ̄ is a meridian and p0 is the vertex
of S. Furthermore, p0 = p; otherwise there would exist a neighborhood of p

that does not contain p0. By repeating the argument for that neighborhood,
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we obtain a vertex different from p0, which is a contradiction. It follows that
Bd S reduces to the vertex p0.

Now let W̄ be a neighborhood of p0 in S̄ such that any two points of W̄

may be joined by a geodesic of S̄ (Sec. 4-7, Prop. 1). We shall prove that
W̄ − {p0} ⊂ S. In fact, the points of γ belong to S. On the other hand, a point
r ∈ W̄ which does not belong to γ or to its extension may be joined to a point
t of γ , t �= p0, t ∈ W̄ , by a geodesic α, different from γ (see Fig. 5-6). By
the initial observation, every point of α, in particular r , belongs to S. Finally,
the points of the extension of γ , except p0, also belong to S; otherwise, they
would belong to the boundary of S which we have proved to be made up only
of p0.

r

γ

q

α

W

t

p
0

V

Figure 5-6

In this way, our assertions are completely proved. Thus, S is nonextendable
and the desired example is obtained.

For what follows, it is convenient to introduce a notion of distance
between two points of S which depends only on the intrinsic geometry of S

and not on the way S is immersed in R3 (cf. Remark 2, Sec. 4-2). Observe that,
since S ⊂ R3, it is possible to define a distance between two points of S as the
distance between these two points in R3. However, this distance depends on
the second fundamental form, and, thus, it is not adequate for the purposes of
this chapter.

We need some preliminaries.
A continuous mapping α: [a, b] → S of a closed interval [a, b] ⊂ R of

the line R into the surface S is said to be a parametrized, piecewise differen-
tiable curve joining α(a) to α(b) if there exists a partition of [a, b] by points
a = t0 < t1 < t2 < · · · < tk < tk+1 = b such that α is differentiable in [ti, ti+1],
i = 0, . . . , k. The length l(α) of α is defined as

l(α) =
k

∑

l=0

∫ ti+1

ti

|α′(t)| dt.
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PROPOSITION 2. Given two points p, q ∈ S of a regular (connected)
surface S, there exists a parametrized piecewise differentiable curve joining
p to q.

Proof. Since S is connected, there exists a continuous curve α: [a, b] → S

with α(a) = p, α(b) = q. Let t ∈ [a, b] and let It be an open interval in [a, b],
containing t , such that α(It) is contained in a coordinate neighborhood of
α(t). The union ∪It , t ∈ [a, b] covers [a, b] and, by compactness, a finite
number I1, . . . , In still covers [a, b]. Therefore, it is possible to decompose I

by points a = t0 < t1 < · · · < tk < tk+1 = b in such a way that [ti, ti+1] is con-
tained in some Ij , j = 1, . . . , n. Thus, α(ti, ti+1) is contained in a coordinate
neighborhood.

Since p = α(t0) and α(t1) lie in a same coordinate neighborhood
x(U) ⊂ S, it is possible to join them by a differentiable curve, namely,
the image by x of a differentiable curve in U ⊂ R2 joining x−1(α(t0)) to
x−1(α(t1)). By this process, we join α(ti) to α(ti+1), i = 0, . . . , k, by a
differentiable curve. This gives a piecewise differentiable curve, joining
p = α(t0) and q = α(tk+1), and concludes the proof of the proposition.

Q.E.D.

Now let p, q ∈ S be two points of a regular surface S. We denote by αp,q

a parametrized, piecewise differentiable curve joining p to q and by l(αp,q)

its length. Proposition 2 shows that the set of all such αp,q is not empty. Thus,
we can set the following:

DEFINITION 3. The (intrinsic) distance d(p, q) from the point p ∈ S to
the point q ∈ S is the number

d(p, q) = inf l(αp,q),

where the inf is taken over all piecewise differentiable curves joining p to q.

PROPOSITION 3. The distance d defined above has the following
properties,

1. d(p, q) = d(q, p),

2. d(p, q) + d(q, r) ≥ d(p, r),

3. d(p, q) ≥ 0,

4. d(p, q) = 0 if and only if p = q,

where p, q, r are arbitrary points of S.

Proof. Property 1 is immediate, since each parametrized curve

α: [a, b] → S,

with α(a) = p, α(b) = q, gives rise to a parametrized curve α̃: [a, b] → S,
defined by α̃(t) = α(a − t + b). It is clear that α̃(a) = q, α̃(b) = p, and
l(αp,q) = l(α̃p,q).
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Property 2 follows from the fact that when A and B are sets of real numbers
and A ⊆ B then inf A ≥ inf B.

Property 3 follows from the fact that the infimum of positive numbers is
positive or zero.

Let us now prove property 4. Let p = q. Then, by taking the constant
curve α: [a, b] → S, given by α(t) = p, t ∈ [a, b], we get l(α) = 0; hence,
d(p, q) = 0.

To prove that d(p, q) = 0 implies that p = q we proceed as follows. Let
us assume that d(p, q) = inf l(αp,q) = 0 and p �= q. Let V be a neighborhood
of p in S, with q /∈ V , and such that every point of V may be joined to p by
a unique geodesic in V . Let Br(p) ⊂ V be the region bounded by a geodesic
circle of radius r , centered in p, and contained in V . By definition of infimum,
given ǫ > 0, 0 < ǫ < r , there exists a parametrized, piecewise differentiable
curve α: [a, b] → S joining p to q and with l(α) < ǫ. Since α([a, b]) is
connected and q /∈ Br , there exists a point t0 ∈ [a, b] such that α(t0) belongs to
the boundary of Br(p). It follows that l(α) ≥ r > ǫ, which is a contradiction.
Therefore, p = q, and this concludes the proof of the proposition. Q.E.D.

COROLLARY. |d(p, r) − d(r, q)| ≤ d(p, q).

It suffices to observe that

d(p, r) ≤ d(p, q)+ d(q, r),

d(r, q) ≤ d(r, p)+ d(p, q);

hence,
−d(p, q) ≤ d(p, r) − d(r, q) ≤ d(p, q).

PROPOSITION 4. If we let p0 ∈ S be a point of S, then the function
f : S → R given by f (p) = d(p0, p), p ∈ S, is continuous on S.

Proof. We have to show that for each p ∈ S, given ǫ > 0, there exists
δ > 0 such that if q ∈ Bδ(p) ∩ S, where Bδ(p) ⊂ R3 is an open ball of R3

centered at p and of radius δ, then |f (p) − f (q)| = |d(p0, p) − d(p0, q)| < ǫ.
Let ǫ ′ < ǫ be such that the exponential map expp = Tp(S) → S is a dif-

feomorphism in the disk Bǫ′(0) ⊂ Tp(S), where 0 is the origin of Tp(S), and
set exp(Bǫ′(0)) = V . Clearly, V is an open set in S; hence, there exists an
open ball Bδ(p) in R3 such that Bδ(p) ∩ S ⊂ V . Thus, if q ∈ Bδ(p) ∩ S,

|d(p0, p) − d(p0, q)| ≤ d(p, q) < ǫ ′ < ǫ,

which completes the proof. Q.E.D.

Remark 1. The readers with an elementary knowledge of topology will
notice that Prop. 3 shows that the function d: S × S → R gives S the structure
of a metric space. On the other hand, as a subset of a metric space, S ⊂ R3 has
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an induced metric d̄ . It is an important fact that these two metrics determine
the same topology, that is, the same family of open sets in S. This follows
from the fact that expp : U ⊂ Tp(S) → S is a local diffeomorphism, and its
proof is analogous to that of Prop. 4.

Having finished the preliminaries, we may now make the following
observation.

PROPOSITION 5. A closed surface S ⊂ R3 is complete.

Proof. Let γ : [0, ǫ) → S be a parametrized geodesic of S, γ (0) = p ∈ S,
which we may assume, without loss of generality, to be parametrized by arc
length. We need to show that it is possible to extend γ to a geodesic γ̄ : R → S,
defined on the entire line R. Observe first that when γ̄ (s0), s0 ∈ R, is defined,
then, by the theorem of existence and uniqueness of geodesics (Sec. 4-4,
Prop. 5), it is possible to extend γ̄ to a neighborhood of s0 in R. Therefore,
the set of all s ∈ R where γ̄ is defined is open in R. If we can prove that this
set is closed in R (which is connected), it will be possible to define γ̄ for all
of R, and the proof will be completed.

Let us assume that γ̄ is defined for s < s0 and let us show that γ̄ is defined
for s = s0. Consider a sequence {sn} → s0, with sn < s0, n = 1, 2, . . . .

We shall first prove that the sequence {γ̄ (sn)} converges in S. In fact, given
ǫ > 0, there exists n0 such that if n, m > n0, then |sn − sm| < ǫ. Denote by d̄

the distance in R3, and observe that if p, q ∈ S, then d̄(p, q) ≤ d(p, q). Thus,

d̄(γ̄ (sn), γ̄ (sm)) ≤ d(γ̄ (sn), γ̄ (sm)) ≤ |sn − sm| < ǫ,

where the second inequality comes from the definition of d and the fact that
|sn − sm| is equal to the arc length of the curve γ̄ between sn and sm. It follows
that {γ̄ (sn)} is a Cauchy sequence in R3; hence, it converges to a point q ∈ R3

(appendix to Chap. 5, Prop. 4). Since q is a limit point of {γ̄ (sn))} and S is
closed, q ∈ S, which proves our assertion.

Now let W and δ be the neighborhood of q and the number given by
Prop. l of Sec. 4-7. Let γ̄ (sn), γ̄ (sm) ∈ W be points such that |sn − sm| <

δ, and let γ be the unique geodesic with l(γ ) < δ joining γ̄ (sn) to γ̄ (sm).
Clearly, γ̄ agrees with γ . Since expγ̄ (sm) is a diffeomorphism in Bδ(0) and
expγ̄ (sm)(Bδ(0)) ⊃ W , γ extends γ̄ beyond q. Thus, γ̄ is defined at s = s0,
which completes the proof. Q.E.D.

COROLLARY. A compact surface is complete.

Remark 2. The converse of Prop. 5 does not hold. For instance, a right
cylinder erected over a plane curve that is asymptotic to a circle is easily seen
to be complete but not closed (Fig. 5-7).

We say that a geodesic γ joining two points p, q ∈ S is minimal if its
length l(γ ) is smaller than or equal to the length of any piecewise regular curve
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Figure 5-7. A complete nonclosed surface. Figure 5-8

joining p to q (cf. Sec. 4-7). This is equivalent to saying that l(γ ) = d(p, q),
since, given a piecewise differentiable curve α joining p to q, we can find a
piecewise regular curve joining p to q that is shorter (or at least not longer)
than α. The proof of the last assert ion is left as an exercise.

Observe that a minimal geodesic may not exist, as shown in the following
example.

Let S2 − {p} be the surface formed by the sphere S2 minus the point p ∈ S2.
By taking, on the meridian that passes through p, two points p1 and p2,
symmetric relative to p and sufficiently near to p, we see that there exists no
minimal geodesic joining p1 to p2 in the surface S2 − {p} (see Fig. 5-8).

On the other hand, there may exist an infinite number of minimal geodesics
joining two points of a surface, as happens, for example, with two antipodal
points of a sphere; all the meridians that join these antipodal points are minimal
geodesics.

The main result of this section is that in a complete surface there always
exists a minimal geodesic joining two given points.

THEOREM 1 (Hopf-Rinow). Let S be a complete surface. Given two
points p, q ∈ S, there exists a minimal geodesic joining p to q.

Proof. Let r = d(p, q) be the distance between the points p and q. Let
Bδ(0) ⊂ Tp(S) be a disk of radius δ, centered in the origin 0 of the tangent
plane Tp(S) and contained in a neighborhood U ⊂ Tp(S) of 0, where expp is
a diffeomorphism. Let Bδ(p) = expp(Bδ(0)). Observe that the boundary Bd
Bδ(p) = � is compact since it is the continuous image of the compact set Bd
Bδ(0) ⊂ Tp(S).

If x ∈ �, the continuous function d(x, q) reaches a minimum at a point x0

of the compact set �. The point x0 may be written as

x0 = expp(δv), |v| = l, v ∈ Tp(S).
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Let γ be the geodesic parametrized by arc length, given by (see Fig. 5-9)

γ (s) = expp(sv).

Since S is complete, γ is defined for every s ∈ R. In particular, γ is defined in
the interval [0, r]. If we show that γ (r) = q, then γ must be a geodesic joining
p to q which is minimal, since l(γ ) = r = d(p, q), and this will conclude the
proof.

To prove this, we shall show that if s ∈ [δ, r], then

d(γ (s), q) = r − s. (1)

Equation (1) implies, for s = r , that γ (r) = q, as desired.
To prove Eq. (1), we shall first show that it holds for s = δ. Now the set

A = {s ∈ [δ, r]; where Eq. (1) holds} is clearly closed in [0, r]. Next we show
that if s0 ∈ A and s0 < r , then Eq. (1) holds for S0 + δ′, where δ′ > 0 and δ′ is
sufficiently small. It follows that A = [δ, r] and that Eq. (1) will be proved.

We shall now show that Eq. (1) holds for s = δ. In fact, since every curve
joining p to q intersects �, we have, denoting by x an arbitrary point of �,

d(p, q) = inf
α

l(αp,q) = inf
x∈�

{inf
α

l(αp,x) + inf
α

l(αx,q)}

= inf
x∈�

(d(p, x)+ d(x, q)) = inf
x∈�

(δ + d(x, q))

= δ + d(x0, q).

Hence,

d(γ (δ), q) = r − δ,

which is Eq. (1) for s = δ.
Now we shall show that if Eq. (1) holds for s0 ∈ [δ, r], then. for δ′ > 0 and

sufficiently small, it holds for s0 + δ′.
Let Bδ′(0) be a disk in the tangent plane Tγ (s0)(S), centered in the origin 0

of this tangent plane and contained in a neighborhood U ′, where expγ (s0) is a
diffeomorphism. Let Bδ′(γ (s0)) = expγ (s0) Bδ′(0) and �′ = Bd (Bδ′(γ (s0)). If
x ′ ∈ �′, the continuous function d(x ′, q) reaches a minimum at x ′

0 ∈ �′ (see
Fig. 5-10). Then, as previously,
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d(γ (s0), q) = inf
x′∈�′

{d(γ (s0), x
′) + d(x ′, q)}

= δ′ + d(x ′
0, q).

Since Eq. (1) holds in s0, we have that d(γ (s0), q) = r − s0. Therefore,

d(x ′
0, q) = r − s0 − δ′. (2)

Furthermore, since

d(p, x ′
0) ≥ d(p, q)− d(q, x ′

0),

we obtain from Eq. (2)

d(p, x ′
0) ≥ r − (r − s0) + δ′ = s0 + δ′.

Observe now that the curve that goes from p to γ (s0) through γ and from
γ (s0) to x ′

0 through a geodesic radius of Bδ′(γ (s0)) has length exactly equal to
s0 + δ′. Since d(p, x ′

0) ≥ s0 + δ′, this curve, which joins p to x ′
0, has minimal

length. It follows (Sec. 4-7, Prop. 2) that it is a geodesic, and hence regular
in all its points. Therefore, it should coincide with γ ; hence, x ′

0 = γ (s0 + δ′).
Thus, Eq. (2) may be written as

d(γ (s0 + δ′), q) = r − (s0 + δ′),

which is Eq. (1) for s = s0 + δ′.
This proves our assertion and concludes the proof. Q.E.D.

COROLLARY 1. Let S be complete. Then for every point p ∈ S the map
expp: Tp(S) → S is onto S.

This is true because if q ∈ S and d(p, q) = r , then q = expp rv, where
v = γ ′(0) is the tangent vector of a minimal geodesic γ parametrized by the
arc length and joining p to q.

COROLLARY 2. Let S be complete and bounded in the metric d (that
is, there exists r > 0 such that d(p, q) < r for every pair p, q ∈ S). Then S is
compact.
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Proof. By fixing p ∈ S, the fact that S is bounded implies the existence of
a closed ball B ⊂ Tp(S) of radius r , centered at the origin 0 of the tangent plane
Tp(S), such that expp(B) = expp(Tp(S)). By the fact that expp is onto, we have
S = expp(Tp(S)) = expp(B). Since B is compact and expp is continuous, we
conclude that S is compact. Q.E.D.

From now on, the metric notions to be used will refer, except when other-
wise stated, to the distance d in Def. 3. For instance, the diameter ρ(S) of a
surface S is, by definition,

ρ(s) = sup
p,q∈S

d(p, q).

With this definition, the diameter of a unit sphere S2 is ρ(S2) = π .

EXERCISES

1. Let S ⊂ R3 be a complete surface and let F ⊂ S be a nonempty, closed
subset of S such that the complement S − F is connected. Show that
S − F is a non-complete regular surface.

2. Let S be the one-sheeted cone of Example 1. Show that, given p ∈ S,
the only geodesic of S that passes through p and cannot be extended for
every value of the parameter is the meridian of S through p.

3. Let S be the one-sheeted cone of Example 1. Use the isometry of
Example 3 of Sec. 4-2 to show that any two points p, q ∈ S (see Fig. 5-11)
can be joined by a minimal geodesic on S.

4. We say that a sequence {pn} of points on a regular surface S ⊂ R3 con-
verges to a point p0 ∈ S in the (intrinsic) distance d if given ǫ > 0 there

α

2π sin α

Isometry

Figure 5-11
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exists an index n0 such that n ≥ n0 implies that d(pn, p0) > ǫ. Prove
that a sequence {pn} of points in S converges in d to p0 ∈ S if and only if
{pn} converges to p0 as a sequence of points in R3 (i.e., in the Euclidean
distance).

*5. Let S ⊂ R3 be a regular surface. A sequence {pn} of points on S is a
Cauchy sequence in the (intrinsic) distance d if given ǫ > 0 there exists
an index n0 such that when n, m ≥ n0 then d(pn, pm) < ǫ. Prove that S

is complete if and only if every Cauchy sequence on S converges to a
point in S.

*6. A geodesic γ : [0, ∞) → S on a surface S is a ray issuing from γ (0) if it
realizes the (intrinsic) distance between γ (0) and γ (s) for all s ∈ [0, ∞).
Let p be a point on a complete, noncompact surface S. Prove that S

contains a ray issuing from p.

7. A divergent curve on S is a differentiable map α: [0, ∞) → S such that
for every compact subset K ⊂ S there exists a t0 ∈ (0, ∞) with α(t) /∈ K

for t > t0 (i.e., α “leaves” every compact subset of S). The length of a
divergent curve is defined as

lim
t→∞

∫ t

0

|α′(t)| dt.

Prove that S ⊂ R3 is complete if and only if the length of every divergent
curve is unbounded.

*8. Let S and S̄ be regular surfaces and let ϕ: S → S̄ be a diffeomorphism.
Assume that S̄ is complete and that a constant c > 0 exists such that

Ip(v) ≥ cĪϕ(p)(dϕp(v))

for all p ∈ S and all v ∈ Tp(S), where I and Ī denote the first
fundamental forms of S and S̄, respectively. Prove that S is complete.

*9. Let S1 ⊂ R3 be a (connected) complete surface and S2 ⊂ R3 be a con-
nected surface such that any two points of S2 can be joined by a unique
geodesic. Let ϕ: S1 → S2 be a local isometry. Prove that ϕ is a global
isometry.

*10. Let S ∈ R3 be a complete surface. Fix a unit vector v ∈ R3 and let h: S →
R be the height functionh(p) = 〈p, v〉, p ∈ S. We recall that the gradient
of h is the (tangent) vector field grad h on S defined by

〈grad h(p), w〉p = dhp(w) for all w ∈ Tp(S)

(cf. Exercise 14, Sec. 2-5). Let α(t) be a trajectory of grad h; i.e., α(t)

is a curve on S such that α′(t) = grad h(α(t)). Prove that

a. |grad h(p)| ≤ 1 for all p ∈ S.

b. A trajectory α(t) of grad h is defined for all t ∈ R.
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The following exercise presumes the material of Sec. 3-5, part, B and
an elementary knowledge of functions of complex variables.

11. (Osserman’s Lemma.) Let D1 = {ζ ∈ C; |ζ | ≤ 1} be the unit disk in the
complex plane C. As usual, we identify C ≈ R2 by ζ = u + iv. Let
x: D1 → R3 be an isothermal parametrization of a minimal surface
x(D1) ⊂ R3. This means (cf. Sec. 3-5, Part B) that

〈xu, xu〉 = 〈xv, xv〉, 〈xu, xv〉 = 0

and (the minimality condition) that

xuu + xvv = 0.

Assume that the unit normal vectors of x(D1) omit a neighborhood of
a unit sphere. More precisely, assume that for some vector w ∈ R3,
|w| = 1, there exists an ǫ > 0 such that

〈xu, w〉2

|xu|2
≥ ǫ2 and

〈xv, w〉2

|xv|2
≥ ǫ2. (∗)

The goal of the exercise is to prove that x(D) is not a complete surface.
(This is the crucial step in the proof of Osserman’s theorem quoted at
the end of Sec. 3-5.) Proceed as follows:

a. Define ϕ: D1 → C by

ϕ(u, v) = ϕ(ζ ) = 〈xu, w〉 + i〈xv, w〉.

Show that the minimality condition implies that ϕ is analytic.

b. Define θ : D1 → C by

θ(ζ ) =
∫ ζ

0

ϕ(ζ )dζ = η.

By part a, θ is an analytic function. Show that θ(0) = 0 and that the
condition (∗) implies that θ ′(ζ ) �= 0. Thus, in a neighborhood of 0,
θ has an analytic inverse θ−1. Use Liouville’s theorem to show that
θ−1 cannot be analytically extended to all of C.

c. By part b there is a disk

DR = {η ∈ C; |η| ≤ R}

and a point η0, with |η0| = R, such that θ−1 is analytic in D and
cannot be analytically extended to a neighborhood of η0 (Fig. 5-12).
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D
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D
R

ζ plane η plane

θ

1

α

η
0

Figure 5-12

Let L be the segment of DR that joins η0 to 0; i.e., L = {tη0 ∈ C; 0 ≤
t ≤ 1}. Set α = θ−1(L) and show that the arc length l of x(α) is

l =
∫

α

√

√

√

√2〈xu, xv〉
{

(

du

dt

)2

+
(

dv

dt

)2
}

dt

≤
1

ǫ

∫

α

√

〈xu, w〉2 + 〈xv, w〉2|dζ | =
1

ǫ

∫

α

|ϕ(ζ )||dζ |

=
R

ǫ
< +∞.

Use Exercise 7 to conclude that x(D) is not complete.

5-4. First and Second Variations of Arc Length;

Bonnet’s Theorem

The goal of this section is to prove that a complete surface S with Gaussian
curvature K ≥ δ > 0 is compact (Bonnet’s theorem).

The crucial point of the proof is to show that if K ≥ δ > 0, a geodesic γ

joining two arbitrary points p, q ∈ S and having length l(γ ) > π/
√

δ is no
longer minimal; that is, there exists a parametrized curve joining p and q, the
length of which is smaller than l(γ ).

Once this is proved, it follows that every minimal geodesic has length
l ≤ π/

√
δ; thus, S is bounded in the distance d. Since S is complete, S is

compact (Corollary 2, Sec. 5-3). We remark that, in addition, we obtain an
estimate for the diameter of S, namely, ρ(S) ≤ π/

√
δ.

To prove the above point, we need to compare the arc length of a
parametrized curve with the arc length of “neighboring curves.” For this,
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we shall introduce a number of ideas which are useful in other problems of
differential geometry. Actually, these ideas are adaptations to the purposes of
differential geometry of more general concepts found in calculus of variations.
No knowledge of calculus of variations will be assumed.

In this section, S will denote a regular (not necessarily complete) surface.
We shall begin by making precise the idea of neighboring curves of a given

curve.

DEFINITION 1. Let α: [0, l] → S be a regular parametrized curve,
where the parameter s ∈ [0, l] is the arc length. A variation of α is a differen-
tiable map h: [0, l] × (−ǫ, ǫ) ⊂ R2 → S such that

h(s, 0) = α(s), s ∈ (0, l].

For each t ⊂ (−ǫ, ǫ), the curve ht: [0, l] → S, given by ht(s) = h(s, t), is
called a curve of the variation h. A variation h is said to be proper if

h(0, t) = α(0), h(l, t) = α(l), t ∈ (−ǫ, ǫ).

Intuitively, a variation of α is a family ht of curves depending differentiably
on a parameter t ∈ (−ǫ, ǫ) and such that h0 agrees with α (Fig. 5-13). The
condition of being proper means that all curves ht have the same initial point
α(0) and the same end point α(l).

It is convenient to adopt the following notation. The parametrized curves
in R2 given by

s → (s, t0),

t → (s0, t),

S

V

pq

h

l

ε

–ε

0

Figure 5-13
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pass through the point p0 = (s0, t0) ∈ R2 and have (1, 0) and (0, 1) as tangent
vectors at (s0, t0). Let h: [0, l] × (−ǫ, ǫ) ⊂ R2 → S be a differentiable map
and let p0 ∈ [0, l] × (−ǫ, ǫ). Then dhp0

(1, 0) is the tangent vector to the
curve s → h(s, t0) at h(p0), and dhp0

(0, 1) is the tangent vector to the curve
t → h(s0, t) at h(p0). We shall denote

dhp0
(1, 0) =

∂h

∂s
(p0),

dhp0
(0, 1) =

∂h

∂t
(p0).

We recall (cf. Sec. 4-4, Def. 3) that a vector field w along a curve α: I → S

is a correspondence that assigns to each t ∈ I a vector w(t) tangent to the
surface S at α(t). Thus, ∂h/∂s and ∂h/∂t are differentiable tangent vector
fields along α.

It follows that a variation h of α determines a differentiable vector field
V (s) along α by

V (s) =
∂h

∂t
(s, 0), S ∈ [0, l].

V is called the variational vector field of h; we remark that if h is proper, then

V (0) = V (l) = 0.

This terminology is justified by the following proposition.

PROPOSITION 1. If we let V(s) be a differentiable vector field along
a parametrized regular curve α: [0, l] → S then there exists a variation
h: [0, l] × (−ǫ, ǫ) → S of α such that V(s) is the variational vector field of h.
Furthermore, if V(0) = V(l) = 0, then h can be chosen to be proper.

Proof. We first show that there exists a δ > 0 such that if |v| < δ,
v ∈ Tα(s)(S), then expα(s) v is well defined for all s ∈ [0, l]. In fact, for each
p ∈ α([0, l]) ⊂ S consider the neighborhood Wp (a normal neighborhood of
all of its points) and the number δp > 0 given by Prop. 1 of Sec. 4-7. The
union

⋃

p
Wp covers α([0, l]) and, by compactness, a finite number of them,

say, W1, . . . , Wn still covers α([0, l]). Set δ = min(δ1, . . . , δn), where δi is the
number corresponding to the neighborhood Wi , i = 1, . . . , n. It is easily seen
that δ satisfies the above condition.

Now let M = maxs∈[0,l] |V (s)|, ǫ < δ/M , and define

h(s, t) = expα(t) tV (s), s ∈ [0, l], t ∈ (−ǫ, ǫ).

h is clearly well defined. Furthermore, since

expα(s) tV (s) = γ (1, α(s), tV (s)),

where γ is the (differentiable) map of Theorem 1 of Sec. 4-7 (i.e., for t �= 0,
and V (s) �= 0, γ (1, α(s), tV (s)) is the geodesic γ with initial conditions



5-4. First and Second Variations of Arc Length; Bonnet’s Theorem 347

γ (0) = α(s), γ ′(0) = V (s)), h is differentiable. It is immediately checked
that h(s, 0) = α(s). Finally, the variational vector field of h is given by

∂h

∂t
(s, 0) = dh(s,0)(0, 1) =

d

dt
(expα(s) tV (s))

∣

∣

∣

∣

t=0

=
d

dt
γ (1, α(s), tV (s))

∣

∣

∣

∣

t=0

=
d

dt
γ (t, α(s), V (s))

∣

∣

∣

∣

t=0

= V (s),

and it is clear, by the definition of h, that if V (0) = V (l) = 0, then h is proper.
Q.E.D.

We want to compare the arc length of α(= h0) with the arc length of ht .
Thus, we define a function L: (−ǫ, ǫ) → R by

L(t) =
∫ l

0

∣

∣

∣

∣

∂h

∂s
(s, t)

∣

∣

∣

∣

ds, t ∈ (−ǫ, ǫ). (1)

The study of L in a neighborhood of t = 0 will inform us of the “arc length
behavior” of curves neighboring α.

We need some preliminary lemmas.

LEMMA 1. The function L defined by Eq. (1) is differentiable in a neigh-
borhood of t = 0; in such a neighborhood, the derivative of L may be
obtained by differentiation under the integral sign.

Proof. Since α: [0, l] → S is parametrized by arc length,

∣

∣

∣

∣

∂h

∂s

∣

∣

∣

∣

=
∣

∣

∣

∣

∂h

∂s
(s, 0)

∣

∣

∣

∣

= 1.

It follows, by compactness of [0, l], that there exists a δ > 0, δ ≤ ǫ, such that

∣

∣

∣

∣

∂h

∂s
(s, t)

∣

∣

∣

∣

�= 0, s ∈ [0, l], |t | < δ.

Since the absolute value of a nonzero differentiable function is differentiable,
the integrand of Eq. (1) is differentiable for |t | < δ. By a classical theorem of
calculus (see R. C. Buck, Advanced Calculus, 1965, p. 120), we conclude that
L is differentiable for |t | < δ and that

L′(t) =
∫ l

0

∂

∂t

∣

∣

∣

∣

∂h

∂s
(s, t)

∣

∣

∣

∣

ds. Q.E.D.

Lemmas 2, 3, and 4 below have some independent interest.
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LEMMA 2. Let w(t) be a differentiable vector field along the para-
metrized curve α: [a, b] → S and let f : [a, b] → R be a differentiable function.
Then

D

dt
(f (t)w(t)) = f (t)

DW

dt
+

df

dt
w(t).

Proof. It suffices to use the fact that the covariant derivative is the tangen-
tial component of the usual derivative to conclude that (here ( )T denotes the
tangential component of ( ))

D

dt
(f w) =

(

df

dt
w + f

dw

dt

)

T

=
df

dt
w + f

(

dw

dt

)

T

=
df

dt
w + f

Dw

dt
. Q.E.D.

LEMMA 3. Let v(t) and w(t) be differentiable vector fields along the
parametrized curve α: [a, b] → S. Then

d

dt
〈v(t), w(t)〉 =

〈

DV

dt
, w(t)

〉

+
〈

v(t),
DW

dt

〉

.

Proof. Using the remarks of the above proof, we obtain

d

dt
〈v, w〉 =

〈

dv

dt
, w

〉

+
〈

v,
dw

dt

〉

=
〈(

dv

dt

)

T

, w

〉

+
〈

v,

(

dw

dt

)

T

〉

=
〈

Dv

dt
, w

〉

+
〈

v,
Dw

dt

〉

. Q.E.D.

Before stating the next lemma it is convenient to introduce the following
terminology. Let h: [0, l] × (−ǫ, ǫ) → S be a differentiable map. A differen-
tiable vector field along h is a differentiable map

V : [0, l] × (−ǫ, ǫ) → T (S) ⊂ R3

such that V (s, t) ∈ Th(s,t)(S) for each (s, t) ∈ [0, l] × (−ǫ, ǫ). This general-
izes the definition of a differentiable vector field along a parametrized curve
(Sec. 4-4, Def. 2).

For instance, the vector fields (∂h/∂s)(s, t) and, (∂h/∂t)(s, t), introduced
above, are vector fields along h.

If we restrict V (s, t) to the curves s = const., t = const., we obtain vector
fields along curves. In this context, the notation (DV /∂t)(s, t) means the
covariant derivative, at the point (s, t), of the restriction of V (s, t) to the
curve s = const.
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LEMMA 4. Let h: [0, l] × (−ǫ, ǫ) ⊂ R2 → S be a differentiable map-
ping. Then

D

∂s

∂h

∂t
(s, t) =

D

∂t

∂h

∂s
(s, t).

Proof. Let x: U → S be a parametrization of S at the point h(s, t), with
parameters u, v, and let

u = h1(s, t), v = h2(s, t)

be the expression of h in this parametrization. Under these conditions, when
(s, t) ∈ h−1(x(U)) = W , the curve h(s, t0) may be expressed by

u = h1(s, t0), v = h2(s, t0).

Since (∂h/∂s)(s0, t0) is tangent to the curve h(s, t0) at s = s0, we have that

∂h

∂s
(s0, t0) =

∂h1

∂s
(s0, t0)xu +

∂h2

∂s
(s0, t0)xv.

By the arbitrariness of (s0, t0) ∈ W , we conclude that

∂h

∂s
=

∂h1

∂s
xu +

∂h2

∂s
xv,

where we omit the indication of the point (s, t) for simplicity of notation.
Similarly,

∂h

∂t
=

∂h1

∂t
xu +

∂h2

∂t
xv.

We shall now compute the covariant derivatives (D/∂s)(∂h/∂t) and
(D/∂t)(∂h/∂s) using the expression of the covariant derivative in terms of
the Christoffel symbols Ŵk

ij (Sec. 4-4, Eq. (1)) and obtain the asserted equality.
For instance, the coefficient of xu in both derivatives is given by

∂2h1

∂s∂t
+ Ŵ1

11

∂h1

∂t

∂h1

∂s
+ Ŵ1

12

∂h1

∂t

∂h2

∂s
+ Ŵ1

12

∂h2

∂t

∂h1

∂s
+ Ŵ1

22

∂h2

∂t

∂h2

∂s
.

The equality of the coefficients of xv may be shown in the same way, thus
concluding the proof. Q.E.D.

We are now in a position to compute the first derivative of L at t = 0 and
obtain

PROPOSITION 2. Let h: [0, l] × (−ǫ, ǫ) be a proper variation of the
curve α: [0, l] → S and let V(s) = (∂h/∂t)(s, 0), s ∈ (0, l], be the variational
vector field of h. Then

L′(0) = −
∫ l

0

〈A(s), V(s)〉 ds, (2)

where A(s) = (D/∂s)(∂h/∂s)(s, 0).
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Proof. If t belongs to the interval (−δ, δ) given by Lemma 1, then

L′(t) =
∫ l

0

{

d

dt

〈

∂h

∂s
,
∂h

∂s

〉1/2
}

ds.

By applying Lemmas 3 and 4, we obtain

L′(t) =
∫ 0

l

〈

D

∂t

∂h

∂s
,
∂h

∂s

〉

∣

∣

∣

∣

∂h

∂s

∣

∣

∣

∣

ds =
∫ l

0

〈

D

∂s

∂h

∂t
,
∂h

∂s

〉

∣

∣

∣

∣

∂h

∂s

∣

∣

∣

∣

ds.

Since |(∂h/∂s)(s, 0)| = 1, we have that

L′(0) =
∫ l

0

〈

D

∂s

∂h

∂t
,
∂h

∂s

〉

ds,

where the integrand is calculated at (s, 0), which is omitted for simplicity of
notation.

According to Lemma 3,

∂

∂s

〈

∂h

∂s
,
∂h

∂t

〉

=
〈

D

∂s

∂h

∂s
,
∂h

∂t

〉

+
〈

∂h

∂s
,

D

∂s

∂h

∂t

〉

.

Therefore,

L′(0) =
∫ l

0

∂

∂s

〈

∂h

∂s
,
∂h

∂t

〉

ds −
∫ l

0

〈

D

∂s

∂h

∂s
,
∂h

∂t

〉

ds

= −
∫ l

0

〈

D

∂s

∂h

∂s
,
∂h

∂t

〉

ds,

since (∂h/∂t)(0, 0) = (∂h/∂t)(l, 0) = 0, due to the fact that the variation is
proper. By recalling the definitions of A(s) and V (s), we may write the last
expression in the form

L′(0) = −
∫ l

0

〈A(s), V (s)〉 ds. Q.E.D.

Remark 1. The vector A(s) is called the acceleration vector of the curve α,
and its norm is nothing but the absolute value of the geodesic curvature of α.
Observe that L′(0) depends only on the variational field V (s) and not on the
variation h itself. Expression (2) is usually called the formula for the first
variation of the arc length of the curve α.
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Remark 2. The condition that h is proper was only used at the end of the
proof in order to eliminate the terms

〈

∂h

∂s
,
∂h

∂t

〉

(l, 0) −
〈

∂h

∂s
,
∂h

∂t

〉

(0, 0).

Therefore, if h is not proper, we obtain a formula which is similar to Eq. (2)
and contains these additional boundary terms.

An interesting consequence of Prop. 2 is a characterization of the geodesics
as solutions of a “variational problem.” More precisely,

PROPOSITION 3. A regular parametrized curve α: [0, l] → S, where
the parameter s ∈ [0, l] is the arc length of α, is a geodesic if and only if, for
every proper variation h: [0, l] × (−ǫ, ǫ) → S of α, L′(0) = 0.

Proof. The necessity is trivial since the acceleration vector A(s) =
(D/∂s)(∂α/∂s) of a geodesic α is identically zero. Therefore, L′(0) = 0 for
every proper variation.

Suppose now that L′(0) = 0 for every proper variation of α and consider
a vector field V (s) = f (s)A(s), where f : [0, l] → R is a real differentiable
function, with f (s) ≥ 0, f (0) = f (l) = 0, and A(s) is the acceleration vector
of α. By constructing a variation corresponding to V (s), we have

L′(0) = −
∫ l

0

〈f (s)A(s), A(s)〉 ds

= −
∫ l

0

f (s)|A(s)|2 ds = 0.

Therefore, since f (s)|A(s)|2 ≥ 0, we obtain

f (s)|A(s)|2 ≡ 0.

We shall prove that the above relation implies that A(s) = 0, s ∈ [0, l].
In fact, if |A(s0)| �= 0, s0 ∈ (0, l), there exists an interval I = (s0 − ǫ, s0 + ǫ)

such that |A(s)| �= 0 for s ∈ I . By choosing f such that f (s0) > 0, we contra-
dict f (s0)|A(s0)| = 0. Therefore, |A(s)| = 0 when s ∈ (0, l). By continuity,
A(0) = A(l) = 0 as asserted.

Since the acceleration vector of α is identically zero, α is geodesic.
Q.E.D.

From now on, we shall only consider proper variations of geodesics
γ : [0, l] → S, parametrized by arc length; that is, we assume L′(0) = 0.
To simplify the computations, we shall restrict ourselves to orthogonal vari-
ations; that is, we shall assume that the variational field V (s) satisfies the
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condition 〈V (s), γ ′(s)〉 = 0, s ∈ [0, l]. To study the behavior of the function
L in a neighborhood of 0 we shall compute L′′(0).

For this computation, we need some lemmas that relate the Gaussian
curvature to the covariant derivative.

LEMMA 5. Let x: U → S be a parametrization at a point p ∈ S of a
regular surface S, with parameters u, v, and let K be the Gaussian curvature
of S. Then

D

∂v

D

∂u
xu −

D

∂u

D

∂v
xu = K(xu ∧ xv) ∧ xu.

Proof. By observing that the covariant derivative is the component of the
usual derivative in the tangent plane, we have that (Sec. 4-3)

D

∂u
xu = Ŵ1

11xu + Ŵ2
11xv.

By applying to the above expression the formula for the covariant derivative
(Sec. 4-4, Eq. (1)), we obtain

D

∂v

(

D

∂u
xu

)

= {(Ŵ1
11)v + Ŵ1

12Ŵ
1
11 + Ŵ1

22Ŵ
2
11}xu

+ {(Ŵ2
11)v + Ŵ2

12Ŵ
1
11 + Ŵ2

22Ŵ
2
11}xv.

We verify, by means of a similar computation, that

D

∂u

(

D

∂v
xu

)

= {(Ŵ1
12)u + Ŵ1

12Ŵ
1
11 + Ŵ1

12Ŵ
2
12}xu

+ {(Ŵ2
12)u + Ŵ2

11Ŵ
1
12 + Ŵ2

12Ŵ
2
12}xv.

Therefore,

D

∂v

D

∂u
xu −

D

∂u

D

∂v
xu = {(Ŵ1

11)v − (Ŵ1
12)u + Ŵ1

22Ŵ
2
11 − Ŵ1

12Ŵ
2
12}xu

+ {(Ŵ2
11)v − (Ŵ2

12)u + Ŵ2
12Ŵ

1
11 + Ŵ2

22Ŵ
2
11

− Ŵ2
11Ŵ

1
12 − Ŵ2

12Ŵ
2
12}xv.

We now use the expressions of the curvature in terms of Christoffel symbols
(Sec. 4-3, Eqs. (5) and (5a) and conclude that

D

∂v

D

∂u
xu −

D

∂u

D

∂v
xu = −FKxu + EKxv

= K{〈xu, xu〉xv − 〈xu, xv〉xu}
= K(xu ∧ xv) ∧ xu. Q.E.D.
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LEMMA 6. Let h: [0, l] × (−ǫ, ǫ) → S be a differentiable mapping and
let V(s, t), (s, t) ∈ [0, l] × (−ǫ, ǫ), be a differentiable vector field along h.
Then

D

∂t

D

∂s
V −

D

∂s

D

∂t
V = K(s, t)

(

∂h

∂s
∧

∂h

∂t

)

∧ V,

where K(s, t) is the curvature of S at the point h(s, t).

Proof. Let x(u, v) be a system of coordinates of S around h(s, t) and let

V (s, t) = a(s, t)xu + b(s, t)xv

be the expression of V (s, t) = V in this system of coordinates. By Lemma 2,
we have

D

∂s
V =

D

∂s
(axu + bxv)

= a
D

∂s
xu + b

D

∂s
xv +

∂a

∂s
xu +

∂b

∂s
xv.

Therefore,

D

∂t

D

∂s
V = a

D

∂t

D

∂s
xu + b

D

∂t

D

∂s
xv +

∂a

∂s

D

∂t
xu

+
∂b

∂s

D

∂t
xv +

∂a

∂t

D

∂s
xu +

∂b

∂t

D

∂s
xv +

∂2a

∂t∂s
xu +

∂2b

∂t∂s
xv.

By a similar computation, we obtain a formula for (D/∂s)(D/∂t)V , which
is given by interchanging s and t in the last expression. It follows that

D

∂t

D

∂s
V −

D

∂s

D

∂t
V = a

(

D

∂t

D

∂s
xu −

D

∂s

D

∂t
xu

)

+ b

(

D

∂t

D

∂s
xv −

D

∂s

D

∂t
xv

)

. (3)

To compute (D/∂t)(D/∂s)xu, we shall take the expression of h,

u = h1(s, t), v = h2(s, t),

in the parametrization x(u, v) and write

xu(u, v) = xu(h1(s, t), h2(s, t)) = xu.
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Since the covariant derivative (D/∂s)xu is the projection onto the tangent
plane of the usual derivative (d/ds)xu, we have

D

∂s
xu =

{

d

ds
xu

}

T

=
{

xuu

∂h1

∂s
+ xuv

∂h2

∂s

}

T

=
∂h1

∂s
{xuu}T +

∂h2

∂s
{xuv}T

=
∂h1

∂s

D

∂u
xu +

∂h2

∂s

D

∂v
xu,

where T denotes the projection of a vector onto the tangent plane.
With the same notation, we obtain

D

∂t

D

∂s
xu =

{

d

dt

(

∂h1

∂s

D

∂u
xu +

∂h2

∂s

D

∂v
xu

)}

T

=
∂2h1

∂t∂s

D

∂u
xu +

∂2h2

∂t∂s

D

∂v
xu +

∂h1

∂s

(

∂h1

∂t

D

∂u

D

∂u
xu +

∂h2

∂t

D

∂v

D

∂u
xu

)

+
∂h2

∂s

(

∂h1

∂t

D

∂u

D

∂v
xu +

∂h2

∂t

D

∂v

D

∂u
xu

)

.

In a similar way, we obtain (D/∂s)(D/∂t)xu, which is given by interchanging
s and t in the above expression. It follows that

D

∂t

D

∂s
xu −

D

∂s

D

∂t
xu =

∂h2

∂s

∂h1

∂t

(

D

∂u

D

∂v
xu −

D

∂v

D

∂u
xu

)

+
∂h1

∂s

∂h2

∂t

(

D

∂v

D

∂u
xu −

D

∂u

D

∂v
xu

)

= �

(

D

∂v

D

∂u
xu −

D

∂u

D

∂v
xu

)

,

where

� =
(

∂h1

∂s

∂h2

∂t
−

∂h2

∂s

∂h1

∂t

)

.

By replacing xu for xv, in the last expression, we obtain

D

∂t

D

∂s
xv −

D

∂s

D

∂t
xv = �

(

D

∂v

D

∂u
xv −

D

∂u

D

∂v
xv

)

.

By introducing the above expression in Eq. (3) and using Lemma 5, we
conclude that

D

∂t

D

∂s
V −

D

∂s

D

∂t
V = a�K(xu ∧ xv) ∧ xu + b�K(xu ∧ xv) ∧ xv

= K(�xu ∧ xv) ∧ (axu + bxv).



5-4. First and Second Variations of Arc Length; Bonnet’s Theorem 355

On the other hand, as we saw in the proof of Lemma 4,

∂h

∂s
=

∂h1

∂s
xu +

∂h2

∂s
xv,

∂h

∂t
=

∂h1

∂t
xu +

∂h2

∂t
xv;

hence,
∂h

∂s
∧

∂h

∂t
= �xu ∧ xv.

Therefore,
D

∂t

D

∂s
V −

D

∂s

D

∂t
V = K

(

∂h

∂s
∧

∂h

∂t

)

∧ V. Q.E.D.

We are now in a position to compute L′′(0).

PROPOSITION 4. Let h: [0, l] × (−ǫ, ǫ) → S be a proper orthogonal
variation of a geodesic γ : [0, l] → S parametrized by the arc length s ∈ [0, l].
Let V(s) = (∂h/∂t)(s, 0) be the variational vector field of h. Then

L′′(0) =
∫ l

0

(

∣

∣

∣

∣

D

∂s
V(s)

∣

∣

∣

∣

2

− K(s)|V(s)|2

)

ds, (4)

where K(s) = K(s, 0) is the Gaussian curvature of S at γ (s) = h(s, 0).

Proof. As we saw in the proof of Prop. 2,

L′(t) =
∫ l

0

〈

D

∂s

∂h

∂t
,
∂h

∂s

〉

〈

∂h

∂s
,
∂h

∂s

〉1/2
ds

for t belonging to the interval (−δ, δ) given by Lemma 1. By differentiating
the above expression, we obtain

L′′(t) =
∫ l

0

(

d

dt

〈

D

∂s

∂h

∂t
,
∂h

∂s

〉) 〈

∂h

∂s
,
∂h

∂s

〉1/2

〈

∂h

∂s
,
∂h

∂s

〉 ds

−
∫ l

0

(〈

D

∂s

∂h

∂t
,
∂h

∂s

〉)2

∣

∣

∣

∣

∂h

∂s

∣

∣

∣

∣

3/2
ds.



356 5. Global Differential Geometry

Observe now that for t = 0, |(∂h/∂s)(s, 0)| = 1. Furthermore,

d

ds

〈

∂h

∂s
,
∂h

∂t

〉

=
〈

D

∂s

∂h

∂s
,
∂h

∂t

〉

+
〈

∂h

∂s
,

D

∂s

∂h

∂t

〉

.

Since γ is a geodesic, (D/∂s)(∂h/∂s) = 0 for t = 0, and since the variation
is orthogonal,

〈

∂h

∂s
,
∂h

∂t

〉

= 0 for t = 0.

It follows that

L′′(0) =
∫ l

0

d

dt

〈

D

∂s

∂h

∂t
,
∂h

∂s

〉

ds, (5)

where the integrand is calculated at (s, 0).
Let us now transform the integrand of Eq. (5) into a more convenient

expression. Observe first that

d

dt

〈

D

∂s

∂h

∂t
,
∂h

∂s

〉

=
〈

D

∂t

D

∂s

∂h

∂t
,
∂h

∂s

〉

+
〈

D

∂s

∂h

∂t
,
D

∂t

∂h

∂s

〉

=
〈

D

∂t

D

∂s

∂h

∂t
,
∂h

∂s

〉

−
〈

D

∂s

D

∂t

∂h

∂t
,
∂h

∂s

〉

+
〈

D

∂s

D

∂t

∂h

∂t
,
∂h

∂s

〉

+
∣

∣

∣

∣

D

∂s

∂h

∂t

∣

∣

∣

∣

2

.

On the other hand, for t = 0,

d

ds

〈

D

∂t

∂h

∂t
,
∂h

∂s

〉

=
〈

D

∂s

D

∂t

∂h

∂t
,
∂h

∂s

〉

,

since (D/∂s)(∂h/∂s)(s, 0) = 0, owing to the fact that γ is a geodesic. More-
over, by using Lemma 6 plus the fact that the variation is orthogonal, we obtain
(for t = 0)

〈

D

∂t

D

∂s

∂h

∂t
,
∂h

∂s

〉

−
〈

D

∂s

D

∂t

∂h

∂t
,
∂h

∂s

〉

= K(s)

〈(

∂h

∂s
∧

∂h

∂t

)

∧
∂h

∂t
,
∂h

∂s

〉

= −K(s)

〈

|V (s)|2 ∂h

∂s
,
∂h

∂s

〉

= −K|V (s)|2.



5-4. First and Second Variations of Arc Length; Bonnet’s Theorem 357

By introducing the above values in Eq. (5), we have

L′′(0) =
∫ l

0

(

−K(s)|V (s)|2 +
∣

∣

∣

∣

D

∂s
V (s)

∣

∣

∣

∣

2
)

ds

+
〈

D

∂t

∂h

∂t
,
∂h

∂s

〉

(l, 0) −
〈

D

∂t

∂h

∂t
,
∂h

∂s

〉

(0, 0).

Finally, since the variation is proper, (∂h/∂t)(0, t) = (∂h/∂t)(l, t) = 0,
t ∈ (−δ, δ). Thus,

L′′(0) =
∫ l

0

(

∣

∣

∣

∣

D

∂s
V (s)

∣

∣

∣

∣

2

− K|V (s)|2

)

ds. Q.E.D.

Remark 3. Expression (4) is called the formula for the second variation of
the arc length of γ . Observe that it depends only on the variational field of h

and not on the variation h itself. Sometimes it is convenient to indicate this
dependence by writing L′′

v(0).

Remark 4. It is often convenient to have the formula (4) for the second
variation written as follows:

L′′(0) = −
∫ l

0

〈

D2V

ds2
+ KV , V

〉

ds. (4a)

Equation (4a) comes from Eq. (4), by noticing that V (0) = V (l) = 0 and that

d

ds

〈

V,
DV

ds

〉

=
〈

DV

ds
,

DV

ds

〉

+
〈

V,
D2V

ds2

〉

.

Thus,

∫ l

0

(〈

DV

ds
,

DV

ds

〉

− K〈V, V 〉
)

ds =
[〈

V,
DV

ds

〉]l

0

−
∫ l

0

〈

D2V

ds2
+ KV , V

〉

ds

= −
∫ l

0

〈

D2V

ds2
+ KV , V

〉

ds.

The second variation L′′(0) of the arc length is the tool that we need to prove
the crucial step in Bonnet’s theorem, which was mentioned in the beginning
of this section. We may now prove
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THEOREM 1 (Bonnet). Let the Gaussian curvature K of a complete
surface S satisfy the condition

K ≥ δ > 0.

Then S is compact and the diameter ρ of S satisfies the inequality

ρ ≤
π
√

δ
.

Proof. Since S is complete, given two points p, q ∈ S, there exists, by
the Hopf-Rinow theorem, a minimal geodesic γ of S joining p to q. We shall
prove that the length l = d(p, q) of this geodesic satisfies the inequality

l ≤
π
√

δ
.

We shall assume that l > π/
√

δ and consider a variation of the geodesic
γ : [0, l] → S, defined as follows. Let w0 be a unit vector of Tγ (0)(S) such that
〈w0, γ

′(0)〉 = 0 and let w(s), s ∈ [0, l], be the parallel transport of w0 along
γ . It is clear that |w(s)| = 1 and that 〈w(s), γ ′(s)〉 = 0, s ∈ [0, l]. Consider
the vector field V (s) defined by

V (s) = w(s) sin
π

l
s, s ∈ (0, l].

Since V (0) = V (l) = 0 and 〈V (s), γ ′(s)〉 = 0, the vector field V (s) deter-
mines a proper, orthogonal variation of γ . By Prop. 4,

L′′
v(0) =

∫ l

0

(

∣

∣

∣

∣

D

∂s
V (s)

∣

∣

∣

∣

2

− K(s)|V (s)|2

)

ds.

Since w(s) is a parallel vector field,

D

∂s
V (s) =

(π

l
cos

π

l
s
)

w(s).

Thus, since l > π/
√

δ, so that K ≥ δ > π 2/l2, we obtain

L′′
v(0) =

∫ l

0

(

π 2

l2
cos2 π

l
s − K sin2 π

l
s

)

ds

<

∫ l

0

π 2

l2

(

cos2 π

l
s − sin2 π

l
s
)

ds

=
π 2

l2

∫ l

0

cos
2π

l
s ds = 0.

Therefore, there exists a variation of γ for which L′′(0) < 0. However,
since γ is a minimal geodesic, its length is smaller than or equal to that
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of any curve joining p to q. Thus, for every variation of γ we should have
L′(0) = 0 and L′′(0) ≥ 0. We obtained therefore a contradiction, which shows
that l = d(p, q) ≤ π/

√
δ, as we asserted.

Since d(p, q) ≤ π/
√

δ for any two given points of S, we have that S is
bounded and that its diameter p ≤ π/

√
δ. Moreover, since S is complete and

bounded, S is compact. Q.E.D.

Remark 5. The choice of the variation V (s) = w(s) sin(π/l)s in the above
proof may be better understood if we look at the second variation in the
form (4a) of Remark 4. Since K > π 2/l2, we can write

L′′
V (0) = −

∫ l

0

〈

V,
D2V

ds2
+

π 2

l2
V

〉

ds −
∫ l

0

(

K −
π 2

l2

)

|V |2 ds

< −
∫ l

0

〈

V,
D2V

ds2
+

π 2

l2
V

〉

ds.

Now it is easy to guess that the above V (s) makes the last integrand equal to
zero; hence, L′′

V (0) < 0.

Remark 6. The hypothesis K ≥ δ > 0 may not be weakened to K > 0. In
fact, the paraboloid

{(x, y, z) ∈ R3; z = x2 + y2}

has Gaussian curvature K > 0, is complete, and is not compact. Observe that
the curvature of the paraboloid tends toward zero when the distance of the
point (x, y) ∈ R2 to the origin (0, 0) becomes arbitrarily large (cf. Remark 8
below).

Remark 7. The estimate of the diameter ρ ≤ π/
√

δ given by Bonnet’s
theorem is the best possible, as shown by the example of the unit sphere:
K ≡ 1 and ρ = π .

Remark 8. The first proof of the above theorem was obtained by
O. Bonnet, “Sur quelques propriétés des lignes géodésiques,” C.R.Ac. Sc.
Paris XL (1850), 1331, and “Note sur les lignes géodésiques,” ibid. XLI
(1851), 32. A formulation of the theorem in terms of complete surfaces is
found in the article of Hopf-Rinow quoted in the previous section. Actually,
it is not necessary that K be bounded away from zero but only that it not
approach zero too fast. See E. Calabi, “On Ricci Curvature and Geodesics,”
Duke Math. J. 34 (1967), 667–676; or R. Schneider, “Konvexe Flächen mit
langsam abnehmender Krümmung,” Archiv der Math. 23 (1972), 650–654 (cf.
also Exercise 2 below).
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EXERCISES

1. Is the converse of Bonnet’s theorem true; i.e., if S is compact and has
diameter ρ ≤ π/

√
δ, is K ≥ δ?

*2. (Kazdan-Warner’s Remark. cf. Exercise 10, Sec. 5-10.) Let S =
{z = f (x, y); (x, y) ∈ R2} be a complete noncompact regular surface.
Show that

lim
r→∞

( inf
x2+y2≥r

K(x, y)) ≤ 0.

3. a. Derive a formula for the first variation of arc length without assuming
that the variation is proper.

b. Let S be a complete surface. Let γ (s), s ∈ R, be a geodesic on S

and let d(s) be the distance d(γ (s), p) from γ (s) to a point p ∈ S

not in the trace of γ . Show that there exists a point s0 ∈ R such that
d(s0) ≤ d(s) for all s ∈ R and that the geodesic Ŵ joining p to γ (s0)

is perpendicular to γ (Fig. 5-14).

p

Γ

γ(s)

γ(s
0
)

Figure 5-14

c. Assume further that S is homeomorphic to a plane and has Gaussian
curvature K ≤ 0. Prove that s0 (hence, Ŵ) is unique.

4. (Calculus of Variations.) Geodesics are particular cases of solutions to
variational problems. In this exercise, we shall discuss some points of
a simple, although quite representative, variational problem. In the next
exercise we shall make some applications of the ideas presented here.

Let y = y(x), x ∈ [x1, x2] be a differentiable curve in the xy plane
and let a variation of y be given by a differentiable map y = y(x, t),
t ∈ (−ǫ, ǫ). Here y(x, 0) = y(x) for all x ∈ [x1, x2], and y(x1, t) =
y(x1), y(x2, t) = y(x2) for all t ∈ (−ǫ, ǫ) (i.e., the end points of the
variation are fixed). Consider the integral
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I (t) =
∫ x2

x1

F(x, y(x, t), y ′(x, t)) dx, t ∈ (−ǫ, ǫ),

where F(x, y, y ′) is a differentiable function of three variables and
y ′ = ∂y/∂x. The problem of finding the critical points of I (t) is called a
variational problem with integrand F .

a. Assume that the curve y = y(x) is a critical point of I (t) (i.e.,
dI/dt = 0 for t = 0). Use integration by parts to conclude that
(İ = dI/dt)

İ (t) =
∫ x2

x1

(

Fy

∂y

∂t
+ Fy′

∂y ′

∂t

)

dx

=
[

∂y

∂t
Fy′

]x2

x1

+
∫ x2

x1

∂y

∂t

(

Fy −
d

dx
Fy′

)

dx.

Then, by using the boundary conditions, obtain

0 = İ (0) =
∫ x2

x1

{

η

(

Fy −
d

dx
Fy′

)}

dx, (∗)

where η = (∂y/∂t)(x, 0). (The function η corresponds to the varia-
tional vector field or y(x, t).)

b. Prove that if İ (0) = 0 for all variations with fixed end points (i.e., for
all η in (∗) with η(x1) = η(x2) = 0), then

Fy −
d

dx
Fy′ = 0. (∗∗)

Equation (∗∗) is called the Euler-Lagrange equation for the variational
problem with integrand F .

c. Show that if F does not involve explicitly the variable x, i.e., F =
F(y, y ′), then, by differentiating y ′Fy′ − F , and using (∗∗) we obtain
that

y ′Fy′ − F = const.

5. (Calculus of Variations; Applications.)

a. (Surfaces of Revolution of Least Area.) Let S be a surface of revolution
obtained by rotating the curve y = f (x), x ∈ [x1, x2], about the x

axis. Suppose that S has least area among all surfaces of revolution
generated by curves joining (x1, f (x1)) to (x2, f (x2)). Thus, y = f (x)

minimizes the integral (cf. Exercise 11, Sec. 2-5)
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I (t) =
∫ x2

x1

y
√

1 + (y ′)2 dx

for all variations y(x, t) of y with fixed end points y(x1), y(x2). By part
b of Exercise 4, F(y, y ′) = y

√

1 + (y ′)2 satisfies the Euler-Lagrange
equation (∗∗). Use part c of Exercise 4 to obtain that

y ′Fy′ − F = −
y

√

1 + (y ′)2
= −

1

c
, c = const.;

hence,

y =
1

c
cosh(cx + c1), c1 = const.

Conclude that if there exists a regular surface of revolution of least
area connecting two given parallel circles, this surface is the catenoid
which contains the two given circles as parallels.

b. (Geodesics of Surfaces of Revolution.) Let

x(u, v) = (f (v) cos u, f (v) sin u, g(v))

be a parametrization of a surface of revolution S. Let u = u(v) be the
equation of a geodesic of S which is neither a parallel nor a meridian.
Then u = u(v) is a critical point for the arc length integral (F = 0)

∫

√

E(u′)2 + G dv, u′ =
du

dv
.

Since E = f 2, G = (f ′)2 + (g′)2, we see that the Euler-Lagrange
equation for this variational problem is

Fu −
d

dv
Fu′ = 0, F =

√

f 2(u′)2 + (f ′)2 + (g′)2.

Notice that F does not depend on u. Thus, (d/dv)Fu′ = 0, and

c = const. = Fu′ =
u′f 2

√

f 2(u′)2 + (f ′)2 + (g′)2
.

From this, obtain the following equation for the geodesic u = u(v)

(cf. Example 5, Sec. 4-4):

u = c

∫

1

f

√

(f ′)2 + (g′)2

f 2 − c2
dv + const.
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5-5. Jacobi Fields and Conjugate Points

In this section we shall explore some details of the variational techniques
which were used to prove Bonnet’s theorem.

We are interested in obtaining information on the behavior of geodesics
neighboring a given geodesic γ . The natural way to proceed is to consider
variations of γ which satisfy the further condition that the curves of the vari-
ation are themselves geodesics. The variational field of such a variation gives
an idea of how densely the geodesics are distributed in a neighborhood of γ .

To simplify the exposition we shall assume that the surfaces are com-
plete, although this assumption may be dropped with further work. The
notation γ : [0, l] → S will denote a geodesic parametrized by arc length on
the complete surface S.

DEFINITION 1. Let γ : [0, l] → S be a parametrized geodesic on S and
let h: [0, l] × (−ǫ, ǫ) → S be a variation of γ such that for every t ∈ (−ǫ, ǫ)

the curve ht(s) = h(s, t), s ∈ [0, l], is a parametrized geodesic (not necessar-
ily parametrized by arc length). The variational field (∂h/∂t)(s, 0) = J(s) is
called a Jacobi field along γ .

A trivial example of a Jacobi field is given by the field γ ′(s), s ∈ [0, l],
of tangent vectors to the geodesic γ . In fact, by taking h(s, t) = γ (s + t), we
have

J (s) =
∂h

∂t
(s, 0) =

dγ

ds
.

We are particularly interested in studying the behavior of the geodesics
neighboring γ : [0, l] → S, which start from γ (0). Thus, we shall consider
variations h: [0, l] × (−ǫ, ǫ) → S that satisfy the condition h(0, t) = γ (0),
t ∈ (−ǫ, ǫ). Therefore, the corresponding Jacobi field satisfies the condition
J (0) = 0 (see Fig. 5-15).

γ

S

Geodesics

J (s)

p

Figure 5-15
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Before presenting a nontrivial example of a Jacobi field, we shall prove
that such a field may be characterized by an analytical condition.

PROPOSITION 1. Let J(s) be a Jacobi field along γ : [0, l] → S,
s ∈ [0, l]. Then J satisfies the so-called Jacobi equation

D

ds

D

ds
J(s) + K(s)(γ ′(s) ∧ J(s)) ∧ γ ′(s) = 0, (1)

where K(s) is the Gaussian curvature of S at γ (s).

Proof. By the definition of J (s), there exists a variation

h: [0, l] × (−ǫ, ǫ) → S

of γ such that (∂h/∂t)(s, 0) = J (s) and ht(s) is a geodesic, t ∈ (−ǫ, ǫ). It
follows that (D/∂s)(∂h/∂s)(s, t) = 0. Therefore,

D

∂t

D

∂s

∂h

∂s
(s, t) = 0, (s, t) ∈ [0, l] × (−ǫ, ǫ).

On the other hand, by using Lemma 6 of Sec. 5-4 we have

D

∂t

D

∂s

∂h

∂s
=

D

∂s

D

∂t

∂h

∂s
+ K(s, t)

(

∂h

∂s
∧

∂h

∂t

)

∧
∂h

∂s
= 0.

Since (D/∂t)(∂h/∂s) = (D/∂s)(∂h/∂t), we have, for t = 0,

D

∂s

D

∂s
J (s) + K(s)(γ ′(s) ∧ J (s)) ∧ γ ′(s) = 0. Q.E.D.

To draw some consequences from Prop. 1, it is convenient to put the Jacobi
equation (1) in a more familiar form. For that, let e1(0) and e2(0) be unit
orthogonal vectors in the tangent plane Tγ (0)(S) and let e1(s) and e2(s) be the
parallel transport of e1(0) and e2(0), respectively, along γ (s).

Assume that
J (s) = a1(s)e1(s) + a2(s)e2(s)

for some functions a1 = a1(s), a2 = a2(s). Then, by using Lemma 2 of the
last section and omitting s for notational simplicity, we obtain

D

∂s
J = a′

1e1 + a′
2e2,

D

∂s

D

∂s
J = a′′

1e1 + a′′
2e2.

On the other hand, if we write

(γ ′ ∧ J ) ∧ γ ′ = λ1e1 + λ2e2,
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we have

λ1e1 + λ2e2 = (γ ′ ∧ (a1e1 + a2e2)) ∧ γ ′

= a1(γ
′ ∧ e1) ∧ γ ′ + a2(γ

′ ∧ e2) ∧ γ ′.

Therefore, by setting 〈(γ ′ ∧ ei) ∧ γ ′, ej 〉 = αij , i, j = 1, 2, we obtain

λ1 = a1α11 + a2α21, λ2 = a1α12 + a2α22.

It follows that Eq. (1) may be written

a′′
1 + K(α11a1 + α21a2) = 0,

a′′
2 + K(α12a1 + α22a2) = 0,

(1a)

where all the elements are functions of s. Note that (1a) is a system of linear,
second-order differential equations. The solutions (a1(s), a2(s)) = J (s) of
such a system are defined for every s ∈ [0, l] and constitute a vector space.
Moreover, a solution J (s) of (1a) (or (1)) is completely determined by the
initial conditions J (0), (DJ/∂s)(0), and the space of the solutions has 2 × 2 =
4 dimensions.

One can show that every vector field J (s) along a geodesic γ : [0, l] → S

which satisfies Eq. (1) is, in fact, a Jacobi field. Since we are interested only
in Jacobi fields J (s) which satisfy the condition J (0) = 0, we shall prove the
proposition only for this particular case.

We shall use the following notation. Let Tp(S), p ∈ S, be the tangent
plane to S at point p, and denote by (Tp(S))v the tangent space at v of Tp(S)

considered as a surface in R3. Since expp: Tp(S) → S,

d(expp)v: (Tp(S))v → Texpp(v)(S).

We shall frequently make the following notational abuse: If v, w ∈ Tp(S),
then w denotes also the vector of (Tp(S))v obtained from w by a translation
of vector v (see Fig. 5-16). This is equivalent to identifying the spaces Tp(S)

and (Tp(S))v by the translation of vector v.

LEMMA 1. Let p ∈ S and choose v, w ∈ Tp(S), with |v| = 1. Let
γ : [0, l] → S be the geodesic on S given by

γ (s) = expp(sv), s ∈ [0, l].

Then, the vector field J(s) along γ given by

J(s) = s(d expp)sv(w), s ∈ (0, l],

is a Jacobi field. Furthermore, J(0) = 0, (DJ/ds)(0) = w.
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Proof. Let t → v(t), t ∈ (−ǫ, ǫ), be a parametrized curve in Tp(S) such
that v(0) = v and (dv/dt)(0) = w. (Observe that we are making the notational
abuse mentioned above.) Define (see Fig. 5-17)

h(s, t) = expp(sv(t)), t ∈ (−ǫ, ǫ), s ∈ [0, l].

The mapping h is obviously differentiable, and the curves s → ht(s) =
h(s, t) are the geodesics s → expp(sv(t)). Therefore, the variational field of
h is a Jacobi field along γ .

To compute the variational field (∂h/∂t)(s, 0), observe that the curve of
Tp(S), s = s0, t = t , is given by t → s0v(t) and that the tangent vector to this
curve at the point t = 0 is

s0

dv

dt
(0) = s0w.

It follows that

∂h

∂t
(s, 0) = (d expp)sv(sw) = s(d expp)sv(w).

The vector field J (s) = s(d expp)sv(w) is, therefore, a Jacobi field. It is
immediate to check that J (0) = 0. To verify the last assertion of the lemma,
we compute the covariant derivative of the above expression (cf. Lemma 2,
Sec. 5-4), obtaining



5-5. Jacobi Fields and Conjugate Points 367
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D

∂s
s(d expp)sv(w) = (d expp)sv(w) + s

D

∂s
(d expp)sv(w).

Hence, at s = 0,
DJ

∂s
(0) = (d expp)0(w) = w. Q.E.D.

PROPOSITION 2. If we let J(s) be a differentiable vector field along
γ : [0, l] → S, s ∈ [0, l], satisfying the Jacobi equation (1), with J(0) = 0,
then J(s) is a Jacobi field along γ .

Proof. Let w = (DJ/ds)(0) and v = γ ′(0). By Lemma 1, there exists a
Jacobi field s(d expp)sv(w) = J̄ (s), s ∈ [0, l], satisfying

J̄ (0) = 0,

(

DJ̄

ds

)

(0) = w.

Then, J and J̄ are two vector fields satisfying the system (1) with the same
initial conditions. By uniqueness, J (s) = J̄ (s), s ∈ [0, l]; hence, J is a Jacobi
field. Q.E.D.

We are now in a position to present a nontrivial example of a Jacobi field.

Example. Let S2 = {(x, y, z) ∈ R3; x2 + y2 + z2 = 1} be the unit sphere
and x(θ, ϕ) be a parametrization at p ∈ S, by the colatitude θ and the longi-
tude ϕ (Sec. 2-2, Example 1). Consider on the parallel θ = π/2 the segment
between ϕ0 = π/2 and ϕ1 = 3π/2. This segment is a geodesic γ , which we
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Figure 5-18. A Jacobi field on a sphere.

assume to be parametrized by ϕ − ϕ0 = s. Let w(s) be the parallel transport
along γ of a vector w(0) ∈ Tγ (0)(S), with |w(0)| = 1 and 〈w(0), γ ′(0)〉 = 0.
We shall prove that the vector field (see Fig. 5-18)

J (s) = (sin s)w(s), s ∈ [0, π ],

is a Jacobi field along γ .
In fact, since J (0) = 0, it suffices to verify that J satisfies Eq. (1). By using

the fact that K = 1 and w is a parallel field we obtain, sucessively,

DJ

ds
= (cos s)w(s),

D

ds

DJ

ds
= (− sin s)w(s),

D

ds

DJ

ds
+ K(γ ′ ∧ J ) ∧ γ ′ = (− sin s)w(s) + (sin s)w(s) = 0,

which shows that J is a Jacobi field. Observe that J (π) = 0.

DEFINITION 2. Let γ : [0, l] → S be a geodesic of S with γ (0) = p.
We say that the point q = γ (s0), s0 ∈ [0, l], is conjugate to p relative to the
geodesic γ if there exists a Jacobi field J(s) which is not identically zero along
γ with J(0) = J(s0) = 0.

As we saw in the previous example, given a point p ∈ S2 of a unit sphere
S2, its antipodal point is conjugate to p along any geodesic that starts from p.
However, the example of the sphere is not typical. In general, given a point p of
a surface S, the “first” conjugate point q to p varies as we change the direction
of the geodesic passing through p and describes a parametrized curve. The
trace of such a curve is called the conjugate locus to p and is denoted by C(p).
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p

C( p)

Figure 5-19. The conjugate locus of an ellipsoid.

Figure 5-19 shows the situation for the ellipsoid, which is typical. The
geodesics starting from a point p are tangent to the curve C(p) in such a way
that when a geodesic γ̄ near γ approaches γ , then the intersection point of γ̄

and γ approaches the conjugate point q of p relative to γ . This situation was
expressed in classical terminology by saying that the conjugate point is the
point of intersection of two “infinitely close” geodesics.

Remark 1. The fact that, in the sphere S2, the conjugate locus of each point
p ∈ S2 reduces to a single point (the antipodal point of p) is an exceptional
situation. In fact, it can be proved that the sphere is the only such surface (cf.
L. Green, “Aufwiedersehenfläche,” Ann. Math. 78 (1963), 289–300).

Remark 2. The conjugate locus of the general ellipsoid was determined
by A. Braunmühl, “Geodätische Linien auf dreiachsigen Flächen zweiten
Grades,” Math. Ann. 20 (1882), 557–586. Compare also H. Mangoldt,
“Geodätische Linien auf positiv gekrümmten Flächen,” Crelles Journ. 91
(1881), 23–52.

A useful property of Jacobi fields J along γ : [0, l] → S is the fact that
when J (0) = J (l) = 0, then

〈J (s), γ ′(s)〉 = 0

for every s ∈ [0, l]. Actually, this is a consequence of the following properties
of Jacobi fields.

PROPOSITION 3. Let J1(s) and J2(s) be Jacobi fields along γ : [0, l] →
S, s ∈ [0, l]. Then

〈

DJ 1

ds
, J2(s)

〉

−
〈

J1(s),
DJ 2

ds

〉

= const.
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Proof. It suffices to differentiate the expression of the statement and apply
Prop. 1 (s is omitted for notational convenience):

d

ds

{〈

DJ 1

ds
, J2

〉

−
〈

J1,
DJ 2

ds

〉}

=
〈

D

ds

DJ 1

ds
, J2

〉

−
〈

J1,
D

ds

DJ 2

ds

〉

+
〈

DJ 1

ds
,

DJ 2

ds

〉

−
〈

DJ 1

ds
,

DJ 2

ds

〉

= −K{〈γ ′ ∧ J1) ∧ γ ′, J2〉 − 〈(γ ′ ∧ J2) ∧ γ ′, J1〉} = 0. Q.E.D.

PROPOSITION 4. Let J(s) be a Jacobi field along γ : [0, l] → S, with

〈J (s1), γ
′(s1)〉 = 〈J (s2), γ

′(s2)〉 = 0, s1, s2 ∈ [0, l], s1 �= s2.

Then
〈J (s), γ ′(s)〉 = 0, s ∈ [0, l].

Proof. We set J1(s) = J (s) and J2(s) = γ ′(s) (which is a Jacobi field) in
the previous proposition and obtain

〈

DJ

ds
, γ ′(s)

〉

= const. = A.

Therefore,
d

ds
〈J (s), γ ′(s)〉 =

〈

DJ

ds
, γ ′(s)

〉

= A;

hence,
〈J (s), γ ′(s)〉 = As + B,

where B is a constant. Since the linear expression As + B is zero for s1,
s2 ∈ [0, l], s1 �= s2, it is identically zero. Q.E.D.

COROLLARY. Let J(s) be a Jacobi field along γ : [0, l] → S, with
J(0) = J(l) = 0. Then 〈J(s), γ ′(s)〉 = 0, s ∈ [0, l].

We shall now show that the conjugate points may be characterized by the
behavior of the exponential map. Recall that when ϕ: S1 → S2 is a differen-
tiable mapping of the regular surface S1 into the regular surface S2, a point
p ∈ S1 is said to be a critical point of ϕ if the linear map

dϕp: Tp(S1) → Tϕ(p)(S2)

is singular, that is, if there exists v ∈ Tp(S1), v �= 0, with dϕp(v) = 0.

PROPOSITION 5. Let p, q ∈ S be two points of S and let γ : [0, l] → S
be a geodesic joining p = γ (0) to q = expp(lγ

′(0)). Then q is conjugate
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to p relative to γ if and only if v = lγ ′(0) is a critical point of expp:
Tp(S) → S.

Proof. As we saw in Lemma 1, for every w ∈ Tp(S) (which we identify
with (Tp(S))v) there exists a Jacobi field J (s) along γ with

J (0) = 0,

DJ

ds
(0) = w

and J (l) = l{(d expp)v(w)}.

If v ∈ Tp(S) is a critical point of expp, there exists w ∈ Tp(S))v, w �= 0,
with (d expp)v(w) = 0. This implies that the above vector field J (s) is not
identically zero and that J (0) = J (l) = 0; that is, γ (l) is conjugate to γ (0)

relative to γ .
Conversely, if q = γ (l) is conjugate to p = γ (0) relative to γ , there

exists a Jacobi field J̄ (s), not identically zero, with J̄ (0) = J̄ (l) = 0. Let
(DJ̄ /ds)(0) = w �= 0. By constructing a Jacobi field J (s) as above, we obtain,
by uniqueness, J̄ (s) = J (s). Since

J (l) = l{(d expp)v(w)} = J̄ (l) = 0,

we conclude that (d expp)v(w) = 0, with w �= 0. Therefore v is a critical point
of expp. Q.E.D.

The fact that Eq. (1) of Jacobi fields involves the Gaussian curvature K of
S is an indication that the “spreading out” of the geodesics which start from
a point p ∈ S is closely related to the distribution of the curvature in S (cf.
Remark 2, Sec. 4-6). It is an elementary fact that two neighboring geodesics
starting from a point p ∈ S initially pull apart. In the case of a sphere or an
ellipsoid (K > δ > 0) they reapproach each other and become tangent to the
conjugate locus C(p). In the case of a plane they never get closer again. The
following theorem shows that an “infinitesimal version” of the situation for
the plane occurs in surfaces of negative or zero curvature. (See Remark 3 after
the proof of the theorem.)

THEOREM 1. Assume that the Gaussian curvature K of a surface S sat-
isfies the condition K ≤ 0. Then, for every p ∈ S, the conjugate locus of p is
empty. In short, a surface of curvature K ≤ 0 does not have conjugate points.

Proof. Let p ∈ S and let γ : [0, l] → S be a geodesic of S with
γ (0) = p. Assume that there exists a nonvanishing Jacobi field J (s), with
J (0) = J (l) = 0. We shall prove that this gives a contradiction.
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In fact, since J (s) is a Jacobi field and J (0) = J (l) = 0, we have, by the
corollary of Prop. 4, that 〈J (s), γ ′(s)〉 = 0, s ∈ [0, l]. Therefore,

D

ds

DJ

ds
+ KJ = 0,

〈

D

ds

DJ

ds
, J

〉

= −K〈J, J 〉 ≥ 0,

since K ≤ 0.
It follows that

d

ds

〈

DJ

ds
, J

〉

=
〈

D

ds

DJ

ds
, J

〉

+
〈

DJ

ds
,

DJ

ds

〉

≥ 0.

Therefore, the function 〈DJ/ds, J 〉 does not decrease in the interval [0, l].
Since this function is zero for s = 0 and s = l, we conclude that

〈

DJ

ds
, J (s)

〉

= 0, s ∈ [0, l].

Finally, by observing that

d

ds
〈J, J 〉 = 2

〈

DJ

ds
, J

〉

= 0,

we have |J |2 = const. Since J (0) = 0, we conclude that |J (s)| = 0, s ∈ [0, l];
that is, J is identically zero in [0, l]. This is a contradiction. Q.E.D.

Remark 3. The theorem does not assert that two geodesics starting from
a given point will never meet again. Actually, this is false, as shown by the
closed geodesics of a cylinder, the curvature of which is zero. The assertion
is not true even if we consider geodesics that start from a given point with
“nearby directions.” It suffices to consider a meridian of the cylinder and to
observe that the helices that follow directions nearby that of the meridian meet
this meridian. What the proposition asserts is that the intersection point of two
“neighboring” geodesics goes to “infinity” as these geodesics approach each
other (this is precisely what occurs in the cylinder). In a classical terminology
we can say that two "infinitely close" geodesics never meet. In this sense, the
theorem is an infinitesimal version of the situation for the plane.

An immediate consequence of Prop. 5, the above theorem, and the inverse
function theorem is the following corollary.

COROLLARY. Assume the Gaussian curvature K of S to be negative or
zero. Then for every p ∈ S, the mapping

expp: Tp(s) → S

is a local diffeomorphism.
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We shall use later the following lemma, which generalizes the fact that, in
a normal neighborhood of p, the geodesic circles are orthogonal to the radial
geodesics (Sec. 4-6, Prop. 3 and Remark 1).

LEMMA 2 (Gauss). Let p ∈ S be a point of a (complete) surface S and
let u ∈ Tp(S) and w ∈ (Tp(S))u. Then

〈u, w〉 = 〈(d expp)u(u), (d expp)u(w)〉,

where the identification Tp(S) ≈ (Tp(S))u is being used.

Proof. Let l = |u|, v = u/|u| and let γ : [0, l] → S be a geodesic of S

given by

γ (s) = expp(sv), s ∈ [0, l].

Then γ ′(0) = v. Furthermore, if we consider the curves s → sv in Tp(S)

which passes through u for s = l with tangent vector v (see Fig. 5-20), we
obtain

γ ′(l) =
d

ds
(expp sv)

∣

∣

∣

∣
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= (d expp)u(v).
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Consider now a Jacobi field J along γ , given by J (0) = 0, (DJ/ds)(0) = w

(cf. Lemma 1). Then, since γ (s) is a geodesic,

d

ds
〈γ ′(s), J (s)〉 =

〈

γ ′(s),
DJ

ds

〉

,

and since J is a Jacobi field,

d

ds

〈

γ ′(s),
DJ

ds

〉

=
〈

γ ′(s),
D2J

ds2

〉

= 0.
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It follows that

d

ds
〈γ ′(s), J (s)〉 =

〈

γ ′(s),
DJ

ds

〉

= const. = C; (2)

hence (since J (0) = 0)

〈γ ′(s), J (s)〉 = Cs. (3)

To compute the constant C, sets equal to l in Eq. (3). By Lemma 1,

J (l) = l(d expp)u(w).

Therefore,

Cl = 〈γ ′(l), J (l)〉 = 〈(d expp)u(v), l(d expp)u(w)〉.

From Eq. (2) we conclude that

〈

γ ′(l),
DJ

ds
(l)

〉

= C =
〈

γ ′(0),
DJ

ds
(0)

〉

= 〈v, w〉.

By using the value of C, we obtain from the above expression

〈u, w〉 = 〈(d expp)u(u), (d expp)u(w)〉. Q.E.D.

EXERCISES

1. a. Let γ : [0, l] → S be a geodesic parametrized by arc length on a
surface S and let J (s) be a Jacobi field along γ with J (0) = 0,
〈J ′(0), γ ′(0)〉 = 0. Prove that 〈J (s), γ ′(s)〉 = 0 for all s ∈ [0, l].

b. Assume further that |J ′(0)| = 1. Take the parallel transport of e1(0) =
γ ′(0) and of e2(0) = J ′(0) along γ and obtain orthonormal bases
{e1(s), e2(s)} for all Tγ (s)(S), s ∈ [0, l]. By part a, J (s) = u(s)e2(s)

for some function u = u(s). Show that the Jacobi equation for J can
be written as

u′′(s) + K(s)u(s) = 0,

with initial conditions u(0) = 0, u′(0) = 1.

2. Show that the point p = (0, 0, 0) of the paraboloid z = x2 + y2 has no
conjugate point relative to a geodesic γ (s) with γ (0) = p.

3. (The Comparison Theorems.) LetS and S̃ be complete surfaces. Letp ∈ S,
p̃ ∈ S̃ and choose a linear isometry i: Tp(S) → Tp̃(S̃). Let γ : [0, ∞) → S

be a geodesic on S with γ (0) = p, |γ ′(0)| = 1, and let J (s) be a Jacobi
field along γ with J (0) = 0, 〈J ′(0), γ ′(0)〉 = 0, |J ′(0)| = 1. By using
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the linear isometry i, construct a geodesic γ̃ : [0, ∞) → S̃ with γ̃ (0) = p̃,
γ̃ ′(0) = i(γ ′(0)), and a Jacobi field J̃ along γ̃ with J̃ (0) = 0, J̃ ′(0) =
i(J ′(0)) (Fig. 5-21). Below we shall describe two theorems (which are
essentially geometric interpretations of the classical Sturm comparison
theorems) that allow us to compare the Jacobi fields J and J̃ from a
“comparison hypothesis” on the curvatures of S and S̃.

a. Use Exercise 1 to show that J (s) = v(s)e2(s), J̃ (s) = u(s)ẽ2(s),
where u = u(s), v = v(s) are differentiable functions, and e2(s)

(respectively, ẽ2(s)) is the parallel transport along γ (respectively, γ̃ )
of J ′(0) (respectively, J̃ ′(0)). Conclude that the Jacobi equations for
J and J̃ are

v′′(s) + K(s)v(s) = 0, v(0) = 0, v′(0) = 1,

u′′(s) + K(s)u(s) = 0, u(0) = 0, u′(0) = 1,

respectively, where K and K̃ denote the Gaussian curvatures of S

and S̃.

*b. Assume that K(s) ≤ K̃(s), s ∈ [0, ∞]. Show that

0 =
∫ s

0

{u(v′′ + Kv) − v(u′′ + K̃u)} ds

= [uv′ − vu′]s
0 +

∫ s

0

(K − K̃)uv ds.

(∗)
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Conclude that if a is the first zero of u in (0, ∞) (i.e., u(a) = 0 and
u(s) > 0 in (0, a)) and b is the first zero of v in (0, ∞), then b ≥ a.
Thus, if K(s) ≤ K̃(s) for all s, the first conjugate point of p relative
to γ does not occur before the first conjugate point of p̃ relative to γ̃ .
This is called the first comparison theorem.

*c. Assume that K(s) ≤ K̃(s), s ∈ [0, a). Use (∗) and the fact that u and v

are positive in (0, a) to obtain that [uv′ − vu′]s
0 ≥ 0. Use this inequality

to show that v(s) ≥ u(s) for all s ∈ (0, a). Thus, if K(s) ≤ K̃(s) for
all s before the first conjugate point of γ̃ , then |J(s)| ≥ |J̃(s)| for all
such s. This is called the second comparison theorem (of course, this
includes the first one as a particular case; we have separated the first
case because it is easier and because it is the one that we use more
often).

d. Prove that in part c the equality v(s) = u(s) holds for all s ∈ [0, a) if
and only if K(s) = K̃(s), s ∈ [0, a).

4. Let S be a complete surface with Gaussian curvature K ≤ K0, where K0

is a positive constant. Compare S with a sphere S2(K0) with curvature
K0 (that is, set, in Exercise 3, S̃ = S2(K0) and use the first comparison
theorem, Exercise 3, part b) to conclude that any geodesic γ : [0, ∞) → S

on S has no point conjugate to γ (0) in the interval (0, π/
√

K0).

5. Let S be a complete surface with K ≥ K1 > 0, where K is the
Gaussian curvature of S and K1 is a constant. Prove that every geodesic
γ : [0, ∞) → S has a point conjugate to γ (0) in the interval (0, π/

√
K1].

*6. (Sturm’s Oscillation Theorem.) The following slight generalization of the
first comparison theorem (Exercise 3, part b) is often useful. Let S be a
complete surface and γ : [0, ∞) → S be a geodesic in S. Let J (s) be a
Jacobi field along γ with J (0) = J (s0) = 0, s0 ∈ (0, ∞) and J (s) �= 0,
for s ∈ (0, s0). Thus, J (s) is a normal field (corollary of Prop. 4). It follows
that J (s) = v(s)e2(s), where v(s) is a solution of

v′′(s) + K(s)v(s) = 0, s ∈ [0, ∞),

and e2(s) is the parallel transport of a unit vector at Tγ (0)(S) nor-
mal to γ ′(0). Assume that the Gaussian curvature K(s) of S satisfies
K(s) ≤ L(s), where L is a differentiable function on [0, ∞). Prove that
any solution of

u′′(s) + L(s)u(s) = 0, s ∈ [0, ∞),

has a zero in the interval (0, s0] (i.e., there exists s1 ∈ (0, s0] with
u(s1) = 0).

7. (Kneser Criterion for Conjugate Points.) Let S be a complete surface and
let γ : [0, ∞) → S be a geodesic on S with γ (0) = p. Let K(s) be the
Gaussian curvature of S along γ . Assume that
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∫ ∞

t

K(s) ds ≤
1

4(t + 1)
for all t ≥ 0 (∗)

in the sense that the integral converges and is bounded as indicated.

a. Define

w(t) =
∫ ∞

t

K(s) ds +
1

4(t + 1)
, t ≥ 0,

and show that w′(t) + (w(t))2 ≤ −K(t).

b. Set, for t ≥ 0, w′(t) + (w(t))2 = −L(t) (so that L(t) ≥ K(t)) and
define

v(t) = exp

(∫ t

0

w(s) ds

)

, t ≥ 0.

Show that v′′(t) + L(t)v(t) = 0, v(0) = 1, v′(0) = 0.

c. Notice that v(t) > 0 and use the Sturm oscillation theorem (Exer-
cise 6) to show that there is no Jacobi field J (s) along γ (s) with
J (0) = 0 and J (s0) = 0, s0 ∈ (0, ∞). Thus, if (∗) holds, there is no
point conjugate to p along γ .

*8. Let γ : [0, l] → S be a geodesic on a complete surface S, and assume
that γ (l) is not conjugate to γ (0). Let w0 ∈ Tγ (0)(S) and w1 ∈ Tγ (l)(S).
Prove that there exists a unique Jacobi field J (s) along γ with J (0) = w0,
J (l) = w1.

9. Let J (s) be a Jacobi field along a geodesic γ : [0, l] → S such that
〈J (0), γ ′(0)〉 = 0 and J ′(0) = 0. Prove that 〈J (s), γ ′(s)〉 = 0 for all
s ∈ [0, l].

5-6. Covering Spaces;The Theorems of Hadamard

We saw in the last section that when the curvature K of a complete surface S

satisfies the condition K ≤ 0 then the mapping expp : Tp(S) → S, p ∈ S, is a
local diffeomorphism. It is natural to ask when this local diffeomorphism is a
global diffeomorphism. It is convenient to put this question in a more general
setting for which we need the notion of covering space.

A. Covering Spaces

DEFINITION 1. Let B̃ and B be subsets of R3. We say that π : B̃ → B is
a covering map if

1. π is continuous and π(B̃) = B.
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2. Each point p ∈ B has a neighborhood U in B (to be called a distin-
guished neighborhood of p) such that

π−1(U) =
⋃

α

Vα,

where the Vα’s are pairwise disjoint open sets such that the restriction
of π to Vα is a homeomorphism of Vα onto U.

B̃ is then called a covering space of B.

Example 1. Let P ⊂ R3 be a plane of R3. By fixing a point q0 ∈ P and
two orthogonal unit vectors e1, e2 ∈ P , with origin in q0, every point q ∈ P is
characterized by coordinates (u, v) = q given by

q − u0 = ue1 + ve2.

Now let S = {(x, y, z) ∈ R3; x2 + y2 = 1} be the right circular cylinder whose
axis is the z axis, and let π : P → S be the map defined by

π(u, v) = (cos u, sin u, v)

(the geometric meaning of this map is to wrap t he plane P around the cylinder
S an infinite number of times; see Fig. 5-22).

u
0
– π u

0
+ πu

0

r

p
(u

0
,v

0
)

Figure 5-22

We shall prove that π is a covering map. We first observe that when
(u0, v0) ∈ P , the mapping π restricted to the band

R = {(u, v) ∈ P ; u0 − π ≤ u ≤ u0 + π}

covers S entirely. Actually, π restricted to the interior of R is a parametrization
of S, the coordinate neighborhood of which covers S minus a generator. It
follows that π is continuous (actually, differentiable) and that π(P ) = S, thus
verifying condition 1.
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To verify condition 2, let p ∈ S and U = S − r , where r is the genera-
tor opposite to the generator passing through p. We shall prove that U is a
distinguished neighborhood of p.

Let (u0, v0) ∈ P be such that π(u0, v0) = p and choose for Vn the band
given by

Vn = {(u, v) ∈ P ; u0 + (2n − 1)π < u < u0 + (2n + 1)π},
n = 0, ±1, ±2, . . . .

It is immediate to verify that if n �= m, then Vn ∩ Vm = φ and that
⋃

n
Vn =

π−1(U). Moreover, by the initial observation, π restricted to any Vn is a
homeomorphism onto U . It follows that U is a distinguished neighborhood of
p. This verifies condition 2 and shows that the plane P is a covering space of
the cylinder S.

Example 2. Let H be the helix

H = {(x, y, z) ⊂ R3; x = cos t, y = sin t; z = bt, t ∈ R}

and let

S1 = {(x, y, 0) ∈ R3; x2 + y2 = 1}

be a unit circle. Let π : H → S1 be defined by

π(x, y, z) = (x, y, 0).

We shall prove that π is a covering map (see Fig. 5-23).

q

p

π

Figure 5-23

It is clear thatπ is continuous and thatπ(H) = S1. This verifies condition 1.
To verify condition 2, let p ∈ S1. We shall prove that U = S1 − {q}, where

q ∈ S1 is the point symmetric to p, is a distinguished neighborhood of p.
In fact, let t0 ∈ R be such that
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π(cos t0, sin t0, bt0) = p.

Let us take for Vn the arc of the helix corresponding to the interval

(t0 + (2n − 1)π, t0 + (2n + 1)π) ⊂ R, n = 0, ±1, ±2, . . . .

Then it is easy to show that π−1(U) =
⋃

n
Vn, that the Vn’s are pairwise

disjoint, and that π restricted to Vn is a homeomorphism onto U . This verifies
condition 2 and concludes the example.

Now, let π : B̃ → B be a covering map. Since π(B̃) = B, each point
p̃ ∈ B̃ is such that p̃ ∈ π−1(p) for some p ∈ B. Therefore, there exists a
neighborhood Vα of p̃ such that π restricted to Vα is a homeomorphism.
It follows that π is a local homeomorphism. The following example shows,
however, that there exist local homeomorphisms which are not covering maps.

Before presenting the example it should be observed that if U is a distin-
guished neighborhood of p, then every neighborhood Ū of p such that Ū ⊂ U

is again a distinguished neighborhood of p. Since π−1(Ū) ⊂
⋃

α
Vα and the

Vα are pairwise disjoint, we obtain

π−1(Ū) =
⋃

α

Wα,

where the sets Wα = π−1(Ū) ∩ Vα still satisfy the disjointness condition 2 of
Def. 1. In this way, when dealing with distinguished neighborhoods, we may
restrict ourselves to “small” neighborhoods.

Example 3. Consider in Example 2 a segment H̃ of the helix H corre-
sponding to the interval (π, 4π) ⊂ R. It is clear that the restriction π̃ of π to
this open segment of helix is still a local homeomorphism and that π̃(H̃ ) = S1.
However, no neighborhood of

π(cos 3π, sin 3π, b3π) = (−1, 0, 0) = p ∈ S1

can be a distinguished neighborhood. In fact, by taking U sufficiently small,
π̃−1(U) = V1 ∪ V2, where V1 is the segment of helix corresponding to t ∈
(π, π + ǫ) and V2 is the segment corresponding to t ∈ (3π − ǫ, 3π + ǫ). Now
π̃ restricted to V1 is not a homeomorphism onto U since π̃(V1) does not even
contain p. It follows that π̃ : H̃ → S is a local homeomorphism onto S1 but
not a covering map.

We may now rephrase the question we posed in the beginning of this
section in the following more general form: Under what conditions is a local
homeomorphism a global homeomorphism?

The notion of covering space allows us to break up this question into two
questions as follows:

1. Under what conditions is a local homeomorphism a covering map?
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2. Under what conditions is a covering map a global homeomorphism?

A simple answer to question 1 is given by the following proposition.

PROPOSITION 1. Let π : B̃ → B be a local homeomorphism, B̃ compact
and B connected. Then π is a covering map.

Proof. Since π is a local homeomorphism π(B̃) ⊂ B is open in B. More-
over, by the continuity of π , π(B̃) is compact, and hence closed in B.
Since π(B̃) ⊂ B is open and closed in the connected set B, π(B̃) = B. Thus
condition 1 of Def. 1 is verified.

To verify condition 2, let b ∈ B. Then π−1(b) ⊂ B̃ is finite. Otherwise, it
would have a limit point q̃ ∈ B̃ which would contradict the fact that π : B̃ → B

is a local homeomorphism. Therefore, we may write π−1(b) = {b̃1, . . . , b̃k}.
Let Wi be a neighborhood of b̃i , i = 1, . . . , k, such that the restriction of

π to Wi is a homeomorphism (π is a local homeomorphism). Since π−1(b)

is finite, it is possible to choose the Wi’s sufficiently small so that they are
pairwise disjoint. Since B̃ is compact and π is continuous the image by π of a
closed set in B̃ is a closed set in B. It follows that there exists a neighborhood
U of b such that U ⊂

⋂

i

π(Wi) and π−1(U) ⊂ ∪iWi (see Fig. 5-24 and the

Proposition in Section E of the appendix to the present chapter). By setting
Vi = π−1U ∩ Wi , we have that

π−1(U) =
⋃

i

Vi

and that the Vi’s are pairwise disjoint. Moreover, the restriction of π to Vi

is clearly a homeomorphism onto U . It follows that U is a distinguished
neighborhood of p. This verifies condition 2 and concludes the proof. Q.E.D.
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When B̃ is not compact there are few useful criteria for asserting that a
local homeomorphism is a covering map. A special case will be treated later.
For this special case as well as for a treatment of question 2 we need to return
to covering spaces.

The most important property of a covering map is the possibility of “lifting”
into B̃ continuous curves of B. To be more precise we shall introduce the
following terminology.

Let B ⊂ R3. Recall that a continuous mapping α: [0, l] → B, [0, l] ⊂ R,
is called an arc of B (see the appendix to Chap. 5, Def. 8). Now, let B̃ and B

be subsets of R3. Let π : B̃ → B be a continuous map and α: [0, l] → B be
an arc of B. If there exists an arc of B̃,

α̃: [0, l] → B̃,

with π ◦ α̃ = α, α̃ is said to be a lifting of α with origin in α̃(0) ∈ B̃. The
situation is described in the accompanying diagram.

B̃

π

��
[0, l]

α
��

α̃

��
�

�
�

�
�

�
�

�

B

With the above terminology a fundamental property of covering spaces is
expressed by the following proposition of existence and uniqueness.

PROPOSITION 2. Let π : B̃ → B be a covering map, α: [0, l] → B an
arc in B, and p̃0 ∈ B̃ a point of B̃ such that π(p̃0) = α(0) = p0. Then there
exists a unique lifting α̃: [0, l] → B̃ of α with origin at p̃0, that is, with
α̃(0) = p̃0.

Proof. We first prove the uniqueness. Let α̃, β̃: [0, l] → B̃ be two liftings
of α with origin at p̃0. Let A ⊂ [0, l] be the set of points t ∈ [0, l] such that
α̃(t) = β̃(t). A is nonempty and clearly closed in [0, l].

We shall prove that A is open in [0, l]. Suppose that α̃(t) = β̃(t) = p̃.
Consider a neighborhood V of p̃ in which π is a homeomorphism. Since α̃

and β̃ are continuous maps, there exists an open interval It ⊂ [0, l] containing
t such that α̃(It) ⊂ V and β̃(It) ⊂ V . Since π ◦ α̃ = π ◦ β̃ and π is a home-
omorphism in V , α̃ = β̃ in It , and thus A is open. It follows that A = [0, l],
and the two liftings coincide for every t ∈ (0, l].

We shall now prove the existence. Since α is continuous, for every α(t) ∈ B

there exists an interval It ⊂ [0, l] containing t such that α(It) is contained
in a distinguished neighborhood α(t). The family It , t ∈ [0, l], is an open
covering of [0, l] that, by compactness of [0, l], admits a finite subcovering,
say, I0, . . . , In.
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Assume that 0 ∈ I0. (If it did not, we would change the enumeration of the
intervals.) Since α(I0) is contained in a distinguished neighborhood U0 of p,
there exists a neighborhood V0 of p̃0 such that the restriction π0 of π to V0 is
a homeomorphism onto U0. We define, for t ∈ I0 (see Fig. 5-25),

α̃(t) = π−1
0 ◦ α(t),

where π−1
0 is the inverse map in U0 of the homeomorphism π0. It is clear that

α̃(0) = p̃0,

π ◦ α̃(t) = α(t), t ∈ I0.

Suppose now that I1 ∩ I0 �= φ (otherwise we would change the order of
the intervals). Let t1 ∈ I1 ∩ I0. Since α(I1) is contained in a distinguished
neighborhood U1 of α(t1), we may define a lifting of α in I1 with origin
at α̃(t1). By uniqueness, this arc agrees with α̃ in I1 ∩ I0, and, therefore, it
is an extension of α̃ to I0 ∪ I1. Proceeding in this manner, we build an arc
α̃[0, l] → B̃ such that α̃(0) = p̃0 and π ◦ α̃(t) = α(t), t ∈ [0, l]. Q.E.D.

An interesting consequence of the arc lifting property of a covering map
π : B̃ → B is the fact that when B is arcwise connected there exists a one-to-
one correspondence between the sets π−1(p) and π−1(q), where p and q are
two arbitrary points of B. In fact, if B is arcwise connected, there exists an
arc α: [0, l] → B, with α(0) = p and α(l) = q. For every p̃ ∈ π−1(p), there
is a lifting α̃p: [0, l] → B̃, with α̃p(0) = p̃. Now define ϕ: π−1(p) → π−1(q)

by ϕ(p̃) = α̃p(l); that is, let ϕ(p̃) be the extremity of the lifting of α with
origin p̃. By the uniqueness of the lifting, ϕ is a one-to-one correspondence
as asserted.

It follows that the “number” of points of π−1(p), p ∈ B, does not depend
on p when B is arcwise connected. If this number is finite, it is called the
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number of sheets of the covering. If π−1(p) is not finite, we say that the
covering is infinite. Examples 1 and 2 are infinite coverings. Observe that
when B̃ is compact the covering is always finite.

Example 4. Let

S1 = {(x, y) ∈ R2; x = cos t, y = sin t, t ∈ R}

be the unit circle and define a map π : S1 → S1 by

π(cos t, sin t) − (cos kt, sin kt),

where k is a positive integer and t ∈ R. By the inverse function theorem, π

is a local diffeomorphism, and hence a local homeomorphism. Since S1 is
compact, Prop. l can be applied. Thus, π : S1 → S1 is a covering map.

Geometrically, π wraps the first S1 k times onto the second S1. Notice that
the inverse image of a point p ∈ S1 contains exactly k points. Thus, π is a
k-sheeted covering of S1.

For the treatment of question 2 we also need to make precise some intuitive
ideas which arise from the following considerations. In order that a covering
map π : B̃ → B be a homeomorphism it suffices that it is a one-to-one map.
Therefore, we shall have to find a condition which ensures that when two
points p̃1, p̃2 of B̃ project by π onto the same point

p = π(p̃1) = π(p̃2)

of B, this implies that p̃1 = p̃2. We shall assume B̃ to be arcwise connected
and project an arc α̃ of B̃, which joins p̃1 to p̃2, onto the closed arc α of B,
which joins p to p (see Fig. 5-26). If B does not have “holes” (in a sense to be
made precise), it is possible to “deform α continuously to the point p.” That
is, there exists a family of arcs αt , continuous in t , t ∈ [0, 1], with α0 = α and
α1 equal to the constant arc p. Since α̃ is a lifting of α, it is natural to expect
that the arcs αt may also be lifted in a family α̃t , continuous in t , t ∈ [0, l],
with α0 = α̃. It follows that α̃1 is a lifting of the constant arc p and, therefore,
reduces to a single point. On the other hand, α̃1 joins p̃1 to p̃2 and hence we
conclude that p̃1 = p̃2.
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t α
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Figure 5-26
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To make the above heuristic argument rigorous we have to define a “con-
tinuous family of arcs joining two given arcs” and to show that such a family
may be “lifted.”

DEFINITION 2. Let B ⊂ R3 and let α0: [0, l] → B, α1: [0, l] → B be
two arcs of B, joining the points

p = α0(0) = α1(0) and q = α0(l) = α1(l).

We say that α0 and α1 are homotopic if there exists a continuous map
H: [0, l] × [0, 1] → B such that

1. H(s, 0) = α0(s), H(s, 1) = α1(s), s ∈ [0, l].

2. H(0, t) = p, H(l, t) = q, t ∈ [0, 1].

The map H is called a homotopy between α0 and α1.

For every t ∈ [0, 1], the arc αt : [0, l] → B given by αt(s) = H(s, t) is
called an arc of the homotopy H . Therefore, the homotopy is a family of arcs
αt , t ∈ [0, 1], which constitutes a continuous deformation of α0 into α1 (see
Fig. 5-27) in such a way that the extremities p and q of the arcs αt remain
fixed during the deformation (condition 2).
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1 α

0
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The notion of lifting of homotopies is entirely analogous to that of lifting
of arcs. Let π : B̃ → B be a continuous map and let α0, α1: [0, l] → B be two
arcs of B joining the points p and q. Let H : [0, l] × [0, 1] → B be a homotopy
between α0 and α1. If there exists a continuous map

H̃ : [0, l] × [0, 1] → B̃

such that π ◦ H̃ = H , we say that H̃ is a lifting of the homotopy H , with origin
at H̃ (0, 0) = p̃ ∈ B̃.
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We shall now show that a covering map has the property of lifting homo-
topies. Actually, we shall prove a more general proposition. Observe that a
covering map π : B̃ → B is a local homeomorphism and, furthermore, that
every arc of B may be lifted into an arc of B̃. For the proofs of Props. 3, 4, and
5 below we shall use only these two properties of covering maps, and so, for
future use, we shall state these propositions in this generality. Thus, we shall
say that a continuous map π : B̃ → B has the property of lifting arcs when
every arc of B may be lifted. Notice that this implies that π maps B̃ onto B.

PROPOSITION 3. Let B be arcwise connected and let π : B̃ → B be a
local homeomorphism with the property of lifting arcs. Let α0, α1: [0, l] → B

be two arcs of B joining the points p and q, let

H: [0, l] × [0, 1] → B

be a homotopy between α0 and α1, and let p̃ ∈ B̃ be a point of B̃ such that
π(p̃) = p. Then there exists a unique lifting H̃ of H with origin at p̃.

Proof. The proof of the uniqueness is entirely analogous to that of the
lifting of arcs. Let H̃1 and H̃2 be two liftings of H with H̃1(0, 0) = H̃2(0, 0) =
p̃. Then the set A of points (s, t) ∈ [0, l] × [0, 1] = Q such that H̃1(s, t) =
H̃2(s, t) is nonempty and closed in Q. Since H̃1 and H̃2 are continuous and π

is a local homeomorphism, A is open in Q. By connectedness of Q, A = Q;
hence, H̃1 = H̃2.

To prove the existence, let αt(s) = H(s, t) be an arc of the homotopy H .
Define H̃ by

H̃ (s, t) = α̃t(s), s ∈ [0, l], t ∈ [0, 1],

where α̃t is the lifting of αt , with origin at p̃. It is clear that

π ◦ H̃ (s, t) = αt(s) = H(s, t), s ∈ [0, l], t ∈ [0, 1],

H̃ (0, 0) = α̃0(0) = p̃.

Let us now prove that H̃ is continuous. Let (s0, t0) ∈ [0, l] × [0, 1]. Since
π is a local homeomorphism, there exists a neighborhood V of H̃ (s0, t0) such
that the restriction π0 of π to V is a homeomorphism onto a neighborhood U

of H(s0, t0). Let Q0 ⊂ H−1(U) ⊂ [0, l] × [0, 1] be an open square given by

S0 − ǫ < S < S0 + ǫ, t0 − ǫ < t < t0 + ǫ.

It suffices to prove that H̃ restricted to Q0 may be written as H̃ = π−1
0 ◦ H

to conclude that H̃ is continuous at (s0, t0). Since (s0, t0) is arbitrary, H̃ is
continuous in [0, l] × [0, 1], as desired.
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For that, we observe that

π−1
0 (H(s0, t)), t ∈ (t0 − ǫ, t0 + ǫ),

is a lifting of the arc H(s0, t) passing through H̃ (s0, t0). By uniqueness,
π−1

0 (H(s0, t)) = H̃ (s0, t). Since Q0 is a square, for every (s1, t1) ∈ Q0

there exists an arc H(s, t1) in U , s ∈ (s0 − ǫ, s0 + ǫ), which intersects the
arc H(s0, t). Since π−1

0 (H(s0, t1)) = H̃ (s0, t1), the arc π−1
0 (H(s, t1)) is the

lifting of H(s, t1) passing through H̃ (s0, t1). By uniqueness of the lifting,
π−1

0 (H(s, t1)) = H̃ (s, t1); hence, π−1
0 (H(s1, t1)) = H̃ (s1, t1). By the arbitrari-

ness of (s1, t1) ∈ Q0 we conclude that π−1
0 (H(s, t)) = H̃ (s, t), (s, t) ∈ Q0

which ends the proof. Q.E.D.

A consequence of Prop. 3 is the fact that if π : B̃ → B is a covering map,
then homotopic arcs of B are lifted into homotopic arcs of B̃. This may be
expressed in a more general and precise way as follows.

PROPOSITION 4. Let π : B̃ → B be a local homeomorphism with the
property of lifting arcs. Let α0, α1: [0, l] → B be two arcs of B joining the
points p and q and choose p̃ ∈ B̃ such that π(p̃) = p. If α0 and α1 are homo-
topic, then the liftings α̃0 and α̃1 of α0 and α1, respectively, with origin p̃, are
homotopic.

Proof. Let H be the homotopy between α0 and α1 and let H̃ be its lifting,
with origin at p̃. We shall prove that H̃ is a homotopy between α̃0 and α̃1 (see
Fig. 5-28).

H

p q

B
q

π

H

p

Figure 5-28
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In fact, by the uniqueness of the lifting of arcs,

H̃ (s, 0) = α̃0(s), H̃ (s, 1) = α̃1(s), s ∈ [0, l],

which verifies condition 1 of Def. 2. Furthermore, H̃ (0, t) is the lifting of the
“constant” arc H(0, t) = p, with origin at p̃. By uniqueness,

H̃ (0, t) = p̃, t ∈ [0, 1].

Similarly, H̃ (l, t) is the lifting of H(l, t) = q, with origin at α̃0(l) = q̃; hence,

H̃ (l, t) = q̃ = α1(l), t ∈ [0, 1].

Therefore, condition 2 of Def. 2 is verified, showing that H̃ is a homotopy
between α̃0 and α̃1. Q.E.D.

Returning to the heuristic argument that led us to consider the concept
of homotopy, we see that it still remains to explain what it is meant by a
space without “holes.” Of course we shall take as a definition of such a space
precisely that property which was used in the heuristic argument.

DEFINITION 3. An arcwise connected set B ⊂ R3 is simply connected if
given two points p, q ∈ B and two arcs α0: [0, l] → B, α1: [0, l] → B joining
p to q, there exists a homotopy in B between α0 and α1. In particular, any
closed arc of B, α: [0, l] → B (closed means that α(0) = α(l) = p), is homo-
topic to the “constant” arc α(s) = p, s ∈ [0, l] (in Exercise 5 it is indicated
that this last property is actually equivalent to the first one).

Intuitively, an arcwise connected set B is simply connected if every closed
arc in B can be continuously deformed into a point. It is possible to prove that
the plane and the sphere are simply connected but that the cylinder and the
torus are not simply connected (cf. Exercise 5).

We may now state and prove an answer to question 2 of this section. This
will come out as a corollary of the following proposition.

PROPOSITION 5. Let π : B̃ → B be a local homeomorphism with the
property of lifting arcs. Let B̃ be arcwise connected and B simply connected.
Then π is a homeomorphism.

Proof. The proof is essentially the same as that presented in the heuristic
argument.

We need to prove that π is one-to-one. For this, let p̃1 and p̃2 be two points
of B̃, with π(p̃1) = π(p̃2) = p. Since B̃ is arcwise connected, there exists an
arc α̃0 of B̃, joining p̃1 to p̃2. Then π ◦ α̃0 = α0 is a closed arc of B. Since B

is simply connected, α0 is homotopic to the constant arc α1(s) = p, s ∈ [0, l].
By Prop. 4, α̃0 is homotopic to the lifting α̃1 of α1 which has origin in p.
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Since α̃1 is the constant arc joining the points p̃1 and p̃2, we conclude that
p̃1 = p̃2. Q.E.D.

COROLLARY. Let π : B̃ → B be a covering map, B̃ arcwise connected,
and B simply connected. Then π is a homeomorphism.

The fact that we proved Props. 3, 4, and 5 with more generality than
was strictly necessary will allow us to give another answer to question 1, as
described below.

Let π : B̃ → B be a local homeomorphism with the property of lifting arcs,
and assume that B̃ and B are locally “well-behaved” (to be made precise). Then
π is, in fact, a covering map.

The required local properties are described as follows. Recall that B ⊂ R3

is locally arcwise connected if any neighborhood of each point contains an
arcwise connected neighborhood (appendix to Chap. 5, Def. 12).

DEFINITION 4. B is locally simply connected if any neighborhood of
each point contains a simply connected neighborhood.

In other words, B is locally simply connected if each point has arbitrarily
small simply connected neighborhoods. It is clear that if B is locally simply
connected, then B is locally arcwise connected.

We remark that a regular surface S is locally simply connected, since p ∈ S

has arbitrarily small neighborhoods homeomorphic to the interior of a disk in
the plane.

In the next proposition we shall need the following properties of a locally
arcwise connected set B ⊂ R3 (cf. the appendix to Chap. 5, Part D). The union
of all arcwise connected subsets of B which contain a point p ∈ B is clearly
an arcwise connected set A to be called the arcwise connected component of
B containing p. Since B is locally arcwise connected, A is open in B. Thus, B
can be written as a union B =

⋃

α
Aα of its connected components Aα, which

are open and pairwise disjoint.
We also remark that a regular surface is locatJy arcwise connected. Thus,

in the proposition below, the hypotheses on B and B̃ are satisfied when both
B and B̃ are regular surfaces.

PROPOSITION 6. Let π : B̃ → B be a local homeomorphism with the
property of lifting arcs. Assume that B is locally simply connected and that B̃
is locally arcwise connected. Then π is a covering map.

Proof. Let p ∈ B and let V be a simply connected neighborhood of p in B.
The set π−1(V ) is the union of its arcwise connected components; that is,

π−1(V ) =
⋃

α

Ṽα,
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where the Ṽα’s are open, arcwise connected, and pairwise disjoint sets. Con-
sider the restriction π : Ṽα → V . If we show that π is a homeomorphism of
Ṽα onto V , π will satisfy the conditions of the definition of a covering map.

We first prove that π(Ṽα) = V . In fact, π(Ṽα) ⊂ V . Assume that there is a
point p ∈ V , p /∈ π(Ṽα). Then, since V is arcwise connected, there exists an
arc α: [a, b] → V joining a point q ∈ π(Ṽα) to p. The lifting α̃: [a, b] → B̃

of α with origin at q̃ ∈ Ṽα, where π(q̃) = q, is an arc in Ṽα, since Ṽα is an
arcwise connected component of B. Therefore,

π(α̃(b)) = p ∈ π(Ṽα),

which is a contradiction and shows that π(Ṽα) = V .
Next, we observe that π : Ṽα → V is still a local homeomorphism, since Ṽα

is open. Furthermore, by the above, the map π : Ṽα → V still has the property
of lifting arcs. Therefore, we have satisfied the conditions of Prop. 5; hence,
π is a homeomorphism. Q.E.D.

B. The Hadamard Theorems

We shall now return to the question posed in the beginning of this section,
namely, under what conditions is the local diffeomorphism expp : Tp(S) → S,
where p is a point of a complete surface S of curvature K ≤ 0, a global
diffeomorphism of Tp(S) onto S. The following propositions, which serve to
“break up” the given question into questions 1 and 2, yield an answer to the
problem.

We shall need the following lemma.

LEMMA 1. Let S be a complete surface of curvature K ≤ 0. Then
expp: Tp(S) → S, p ∈ S, is length-increasing in the following sense: If u,
w ∈ Tp(S), we have

〈(d expp)u(w), (d expp)u(w)〉 ≥ 〈w, w〉,

where, as usual, w denotes a vector in (Tp(S))u that is obtained/rom w by the
translation u.

Proof. For the case u = 0, the equality is trivially verified. Thus, let v =
u/|u|, u �= 0, and let γ : [0, l] → S, l = |u|, be the geodesic

γ (s) = expp sv, s ∈ [0, l].

By the Gauss lemma, we may assume that 〈w, v〉 = 0. Let J (s) =
s(d expp)sv(w) be the Jacobi field along γ given by Lemma 1 of Sec. 5-5.
We know that J (0) = 0, (DJ/ds)(0) = w, and 〈J (s), γ ′(s)〉 = 0, s ∈ [0, l].
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Observe now that, since K ≤ 0 (cf. Eq. (1), Sec. 5-5),

d

ds

〈

J,
DJ

ds

〉

=
〈

DJ

ds
,

DJ

ds

〉

+
〈

J,
D2J

ds2

〉

=
∣

∣

∣

∣

DJ

ds

∣

∣

∣

∣

2

− K|J |2 ≥ 0.

This implies that
〈

J,
DJ

ds

〉

≥ 0;

hence,

d

ds

〈

DJ

ds
,

DJ

ds

〉

= 2

〈

DJ

ds
,
D2J

ds2

〉

= −2K

〈

DJ

ds
, J

〉

≥ 0. (1)

It follows that
〈

DJ

ds
,

DJ

ds

〉

≥
〈

DJ

ds
(0),

DJ

ds
(0)

〉

= 〈w, w〉 = C; (2)

hence,

d2

ds2
〈J, J 〉 = 2

〈

DJ

ds
,

DJ

ds

〉

+ 2

〈

J,
D2J

ds2

〉

≥ 2

〈

DJ

ds
,

DJ

ds

〉

≥ 2C. (3)

By integrating both sides of the above inequality, we obtain

d

ds
〈J, J 〉 ≥ 2Cs +

(

d

ds
〈J, J 〉

)

s=0

= 2Cs + 2

〈

DJ

ds
(0), J (0)

〉

= 2Cs.

Another integration yields

〈J, J 〉 ≥ Cs2 + 〈J (0), J (0)〉 = Cs2.

By setting s = l in the above expression and noticing C = 〈w, w〉, we obtain

〈J (l), J (l)〉 ≥ l2〈w, w〉.

Since J (l) = l(d expp)lv(w), we finally conclude that

〈(d expp)lv(w), (d exp)lv(w)〉 ≥ 〈w, w〉. Q.E.D.

For later use, it is convenient to establish the following consequence of the
above proof.

COROLLARY (of the proof). Let K ≡ 0. Then expp: Tp(S) → S, p ∈ S,
is a local isometry.
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It suffices to observe that if K ≡ 0, it is possible to substitute “≥ 0” by
“≡ 0” in Eqs. (1), (2), and (3) of the above proof.

PROPOSITION 7. Let S be a complete surface with Gaussian curvature
K ≤ 0. Then the map expp: Tp(S) → S, p ∈ S, is a covering map.

Proof. Since we know that expp is a local diffeomorphism, it suffices (by
Prop. 6) to show that expp has the property of lifting arcs.

Let α: [0, l] → S be an arc in S and also let v ∈ Tp(S) be such that
expp v = α(0). Such a v exists since S is complete. Because expp is a local
diffeomorphism, there exists a neighborhood U of v in Tp(S) such that expp

restricted to U is a diffeomorphism. By using exp−1
p in expp(U), it is possible

to define α̃ in a neighborhood of 0.
Now let A be the set of t ∈ [0, l] such that α̃ is defined in [0, t]. A is

nonempty, and if α̃(t0) is defined, then α̃ is defined in a neighborhood of t0;
that is, A is open in [0, l]. Once we prove that A is closed in [0, l], we have,
by connectedness of [0, l], that A = [0, l] and α may be entirely lifted.

The crucial point of the proof consists, therefore, in showing that A is
closed in [0, l]. For this, let t0 ∈ [0, l] be an accumulation point of A and {tn}
be a sequence with {tn} → t0, tn ∈ A, n = 1, 2, . . . . We shall first prove that
α̃(tn) has an accumulation point.

Assume that α̃(tn) has no accumulation point in Tp(S). Then, given a closed
disk D of Tp(S), with center α̃(0), there is an n0 such that α̃(tn0

) �∈ D. It follows
that the distance, in Tp(S), from α̃(0) to α̃(tn) becomes arbitrarily large. Since,
by Lemma 1, expp : Tp(S) → S increases lengths of the vectors, we obtain,
by setting d as the distance in Tp(S),

l[0,tn] =
∫ tn

0

|α′(t)| dt =
∫ tn

0

|d expp(α̃
′)| dt

≥
∫ tn

0

|α̃′(t)| dt = d(α̃(0), α̃(tn)).

This implies that the length of α between 0 and tn becomes arbitrarily large, a
contradiction that proves the assertion.

We shall denote by q an accumulation point of α̃(tn).
Now let V be a neighborhood of q in Tp(S) such that the restriction of

expp to V is a diffeomorphism. Since q is an accumulation point of {α̃(tn)},
there exists an n1 such that α̃(tn1

) ∈ V . Moreover, since α is continuous, there
exists an open interval I ⊂ [0, l], t0 ⊂ I , such that α(I) ⊂ expp(V ) = U .
By using the restriction of exp−1

p in U it is possible to define a lifting of α

in I , with origin in α̃(tn1
). Since expp is a local diffeomorphism, this lifting

coincides with α̃ in [0, t0) ∩ I and is therefore an extension of α̃ to an interval
containing t0. Thus, the set A is closed, and this ends the proof of Prop. 7.

Q.E.D.
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Remark 1. It should be noticed that the curvature condition K ≤ 0 was
used only to guarantee that expp : Tp(S) → S is a length-increasing local
diffeomorphism. Therefore, we have actually proved that if ϕ: S1 → S2 is a
local diffeomorphism of a complete surface S1 onto a surface S2, which is
length-increasing, then ϕ is a covering map.

The following proposition, known as the Hadamard theorem, describes the
topological structure of a complete surface with curvature K ≤ 0.

THEOREM 1 (Hadamard). Let S be a simply connected, complete sur-
face, with Gaussian curvature K ≤ 0. Then expp: Tp(S) → S, p ∈ S, is a
diffeomorphism; that is, S is diffeomorphic to a plane.

Proof. By Prop. 7, expp : Tp(S) → S is a covering map. By the corollary
of Prop. 5, expp is a homeomorphism. Since expp is a local diffeomorphism,
its inverse map is differentiable, and expp is a diffeomorphism. Q.E.D.

We shall now present another geometric application of the covering spaces,
also known as the Hadamard theorem. Recall that a connected, compact, regu-
lar surface, with Gaussian curvature K > 0, is called an ovaloid (cf. Remark 2,
Sec. 5-2).

THEOREM 2 (Hadamard). Let S be an ovaloid. Then the Gauss map
N: S → S2 is a dijfepmorphism. In particular, S is diffeomorphic to a sphere.

Proof. Since for every p ∈ S the Gaussian curvature of S, K = det(dN p),
is positive, N is a local diffeomorphism. By Prop. 1, N is a covering map.
Since the sphere S2 is simply connected, we conclude from the corollary of
Prop. 5 that N : S → S2 is a homeomorphism of S onto the unit sphere S2.
Since N is a local diffeomorphism, its inverse map is differentiable. Therefore,
N is a diffeomorphism. Q.E.D.

Remark 2. Actually, we have proved somewhat more. Since the Gauss
map N is a diffeomorphism, each unit vector v of R3 appears exactly once as
a unit normal vector to S. Taking a plane normal to v, away from the surface,
and displacing it parallel to itself until it meets the surface, we conclude that
S lies on one side of each of its tangent planes. This is expressed by saying
that an ovaloid S is locally convex. It can be proved from this that S is actually
the boundary of a convex set (that is, a set K ⊂ R3 such that the line segment
joining any two points p, q ∈ K belongs entirely to K).

Remark 3. The fact that compact surfaces with K > 0 are homeomorphic
to spheres was extended to compact surfaces with K ≥ 0 by S. S. Chern and
R. K. Lashof (“On the Total Curvature of Immersed Manifolds,” Michigan
Math. J. 5 (1958), 5–12). A generalization for complete surfaces was first
obtained by J. J. Stoker (“Über die Gestalt der positiv gekrümnten offenen
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Fläche,” Compositio Math. 3 (1936), 58–89), who proved, among other things,
the following: A complete surface with K > 0 is homeomorphic to a sphere
or a plane. This result still holds for K ≥ 0 if one assumes that at some point
K > 0 (for a proof and a survey of this problem, see M. do Carmo and E. Lima,
“Isometric Immersions with Non-negative Sectional Curvatures,” Boletim da
Soc. Bras. Mat. 2 (1971), 9–22).

EXERCISES

1. Show that the map π : R → S1 = {(x, y) ∈ R2; x2 + y2 = 1} that is
given by π(t) = (cos t, sin t), t ∈ R, is a covering map.

2. Show that the map π : R2 − {0, 0} → R2 − {0, 0} given by

π(x, y) = (x2 − y2, 2xy), (x, y) ∈ R2,

is a two-sheeted covering map.

3. Let S be the helicoid generated by the normals to the helix
(cos t, sin t, bt). Denote by L the z axis and let π : S − L → R2 − {0, 0}
be the projection π(x, y, z) = (x, y). Show that π is a covering map.

4. Those who are familiar with functions of a complex variable will have
noticed that the map π in Exercise 2 is nothing but the map π(z) = z2

from C − {0} onto C − {0}; here C is the complex plane and z ∈ C.
Generalize that by proving that the map π : C − {0} → C − {0} given by
π(z) = zn is an n-sheeted covering map.

5. Let B ⊂ R3 be an arcwise connected set. Show that the following two
properties are equivalent (cf. Def. 3):

1. For any pair of points p, q ∈ B and any pair of arcs α0: [0, l] → B,
α1: [0, l] → B, there exists a homotopy in B joining α0 to α1.

2. For any p ∈ B and any arc α: [0, l] → B with α(0) = α(l) = p

(that is, α is a closed arc with initial and end point p) there exists a
homotopy joining α to the constant arc α(s) = p, s ∈ [0, l].

6. Fix a point p0 ∈ R2 and define a family of maps ϕt : R2 → R2, t ∈ [0, 1],
by ϕt(p) = tp0 + (1 − t)p, p ∈ R2. Notice that ϕ0(p) = p, ϕ1(p) = p0.
Thus, ϕt is a continuous family of maps which starts with the identity
map and ends with the constant map p0. Apply these considerations to
prove that R2 is simply connected.

7. a. Use stereographic projection and Exercise 6 to show that any closed
arc on a sphere S2 which omits at least one point of S2 is homotopic
to a constant arc.

b. Show that any closed arc on S2 is homotopic to a closed arc in S2

which omits at least one point.
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c. Conclude from parts a and b that S2 is simply connected. Why is part
b necessary?

8. (Klingenberg’s Lemma.) Let S ⊂ R3 be a complete surface with Gaussian
curvature K ≤ K0, where K0 is a nonnegative constant. Let p, q ∈ S and
let γ0 and γ1 be two distinct geodesics joining p to q, with l(γ0) ≤ l(γ1);
here l( ) denotes the length of the corresponding curve. Assume that γ0

is homotopic to γ1; i.e., there exists a continuous family of curves αt ,
t ∈ [0, 1], joining p to q with α0 = γ0, α1 = γ1. The aim of this exercise
is to prove that there exists a t0 ∈ [0, 1] such that

l(γ0) + l(αt0) ≥
2π

√
K0

.

(Thus, the homotopy has to pass through a “long” curve. See Fig. 5-29.)
Assume that l(γ0) < π/

√
K0 (otherwise there is nothing to prove) and

proceed as follows.

p qγ
1

γ
0 Figure 5-29. Klingenberg’s lemma.

a. Use the first comparison theorem (cf. Exercise 3, Sec. 5-5) to prove
that expp: Tp(S) → S has no critical points in an open disk B of

radius π/
√

K0 about p.

b. Show that, for t small, it is possible to lift the curve αt into the tangent
plane Tp(S); i.e., there exists a curve α̃t joining exp−1

p (p) = 0 to
exp−1

p (q) = q̃ and such that expp ◦ α̃t = αt .
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c. Show that the lifting in part b cannot be defined for all t ∈ [0, 1].
Conclude that for every ǫ > 0 there exists a t (ǫ) such that αt (ǫ) can
be lifted into α̃t (ǫ) and α̃t (ǫ) contains points at a distance < ǫ from the
boundary of B. Thus,

l(γ0) + l(αt (ǫ)) ≥
2π

√
K0

− 2ǫ.

d. Choose in part c a sequence of ǫ ′s, {ǫn} → 0, and consider a con-
verging subsequence of {t (ǫn)}. Conclude the existence of a curve
αt0 , t0 ∈ [0, 1], such that

l(γ0) + l(αt0) ≥
2π

√
K0

.

9. a. Use Klingenberg’s lemma to prove that if S is a complete, simply
connected surface with K ≥ 0, then expp : Tp(S) → S is one-to-one.

b. Use part a to give a simple proof of Hadamard’s theorem (Theorem 1).

*10. (Synge’s Lemma.) We recall that a differentiable closed curve on a surface
S is a differentiable map α: [0, l] → S such that α and all its derivatives
agree at 0 and l. Two differentiable closed curves α0, α1: [0, l] → S are
freely homotopic if there exists a continuous map H : [0, l] × [0, 1] → S

such that H(s, O) = α0(s), H(s, t)− α1(s), s ∈ [0, l]. The map H is
called a free homotopy (the end points are not fixed) between α0 and α1.
Assume that S is orientable and has positive Gaussian curvature. Prove
that any simple closed geodesic on S is freely homotopic to a closed
curve of smaller length.

11. Let S be a complete surface. A point p ∈ S is called a pole if every
geodesic γ : [0, ∞) → S with γ (0) = p contains no point conjugate to p

relative to γ . Use the techniques of Klingenberg’s lemma (Exercise 8) to
prove that if S is simply connected and has a pole p, then expp : Tp(S) →
S is a diffeomorphism.

5-7. Global Theorems for Curves:

The Fary-Milnor Theorem

ln this section, some global theorems for closed curves will be presented. The
main tool used here is the degree theory for continuous maps of the circle. To
introduce the notion of degree, we shall use some properties of covering maps
developed in Sec. 5-6.
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Let S1 = {(x, y) ∈ R2; x2 + y2 = 1} and let π : R → S1 be the covering of
S1 by the real line R given by

π(x) = (cos x, sin x), x ∈ R.

Let ϕ: S1 → S1 be a continuous map. The degree of ϕ is defined as follows.
We can think of the first S1 in the map ϕ: S1 → S1 as a closed interval [0, l]
with its end points 0 and l identified. Thus, ϕ can be thought of as a continuous
map ϕ: [0, l] → S1, with ϕ(0) = ϕ(l) = p ∈ S1. Thus, ϕ is a closed arc at p in
S1 which, by Prop. 2 of Sec. 5-6, can be lifted into a unique arc ϕ̃: [0, l] → R,
starting at a point x ∈ R with π(x) = p. Since π(ϕ̃(0)) = π(ϕ̃(l)), the
difference ϕ̃(l) − ϕ̃(0) is an integral multiple of 2π . The integer deg ϕ given by

ϕ̃(l) − ϕ̃(0) = (deg ϕ)2π

is called the degree of ϕ.
Intuitively, deg ϕ is the number of times that ϕ: [0, l] → S1 “wraps” [0, l]

around S1 (Fig. 5-30). Notice that the function ϕ̃: [0, l] → R is a continu-
ous determination of the positive angle that the fixed vector ϕ(0) − O makes
with ϕ(t) − O, t ∈ [0, l), O = (0, 0)—e.g., the map π : S1 → S1 described in
Example 4 of Sec. 5-6, Part A, has degree k.

We must show that the definition of degree is independent of the choices
of p and x.

First, deg ϕ is independent of the choice of x. In fact, let x1 > x be a
point in R such that π(x1) = p, and let ϕ̃1(t) = ϕ̃(t) + (x1 − x), t ∈ [0, l].
Since x1 − x is an integral multiple of 2π , ϕ̃1 is a lifting of ϕ starting at x1. By
the uniqueness part of Prop. 2 of Sec. 5-6, ϕ̃1 is the lifting of ϕ starling at x1.
Since

ϕ̃1(l) − ϕ̃1(0) = ϕ̃(l) − ϕ̃(0) = (deg ϕ)2π,

the degree of ϕ is the same whether computed with x or with x1.
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Second, deg ϕ is independent of the choice of p ∈ S1. In fact, each point
p1 ∈ S1, except the antipodal point of p, belongs to a distinguished neighbor-
hood U1 of p. Choose x1, in the connected component of π−1(U1) containing x,
such that π(x1) = p1, and let ϕ̃1 be the lifting of

ϕ: [0, l] → S1, ϕ(0) = p1,

starting at x1. Clearly, |ϕ̃1(0) − ϕ̃(0)| < 2π . It follows from the stepwise pro-
cess through which liftings are constructed (cf. the proof of Prop. 2, Sec. S-6)
that |ϕ̃1(l) − ϕ̃1(l) < 2π . Since both differences ϕ̃(l) − ϕ̃(0), ϕ̃1(l) − ϕ̃1(0)

must be integral multiples of 2π , their values are actually equal. By continu-
ity, the conclusion also holds for the antipodal point of p, and this proves our
claim.

The most important property of degree is its invariance under homotopy.
More precisely, let ϕ1, ϕ2: S1 → S1 be continuous maps. Fix a point p ∈ S1,
thus obtaining two closed arcs at p, ϕ1, ϕ2: [0, l] → S1, ϕ1(0) = ϕ2(0) = p.
If ϕ1 and ϕ2 are homotopic, then deg ϕ1 = deg ϕ2. This follows immediately
from the fact that (Prop. 4, Sec. 5-6) the liftings of ϕ1 and ϕ2 starting from a
fixed point x ∈ R are homotopic, and hence have the same end points.

It should be remarked that if ϕ: [0, l] → S1 is differentiable, it determines
differentiable functions a = a(t), b = b(t), given by ϕ(t) = (a(t), b(t)),
which satisfy the condition a2 + b2 = 1. In this case, the lifting ϕ̃, starting
at ϕ̃0 = x, is precisely the differentiable function (cf. Lemma 1, Sec. 4-4).

ϕ̃(t) = ϕ̃0 +
∫ t

0

(ab′ − ba′) dt.

This follows from the uniqueness of the lifting and the fact that cos ϕ̃(t) = a(t),
sin ϕ̃(t) = b(t), ϕ̃(0) = ϕ̃0. Thus, in the differentiable case, the degree of ϕ

can be expressed by an integral,

deg ϕ =
1

2π

∫ l

0

dϕ̃

dt
dt.

In the latter form, the notion of degree has appeared repeatedly in this book.
For instance, when v: U ⊂ R2 → R2, U ⊃ S1, is a vector field, and (0, 0)

is its only singularity, the index of v at (0, 0) (cf. Sec. 4-5, Application 7)
may be interpreted as the degree of the map ϕ: S1 → S1 that is given by
ϕ(p) = v(p)/|v(p)|, p ∈ S1.

Before going into further examples, let us recall that a closed (differen-
tiable) curve is a differentiable map α: [0, l] → R3 (or R2, if it is a plane
curve) such that the components of α, together with all its derivatives, agree
at 0 and l. The curve α is regular if α′(t) �= 0 for all t ∈ [0, l], and α is
simple if whenever t1 �= t2, t1, t2 ∈ [0, l), then α(t1) �= α(t2). Sometimes it is



5-7. Global Theorems for Curves:The Fary-Milnor Theorem 399

convenient to assume that α is merely continuous; in this case, we shall say
explicitly that α is a continuous closed curve.

Example 1 (The Winding Number of a Curve). Let α: [0, l] → R2 be a
plane, continuous closed curve. Choose a point p0 ∈ R2, p0 /∈ α([0, l]), and
let ϕ: [0, l] → S1 be given by

ϕ(t) =
α(t) − P0

|α(t) − P0|
, t ∈ [0, l].

Clearly ϕ(0) = ϕ(l), and ϕ may be thought of as a map of S1 into S1; it is
called the position map of α relative to p0. The degree of ϕ is called the winding
number (or the index) of the curve α relative to p0 (Fig. 5-31).

α(t)
α(t) – p

0

α(t) – p
0

β

p
0

S1

Figure 5-31

Notice that by moving p0 along an arc β which does not meet α([0, l]) the
winding number remains unchanged. Indeed, the position maps of α relative
to any two points of β can clearly be joined by a homotopy. It follows that
the winding number of α relative to q is constant when q runs in a connected
component of R2 − α([0, l]).

Example 2 (The Rotation Index of a Curve). Let α: [0, l] → R2 be a reg-
ular plane closed curve, and let ϕ: [0, l] → S1 be given by

ϕ(t) =
α′(t)

|α′(t)|
, t ∈ [0, l].

Clearly ϕ is differentiable and ϕ(0) = ϕ(l). ϕ is called the tangent map of α,
and the degree of ϕ is called the rotation index of α. Intuitively, the rotation
index of a closed curve is the number of complete turns given by the tangent
vector field along the curve (Fig. 1-27, Sec. 1-7).

It is possible to extend the notion of rotation index to piecewise regular
curves by using the angles at the vertices (see Sec. 4-5) and to prove that the
rotation index of a simple, closed, piecewise regular curve is ±1 (the theorem
of turning tangents). This fact is used in the proof of the Gauss-Bonnet theorem.
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Later in this sect ion we shall prove a differentiable version of the theorem of
turning tangents.

Our first global theorem will be a differentiable version of the so-called
Jordan curve theorem. For the proof we shall presume some familiarity with
the material of Sec. 2-7.

THEOREM 1 (Differentiable Jordan Curve Theorem). Let α: [0, l]
→ R2 be a plane, regular, closed, simple curve. Then R2 → α([0, l]) has
exactly two connected components, and α([0, l])) is their common boundary.

Proof. Let Nǫ(α) be a tubular neighborhood of α([0, l]). This is con-
structed in the same way as that used for the tubular neighborhood of a compact
surface (cf. Sec. 2-7). We recall that Nǫ(α) is the union of open normal seg-
ments Iǫ(t), with length 2ǫ and center in α(t). Clearly, Nǫ(α) − α([0, l]) has
two connected components T1 and T2. Denote by w(p) the winding num-
ber of α relative to p ∈ R2 − α([0, l]). The crucial point of the proof is to
show that if both p1 and p2 belong to distinct connected components of
Nǫ(α) − α([0, l]) and to the same Iǫ(t0), t0 ∈ [0, l], then w(p1) − w(p2) = ±1,
the sign depending on the orientation of α.

Choose points A = α(t1), D = α(t2), t1 < t0 < t2, so close to t0 that the
arc AD of α can be deformed homotopically onto the polygon ABCD of
Fig. 5-32. Here BC is a segment of the tangent line at α(t), and BA and
CD are parallel to the normal line at α(t0).

Let us denote by β: [0, l̄] → R2 the curve obtained from α by replacing
the arc AD by the polygon ABCD, and let us assume that β(0) = β(l̄) = A

and that β(t3) = D. Clearly, w(p1) and w(p2) remain unchanged.
Let ϕ1, ϕ2: [0, l̄] → S1 be the position maps of β relative p1, p2, respec-

tively (cf. Example l), and let ϕ̃1, ϕ̃2: [0, l̄] → R be their liftings from a fixed
point, say 0 ∈ R. For convenience, let us assume the orientation of β to be
given as in Fig. 5-32.

We first remark that if t ∈ [t3, l̄], the distances from α(t) to both p1 and
p2 remain bounded below by a number independent t , namely, the smallest
of the two numbers dist(p1, Bd Nǫ(α)) and dist(p2, Bd Nǫ(α)). It follows that
the angle of α(t) − p1 with α(t) − p2 tends uniformly to zero in (t3, l̄] as p1

approaches p2.
Now, it is clearly possible to choose p1 and p2 so close to each other

that ϕ̃1(t3) − ϕ̃1(0) = π − ǫ1, and ϕ̃2(t3) − ϕ̃2(0) = −(π + ǫ2), with ǫ1 and ǫ2

smaller than π/3. Furthermore,

2π(w(p1) − w(p2)) = (ϕ̃1(l̄) − ϕ̃1(0) − (ϕ̃2(l̄) − ϕ̃2(0))

= {(ϕ̃1 − ϕ̃2)(l̃) − (ϕ̃1 − ϕ̃2)(t3)}
+ {(ϕ̃1 − ϕ̃2)(t3) − (ϕ̃1 − ϕ̃2)(0)}.
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By the above remark, the first term can be made arbitrarily small, say equal to
ǫ1 < π/3, if p1 is sufficiently close to p2. Thus,

2π(w(p1) − w(p2)) = ǫ3 + π − ǫ1 − (−π − ǫ2) = 2π + ǫ,

where ǫ < π if p1 is sufficiently close to p2. It follows that w(p1) − w(p2) = 1,
as we had claimed.

It is now easy to complete the proof. Since w(p) is constant in each con-
nected component of R2 − α([0, l]) = W , it follows from the above that there
are at least two connected components in W . We shall show that there are
exactly two such components.

In fact, let C be a connected component of W . Clearly Bd C �= φ and Bd
C ⊂ α([0, l]). On the other hand, if p ∈ α([0, l]), there is a neighborhood
of p that contains only points of α([0, l]), points of T1, and points of T2 (T1

and T2 are the connected components of Nǫ(α) − α([0, l])). Thus, either T1

or T2 intersects C. Since C is a connected component, C ⊃ T1, or C ⊃ T2.
Therefore, there are at most two (hence, exactly two) connected components
of W . Denote them by C1 and C2. The argument also shows that Bd C1 =
α([O, l]) = Bd C2. Q.E.D.
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The two connected components given by Theorem 1 can easily be distin-
guished. One starts from the observation that if p0 is outside a closed disk
D containing α([0, l]) (since [0, l] is compact, such a disk exists), then the
winding number of α relative to p0 is zero. This comes from the fact that the
lines joining p0 to α(t), t ∈ [0, l], are all within a region containing D and
bounded by the two tangents from p0 to the circle Bd D. Thus, the connected
component with winding number zero is unbounded and contains all points
outside a certain disk. Clearly the remaining connected component has wind-
ing number ±1 and is bounded. It is usual to call them the exterior and the
interior of α, respectively.

Remark 1. A useful complement to the above theorem, which was used in
the applications of the Gauss-Bonnet theorem (Sec. 4-5), is the fact that the
interior of α is homeomorphic to an open disk. A proof of that can be found in
J. J. Stoker, Differential Geometry, Wiley-Interscience, New York, 1969, pp.
43–45.

We shall now prove a differentiable version of the theorem of turning
tangents.

THEOREM 2. Let β: [0, l] → R2 be a plane, regular, simple, closed
curve. Then the rotation index of β is ±1 (depending on the orientation of β).

Proof. Consider a line that does not meet the curve and displace it parallel
to itself until it is tangent to the curve. Denote by L (this position of the line
and by p a point of tangency of the curve with L. Clearly the curve is entirely
on one side of L (Fig. 5-33). Choose a new parametrization α: [0, l] → R2

for the curve so that α(0) = p. Now let

T = {(t1, t2) ∈ [0, l] × [0, l]; 0 ≤ t1 ≤ t2 ≤ l}

be a triangle, and define a “secant map” ψ : T → S1 by

ψ(t1, t2) =
α(t2) − α(t1)

|α(t2) − α(t1)|
for t1 �= t2, (t1, t2) ∈ T − {(0, l)}

ψ(t, t) =
α′(t)

|α′(t2)|
, ψ(0, l) = −

α′(0)

|α′(0)|
.

Since α is regular, ψ is easily seen to be continuous. Let A = (0, 0), B =
(0, l), C = (l, l) be the vertices of the triangle T . Notice that ψ restricted to
the side AC is the tangent map of α, the degree of which is the rotation number
of α. Clearly (Fig. 5-33), the tangent map is homotopic to the restriction of
ψ to the remaining sides AB and BC. Thus, we are reduced to show that the
degree of the latter map is ±1.

Assume that the orientations of the plane and the curve are such that the
oriented angle from α′(0) to −α′(0) is π . Then the restriction of ψ to AB
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covers half of S1 in the positive direction, and the restriction of ψ to BC

covers the remaining half also in the positive direction (Fig. 5-33). Thus, the
degree of ψ restricted to AB and BC is +1. Reversing the orientation, we
shall obtain −1 for this degree, and this completes the proof. Q.E.D.

The theorem of turning tangents can be used to give a characterization of
an important class of curves, namely the convex curves.

A plane, regular, closed curve α: [0, l] → R2 is convex if, for each t ∈
[0, l], the curve lies in one of the closed half-planes determined by the tangent
line at t (Fig. 5-34; cf. also Sec. 1-7). If α is simple, convexity can be expressed
in terms of curvature. We recall that for plane curves, curvature always means
the signed curvature (Sec. 1-5, Remark 1).

(a) (b) (c)

Convex curve Nonconvex curves

Figure 5-34
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PROPOSITION 1. A plane, regular, closed curve is convex if and only if
it is simple and its curvature k does not change sign.

Proof. Let ϕ: [0, l] → S1 be the tangent map of α and ϕ̃: [0, l] → R be the
lifting of ϕ starting at 0 ∈ R. We first remark that the condition that k does not
change sign is equivalent to the condition that ϕ̃ is monotonic (nondecreasing
if k ≥ 0, or nonincreasing if k ≤ 0).

Now, suppose that α is simple and that k does not change sign. We can
orient the plane of the curve so that k ≥ 0. Assume that α is not convex.Then
there exists t0 ∈ [0, l] such that points of α([0, l]) can be found on both sides
of the tangent line T at α(t0). Let n = n(t0) be the normal vector at t0, and set

hn(t) = 〈α(t) − α(t0), n〉, t ∈ [0, l].

Since [0, l] is compact and both sides of T contain points of the curve, the
“height function” hn has a maximum at t1 �= t0 and a minimum at t2 �= t0.
The tangent vectors at the points t0, t1, t2 are all parallel, so two of them, say
α′(t0), α′(t1), have the same direction. It follows that ϕ(t0) = ϕ(t1) and, by
Theorem 2 (α is simple), ϕ̃(t0) = ϕ̃(t1). Let us assume that t1 > t0. By the
above remark, ϕ̃ is monotonic nondecreasing, and hence constant in [t0, t1].
This means that α([t0, t1]) ⊂ T . But this contradicts the choice of T and shows
that α is convex.

Conversely, assume that α is convex. We shall leave it as an exercise to
show that if α is not simple, at a self-intersection point (Fig. 5-35(a)), or nearby
it (Fig. 5-35(b)), the convexity condition is violated. Thus, α is simple.

(a) (b)

2

4

31

Figure 5-35

We now assume that α is convex and that k changes sign in [0, l]. Then
there are points t1, t2 ∈ [0, l], t1 < t2, with ϕ̃(t1) = ϕ̃(t2) and ϕ̃ not constant
in [t1, t2].

We shall show that this leads to a contradiction, thereby concluding the
proof. By Theorem 2, there exists t3 ∈ [0, l) with ϕ(t3) = −ϕ(t1). By convex-
ity, two of the three parallel tangent lines at α(t1), α(t2), α(t3) must coincide.
Assume this to be the case for α(t1) = p, α(t3) = q, t3 > t1. We claim that the
arc of α between p and q is the line segment pq.
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In fact, assume that r �= q is the last point for which this arc is a line
segment (r may agree with p). Since the curve lies in the same side of the line
pq, it is easily seen that some tangent T near p will cross the segment pq in
an interior point (Fig. 5-36). Then p and q lie on distinct sides of T . That is a
contradiction and proves our claim.

p r

T

q

Figure 5-36

It follows that the coincident tangent lines have the same directions; that
is, they are actually the tangent lines at α(t1) and α(t2). Thus, ϕ̃ is constant in
[t1, t2], and this contradiction proves that k does not change sign in [0, l].

Q.E.D.

Remark 2. The condition that α is simple is essential to the proposition, as
shown by the example of the curve in Fig. 5-34(c).

Remark 3. The proposition should be compared with Remarks 2 and 3 of
Sec. 5-6; there it is stated that a similar situation holds for surfaces. It is to be
noticed that, in the case of surfaces, the nonexistence of self-intersections is
not an assumption but a consequence.

Remark 4. It can be proved that a plane, regular, closed curve is convex if
and only if its interior is a convex set K ⊂ R2 (cf. Exercise 4).

We shall now turn our attention to space curves. In what follows the word
curve will mean a parametrized regular curve α: [0, l] → R3 with arc length
s as parameter. If α is a plane curve, the curvature k(s) is the signed curvature
of α (cf. Sec. 1-5); otherwise, k(s) is assumed to be positive for all s ∈ [0, l].
It is convenient to call

∫ l

0

|k(s)| ds

the total curvature of α.
Probably the best-known global theorem on space curves is the so-called

Fencbel’s theorem.

THEOREM 3 (Feochel’s Theorem). The total curvature of a simple
closed curve is ≥ 2π , and equality holds if and only if the curve is a plane
convex curve.
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Before going into the proof, we shall introduce an auxiliary surface which
is also useful for the proof of Theorem 4.

The tube of radius r around the curve α is the parametrized surface

x(s, v) = α(s) + r(n cos v + b sin v), s ∈ [0, l], v ∈ [0, 2π ],

where n = n(s) and b = b(s) are the normal and the binormal vector of α,
respectively. It is easily check that

|xs ∧ xv|2 = EG − F 2 = r2(1 − rk cos v)2.

We assume that r is so small that rk0 < I , where k0 < max |k(s)|, s ∈ [0, l].
Then x is regular, and a straightforward computation gives

N = −(n cos v + b sin v),

xs ∧ xv = r(1 − rk cos v)N,

Ns ∧ Nv = k cos v(n cos v + b sin v) = −kN cos v

= −
k cos v

r(1 − rk cos v)
xv ∧ xs .

It follows that the Gaussian curvature K = K(s, v) of the tube is given by

K(s, v) = −
k cos v

r(1 − rk cos v)
.

Notice that the trace T of x may have self-intersections. However, if α is
simple, it is possible to choose r so small that this does not occur; we use the
compactness of [0, l] and proceed as in the case of a tubular neighborhood
constructed in Sec. 2-7. If, in addition, α is closed, T is a regular surface
homeomorphic to a torus, also called a tube around α. In what follows, we
assume this to be the case.

Proof of Theorem 3. Let T be a tube around α, and let R ⊂ T be the region
of T where the Gaussian curvature of T is nonnegative. On the one hand,

∫∫

R

Kdσ =
∫∫

R

K
√

EG − F 2 ds dv

=
∫ l

0

k ds

∫ 3π/2

π/2

cos v dv = 2

∫ l

0

k(s) ds.

On the other hand, each half-line L through the origin of R3 appears at
least once as a normal direction of R. For if we take a plane P perpendicular
to L such that P ∩ T = φ and move P parallel to itself toward T (Fig. 5-37),
it will meet T for the first time at a point where K ≥ 0.
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Figure 5-37

It follows that the Gauss map N of R covers the entire unit sphere S2 at
least once; hence,

∫∫

R
Kdσ ≥ 4π . Therefore, the total curvature of α is ≥ 2π ,

and we have proved the first part of Theorem 3.
Observe that the image of the Gauss map N restricted to each circle s =

const. is one-to-one and that its image is a great circle Ŵs ⊂ S2. We shall denote
by Ŵ+

s ⊂ Ŵs the closed half-circle corresponding to points where K ≥ 0.
Assume that α is a plane convex curve. Then all Ŵ+

s have the same end
pointsp, q, and, by convexity, Ŵs1

∩ Ŵs2
= {p} ∪ {q} for s1 �= s2, s1, s2 ∈ [0, l).

By the first part of the theorem, it follows that
∫∫

R
Kdσ = 4π ; hence, the total

curvature of α is equal to 2π .
Assume now that the total curvature of α is equal to 2π . By the first part of

the theorem,
∫∫

R
Kdσ = 4π . We claim that all Ŵ+

s have the same end points
p and q. Otherwise, there are two distinct great circles Ŵs1

, Ŵs2
, s1 arbitrarily

close to s2, that intersect in two antipodal points which are not in N(R ∩ Q),
where Q is the set of points in T with non positive curvature. It follows that
there are two points of positive curvature which are mapped by N into a single
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point of S2. Since N is a local diffeomorphism at such points and each point
of S2 is the image of at least one point of R, we conclude that

∫∫

R
Kσ > 4π ,

a contradiction.
By observing that the points of zero Gaussian curvature in T are the inter-

sections of the binormal of α with T , we see that the binormal vector of α is
parallel to the line pq. Thus, α is contained in a plane normal to this line.

We finally prove that α is convex. We may assume that α is so oriented that
its rotation number is positive. Since the total curvature of α is 2π , we have

2π =
∫ l

0

|k| ds ≥
∫ l

0

k ds.

On the other hand,
∫

J

k ds ≥ 2π,

where J = {s ∈ [0, l]; k(s) ≥ 0}. This holds for any plane closed curve and
follows from an argument entirely similar to the one used for R ⊂ T in the
beginning of this proof. Thus,

∫ l

0

k ds =
∫ l

0

|k| ds = 2π.

Therefore, k ≥ 0, and α is a plane convex curve. Q.E.D.

Remark 5. It is not hard to see that the proof goes through even if α is
not simple. The tube will then have self-intersections, but this is irrelevant to
the argument. In the last step of the proof (the convexity of α), one has to
observe that we have actually shown that α is nonnegatively curved and that
its rotation index is equal to 1. Looking back at the first part of the proof of
Prop. 1, one easily sees that this implies that α is convex.

We want to use the above method of proving Fenchel’s theorem to obtain
a sharpening of this theorem which states that if a space curve is knotted (a
concept to be defined presently), then the total curvature is actually greater
than 4π .

A simple closed continuous curve C ⊂ R3 is unknotted if there exists a
homotopy H : S1 × I → R3, I = [0, 1], such that

H(S1 × {0}) = S1

H(S1 × {1}) = C;
and H(S1 × {t}) = Ct ⊂ R3

is homeomorphic to S1 for all t ∈ [0, 1]. Intuitively, this means that C can
be deformed continuously onto the circle S1 so that all intermediate positions
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Unknotted Knotted Figure 5-38

are homeomorphic to S1. Such a homotopy is called an isotopy; an unknotted
curve is then a curve isotopic to S1. When this is not the case, C is said to be
knotted (Fig. 5-38).

THEOREM 4 (Fary-Milnor). The total curvature of a knotted simple
closed curve is greater than 4π .

Proof. Let C = α([0, l]), let T be a tube around α, and let R ⊂ T be the
region of T where K ≥ 0. Let b = b(s) be the binormal vector of α, and let
v ∈ R3 be a unit vector, v �= ±b(s), for all s ∈ [0, l]. Let hv: [0, l] → R be
the height function of α in the direction of v; that is, hv(s) = 〈α(s) − 0, v〉,
s ∈ [0, l]. Clearly, s is a critical point of hv if and only if v is perpendicular to
the tangent line at α(s). Furthermore, at a critical point,

d

ds2
(hv) =

〈

d2α

ds2
, v

〉

= k〈u, v〉 �= 0,

since: v �= ±b(s) for all s and k > 0. Thus, the critical points of hv are either
maxima or minima.

Now, assume the total curvature of α to be smaller than or equal to 4π .
This means that

∫∫

R

K dσ = 2

∫

k ds ≤ 8π.

We claim that, for some v0 /∈ ±b([0, l]), hv0
has exactly two critical points

(since [0, l] is compact, such points correspond to the maximum and minimum
of hv0

). Assume that the contrary is true. Then, for every v /∈ b([0, l]), hv has
at least three critical points. We shall assume that two of them are points of
minima, s1 and s2, the case of maxima being treated similarly.

Consider a plane P perpendicular to v such that P ∩ T = φ, and move it
parallel to itself toward T . Either hv(s1) = hv(s2) or, say, hv(s1) < hv(s2). In
the first case, P meets T at points q1 �= q2, and since v /∈ b([0, l]), K(q1) and
K(q2) are positive. In the second case, before meeting α(s1), P will meet T

at a point q1 with K(q1) > 0. Consider a second plane P̄ , parallel to and at a
distance r above P (r is the radius of the tube T ). Move P̄ further up until
it reaches α(s2); then P will meet T at a point q2 �= q1 (Fig. 5-39). Since s2 is
a point of minimum and v /∈ b([0, l]), K(q2) > 0. In any case, there are two
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distinct points in T with K > 0 that are mapped by N into a single point of
S2. This contradicts the fact that

∫∫

R
Kdσ ≤ 8π , and proves our claim.

Let s1 and s2 be the critical points of hv0
, and let P1 and P2 be planes

perpendicular to v0 and passing through α(s1) and α(s2), respectively. Each
plane parallel to v0 and between P1 and P2 will meet C in exactly two points.
Joining these pairs of points by line segments, we generate a surface bounded
by C which is easily seen to be homeomorphic to a disk. Thus, C is unknotted,
and this contradiction completes the proof. Q.E.D.

EXERCISES

1. Determine the rotation indices of curves (a), (b), (c), and (d) in Fig. 5-40.

2. Let α(t) = (x(t), y(t)), t ∈ [0, l], be a differentiable plane closed curve.
Let p0 = (x0, y0) ∈ R2, (x0, y0) /∈ α([0, l]), and define the functions

a(t) =
x(t) − x0

{(x(t) − x0)2 + (y(t) − y0)2}1/2
,

b(t) =
y(t) − y0

{(x(t) − x0)2 + (y(t) − y0)2}1/2
.

a. Use Lemma 1 of Sec. 4-4 to show that the differentiable function

ϕ(t) = ϕ0 +
∫ t

0

(ab′ − ba′) dt, a′ =
da

dt
, b′ =

db

dt
,

is a determination of the angle that the x axis makes with the position
vector (α(t) − p0)/|α(t) − p0|.
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(a) (b)

(c) (d)

Figure 5-40

b. Use part a to show that when α is a differentiable closed plane curve,
the winding number of α relative to p0 is given by the integral

w =
1

2π

∫ l

0

(ab′ − ba′) dt.

3. Let α: [0, l] → R2 and β: [0, l] → R2 be two differentiable plane closed
curves, and let p0 ∈ R2 be a point such that p0 /∈ α([0, l]) and p0 /∈
β([0, l]). Assume that, for each t ∈ [0, l], the points α(t) and β(t) are
closer than the points α(t) and p0; i.e.,

|α(t) − β(t)| < |α(t) − p0|.

Use Exercise 2 to prove that the winding number of α relative to p0 is
equal to the winding number of β relative to p0.

4. a. Let C be a regular plane closed convex curve. Since C is simple, it
determines, by the Jordan curve theorem, an interior region K ⊂ R2.
Prove that K is a convex set (i.e., given p, q ∈ K , the segment of
straight line pq is contained in K; cf. Exercise 9, Sec. 1-7).

b. Conversely, let C be a regular plane curve (not necessarily closed),
and assume that C is the boundary of a convex region. Prove that C is
convex.
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5. Let C be a regular plane, closed, convex curve. By Exercise 4, the interior
of C is a convex set K . Let p0 ∈ K , p0 /∈ C.

a. Show that the line which joins p0 to an arbitrary point q ∈ C is not
tangent to C at q.

b. Conclude from part a that the rotation index of C is equal to the winding
number of C relative to p0.

c. Obtain from part b a simple proof for the fact that the rotation index
of a closed convex curve is ±1.

6. Let α: [0, l] → R3 be a regular closed curve parametrized by arc length.
Assume that 0 �= |k(s)| ≤ 1 for all s ∈ [0, l]. Prove that l ≥ 2π and that
l = 2π if and only if α is a plane convex curve.

7. (Schur’s Theorem for Plane Curves.) Let α: [0, l] → R2 and α̃: [0, l] →
R2 be two plane convex curves parametrized by arc length, both with the
same length l. Denote by k and k̃ the curvatures of α and α̃, respectively,
and by d and d̃ the lengths of the chords of α and α̃, respectively; i.e.,

d(s) = |α(s) − α(0)|, d̃(s) = |α̃(s) − α̃(0)|.

Assume that k(s) ≥ k̃(s), s ∈ [0, l]. We want to prove that d(s) ≤ d̃(s),
s ∈ [0, l] (i.e., if we stretch a curve, its chords become longer) and that
equality holds for s ∈ [0, l] if and only if the two curves differ by a rigid
motion. We remark that the theorem can be extended to the case where α̃

is a space curve and has a number of applications, Compare S. S. Chern
[10].

The following outline may be helpful.

a. Fix a point s = s1. Put both curves α(s) = (x(s), y(s)), α̃(s) =
(x̃(s), ỹ(s)) in the lower half-plane y ≤ 0 so that α(0), α(s1), α̃(0), and
α̃(s1) lie on the x axis and x(s1) > x(0), x̃(s1) > x̃(0) (see Fig. 5-41).
Let s0 ∈ [0, s1] be such that α′(s0) is parallel to the x axis. Choose the
function θ(s) which gives a differentiable determination of the angle
that the x axis makes with α′(s) in such a way that θ(s0) = 0. Show
that, by convexity, −π ≤ θ ≤ π .

b. Let θ̃ (s), θ̃ (s0) = 0, be a differentiable determination of the angle
that the x axis makes with α′(s). (Notice that α̃′(s0) may no longer
be parallel to the x axis.) Prove that θ̃ (s) ≤ θ(s) and use part a to
conclude that

d(s1) =
∫ s1

0

cos θ(s) ds ≤
∫ s1

0

cos θ̃ (s) ds ≤ d̃(s1).

For the equality case, just trace back your steps and apply the
uniqueness theorem for plane curves.
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8. (Stoker’s Theorem for Plane Curves.) Let α: R → R2 be a regular plane
curve parametrized by arc length. Assume that α satisfies the following
conditions:

1. The curvature of α is strictly positive.

2. lim
s→±∞

|α(s)| = ∞; that is, the curve extends to infinity in both

directions.

3. α has no self-intersections.

The goal of the exercise is to prove that the total curvature of α is ≤ π .
The following indications may be helpful. Assume that the total curva-

ture is > π and that α has no self-intersections. To obtain a contradiction,
proceed as follows:

a. Prove that there exist points, say, p = α(0), q = α(s1), s1 > 0, such
that the tangent lines Tp, Tq at the points p and q, respectively,
are parallel and there exists no tangent line parallel to Tp in the arc
α([0, s1]).

b. Show that as s increases, α(s) meets Tp at a point, say, r (Fig. 5-42).

c. The arc α((−∞, 0)) must meet Tp at a point t between p and r .

d. Complete the arc tpqr of α with an arc β without self-intersections
joining r to t , thus obtaining a closed curve C. Show that the rotation
index of C is ≥ 2. Show that this implies that α has self-intersections,
a contradiction.

*9. Let α: [0, l] → S2 be a regular closed curve on a sphere S2 = {(x, y, z) ∈
R3; x2 + y2 + z2 = 1}. Assume that α is parametrized by arc length and
that the curvature k(s) is nowhere zero. Prove that

∫ l

0

τ(s) ds = 0.
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5-8. Surfaces of Zero Gaussian Curvature

We have already seen (Sec. 4-6) that the regular surfaces with identically zero
Gaussian curvature are locally isometric to the plane. ln this section, we shall
look upon such surfaces from the point of view of their position in R3 and
prove the following global theorem.

THEOREM. Let S ⊂ R3 be a complete surface with zero Gaussian
curvature. Then S is a cylinder or a plane.

By definition, a cylinder is a regular surface S such that through each point
p ∈ S there passes a unique line R(p) ⊂ S (the generator through p) which
satisfies the condition that if q �= p, then the lines R(p) and R(q) are parallel
or equal.

It is a strange fact in the history of differential geometry that such a theorem
was proved only somewhat late in its development. The first proof came as a
corollary of a theorem of P. Hartman and L. Nirenberg (“On Spherical Images
Whose Jacobians Do Not Change Signs,” Amer. J. Math. 81 (1959), 901–920)
dealing with a situation much more general than ours. Later, W. S. Massey
(“Surfaces of Gaussian Curvature Zero in Euclidean Space,” Tohoku Math.
J. 14 (1962), 73–79) and J. J. Stoker (“Developable Surfaces in the Large,”
Comm. Pure and Appl. Math. 14 (1961), 627–635) obtained elementary and
direct proofs of the theorem. The proof we present here is a modification of
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Massey’s proof. It should be remarked that Stoker’s paper contains a slightly
more general theorem.

(Added in 2016) Professor I. Sabitov informed me that this result was
obtained by A.V. Pogorelov in 1956. It appeared under the title Extensions
of the theorem of Gauss on spherical representation, in Dokl. Akad. Nauk.
S.S.S.R. (N.S.) 111 (1956), 945–947. MR0087147.

We shall start with the study of some local properties of a surface of zero
curvature.

Let S ⊂ R3 be a regular surface with Gaussian curvature K ≡ 0. Since
K = k1k2, where k1 and k2 are the principal curvatures, the points of S are
either parabolic or planar points. We denote by P the set of planar points and
by U = S − P the set of parabolic points of S.

P is closed in S. In fact, the points of P satisfy the condition that the
mean curvature H = 1

2
(k1 + k2) is zero. A point of accumulation of P has, by

continuity of H , zero mean curvature; hence, it belongs to P . It follows that
U = S − P is open in S.

An instructive example of the relations between the sets P and U is given
in the following example.

Example 1. Consider the open triangle ABC and add to each side a cylin-
drical surface, with generators parallel to the given side (see Fig. 5-43). It is
possible to make this construction in such a way that the resulting surface is
a regular surface. For instance, to ensure regularity along the open segment
BC, it suffices that the section FG of the cylindrical band BCDE by a plane
normal to BC is a curve of the form

exp

(

−
1

x2

)

.

Observe that the vertices A, B, C of the triangle and the edges BE, CD, etc.,
of the cylindrical bands do not belong to S.

A

B

F

C

D

G

E

Figure 5-43
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The surface S so constructed has curvature K ≡ 0. The set P is formed
by the closed triangle ABC minus the vertices. Observe that P is closed in
S but not in R3. The set U is formed by the points which are interior to the
cylindrical bands. Through each point of U there passes a unique line which
will never meet P . The boundary of P is formed by the open segments AB,
BC, and CA.

In the following, we shall prove that the relevant properties of this example
appear in the general case.

First, let p ∈ U . Since p is a parabolic point, one of the principal directions
at p is an asymptotic direction, and there is no other asymptotic direction at p.
We shall prove that the unique asymptotic curve that passes through p is a
segment of a line.

PROPOSITION 1. The unique asymptotic line that passes through a
paraholic point p ∈ U ⊂ S of a surface S of curvature K ≡ 0 is an (open)
segment of a (straight) line in S.

Proof. Since p is not umbilical, it is possible to parametrize a neighbor-
hood V ⊂ U of p by x(u, v) = x in such a way that the coordinate curves
are lines of curvature. Suppose that v = const. is an asymptotic curve; that
is, it has zero normal curvature. Then, by the theorem of Olinde Rodrigues
(Sec. 3-2, Prop. 3), Nu = 0 along v = const. Since through each point of the
neighborhood V there passes a curve v = const., the relation Nu = 0 holds
for every point of V .

It follows that in V

〈x, N〉u = 〈xu, N〉 + 〈x, Nu〉 = 0.

Therefore,
〈x, N〉 = ϕ(v), (1)

where ϕ(v) is a differentiable function of v alone. By differentiating Eq. (1)
with respect to v, we obtain

〈x, Nv〉 = ϕ′(v). (2)

On the other hand, Nv is normal to N and different from zero, since the
points of V are parabolic. Therefore, N and Nv are linearly independent.
Furthermore, Nvu = Nuv = 0 in V .

We now observe that along the curve v = const. = v0 the vector N(u) =
N0 and Nv(u) = (Nv)0 = const. Thus, Eq. (1) implies that the curve x(u, v0)

belongs to a plane normal to the constant vector N0, and Eq. (2) implies that
this curve belongs to a plane normal to the constant vector (Nv)0. Therefore,
the curve is contained in the intersection of two planes (the intersection exists
since N0 and (Nv)0 are linearly independent); hence, it is a segment of a line.

Q.E.D.
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Remark. It is essential that K ≡ 0 in the above proposition. For instance,
the upper parallel of a torus of revolution is an asymptotic curve formed by
parabolic points and it is not a segment of a line.

We are now going to see what happens when we extend this segment of line.
The following proposition shows that (cf. Example 1) the extended line never
meets the set P ; either it “ends” at a boundary point of S or stays indefinitely
in U .

It is convenient to use the following terminology. An asymptotic curve
passing through a point p ∈ S is said to be maximal if it is not a proper subset
of some asymptotic curve passing through p.

PROPOSITION 2 (Massey, loc. cit.). Let r be a maximal asymptotic line
passing through a parabolic point p ∈ U ⊂ S of a surface S of curvature K ≡ 0
and let P ⊂ S be the set of planar points of S. Then r ∩ P = φ.

The proof of Prop. 2 depends on the following local lemma, for which we
use the Mainardi-Codazzi equations (cf. Sec. 4-3).

LEMMA 1. Let s be the arc length of the asymptotic curve passing through
a parabolic point p of a surface S of zero curvature and let H = H(s) be the
mean curvature of S along this curve. Then, in U,

d2

ds2

(

1

H

)

= 0.

Proof of Lemma 1. We introduce in a neighborhood V ⊂ U of p a system
of coordinates (u, v) such that the coordinate curves are lines of curvature
and the curves v = const. are the asymptotic curves of V . Let e, f , and g

be the coefficients of the second fundamental form in this parametrization.
Since f = 0 and the curve v = const., u = u(s) must satisfy the differential
equation of the asymptotic curves

e

(

du

ds

)2

+ 2f
du

ds

dv

ds
+ g

(

dv

ds

)2

= 0,

we conclude that e = 0. Under these conditions, the mean curvature H is
given by

H =
k1 + k2

2
=

1

2

( e

E
+

g

G

)

=
1

2

g

G
. (3)

By introducing the values F = f = e = 0 in the Mainardi-Codazzi
equations (Sec. 4-3, Eq. (7) and (7a)), we obtain

0 =
1

2

gEv

G
, gu =

1

2

gGu

G
. (4)
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From the first equation of (4) it follows that Ev = 0. Thus, E = E(u) is a
function of u alone. Therefore, it is possible to make a change of parameters:

v̄ = v, ū =
∫

√

E(u) du.

We shall still denote the new parameters by u and v. u now measures the arc
length along v = const., and thus E = 1.

In the new parametrization (F = 0, E = 1) the expression for the Gaussian
curvature is

K = −
1

√
G

(
√

G)uu = 0.

Therefore,
√

G = c1(v)u + c2(v), (5)

where c1(v) and c2(v) are functions of v alone.
On the other hand, the second equation of (4) may be written (g �= 0)

gu

g
=

1

2

Gu√
G

√
G

=
(
√

G)u√
G

;

hence,

g = c3(v)
√

G, (6)

where c3(v) is a function of v. By introducing Eqs. (5) and (6) into Eq. (3) we
obtain

H =
1

2

c3(v)
√

G

√
G

√
G

=
1

2

c3(v)

c1(v)u + c2(v)
.

Finally, by recalling that u = s and differentiating the above expression with
respect to s, we conclude that

d2

ds2

(

1

H

)

= 0, Q.E.D.

Proof of Prop. 2. Assume that the maximal asymptotic line r passing
through p and parametrized by arc length s contains a point q ∈ P . Since
r is connected and U is open, there exists a point p0 of r , corresponding to s0,
such that p0 ∈ P and the points of r with s < s0 belong to U .
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On the other hand, from Lemma 1, we conclude that along r and for s < s0,

H(s) =
1

as + b
,

where a and b are constants. Since the points of P have zero mean curvature,
we obtain

H(p0) = 0 = lim
s→s0

H(s) = lim
s→s0

1

as + b
,

which is a contradiction and concludes the proof. Q.E.D.

Let now Bd(U) be the boundary of U in S; that is, Bd(U) is the set of
points p ∈ S such that every neighborhood of p in S contains points of U

and points of S − U = P . Since U is open in S, it follows that Bd(U) ⊂ P .
Furthermore, since the definition of a boundary point is symmetric in U and P ,
we have that

Bd(U) = Bd(P ).

The following proposition shows that (just as in Example 1) the set
Bd(U) = Bd(P ) is formed by segments of straight lines.

PROPOSITION 3 (Massey). Let p ∈ Bd(U) ⊂ S be a point of the
boundary of the set U of parabolic points of a surface S of curvature K ≡ 0.
Then through p there passes a unique open segment of line C(p) ⊂ S. Fur-
thermore, C(p) ⊂ Bd(U); that is, the boundary of U is formed by segments
of lines.

Proof. Let p ∈ Bd(U). Since p is a limit point of U , it is possible to
choose a sequence {pn}, pn ∈ U , with limn→∞ pn = p. For every pn, let
C(pn) be the unique maximal asymptotic curve (open segment of a line) that
passes through pn (cf. Prop. 1). We shall prove that, as n → ∞, the directions
of C(pn) converge to a certain direction that does not depend on the choice of
the sequence {pn}.

In fact, let � ⊂ R3 be a sufficiently small sphere around p. Since the
sphere � is compact, the points {qn} of intersection of C(pn) with � have at
least one point of accumulation q ∈ �, which occurs simultaneously with its
antipodal point. If there were another point of accumulation r besides q and
its antipodal point, then through arbitrarily near points pn and pm there should
pass asymptotic lines C(pn) and C(pm) making an angle greater than

θ = 1
2
ang(pq, pr),

thus contradicting the continuity of asymptotic lines. It follows that the
lines C(pn) have a limiting direction. An analogous argument shows that
this limiting direction does not depend on the chosen sequence {pn} with
limn→∞ pn = p, as previously asserted.
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Since the directions of C(pn) converge and pn → p, the open segments
of lines C(pn) converge to a segment C(p) ⊂ S that passes through p. The
segment C(p) does not reduce itself to the point p. Otherwise, since C(pn) is
maximal, p ∈ S would be a point of accumulation of the extremities of C(pn),
which do not belong to S (cf. Prop. 2). By the same reasoning, the segment
C(p) does not contain its extreme points.

Finally, we shall prove that C(p) ⊂ Bd(U). In fact, if q ∈ C(p), there
exists a sequence

{qn}, qn ∈ C(pn) ⊂ U, with lim
n→∞

qn = q.

Then q ∈ U ∪ Bd(U). Assume that q /∈ Bd(U). Then q ∈ U , and, by the con-
tinuity of the asymptotic directions, C(p) is the unique asymptotic line that
passes through q. This implies, by Prop. 2, that p ∈ U , which is a contradic-
tion. Therefore, q ∈ Bd(U), that is, C(p) ⊂ Bd(U), and this concludes the
proof. Q.E.D.

We are now in a position to prove the global result stated in the beginning
of this section.

Proof of the Theorem. Assume that S is not a plane. Then (Sec. 3-2, Prop. 4)
S contains parabolic points. Let U be the (open) set of parabolic points of S

and P be the (closed) set of planar points of S. We shall denote by int P , the
interior of P , the set of points which have a neighborhood entirely contained
in P . int P is an open set in S which contains only planar points. Therefore,
each connected component of int P is contained in a plane (Sec. 3-2, Prop. 4).

We shall first prove that if q ∈ S and q /∈ int P , then through q there passes
a unique line R(q) ⊂ S, and two such lines are either equal or do not intersect.

In fact, when q ∈ U , then there exists a unique maximal asymptotic line r

passing through q. r is a segment of line (thus, a geodesic) and r ∩ P = φ (cf.
Props. 1 and 2). By parametrizing r by arc length we see that r is not a finite
segment. Otherwise, there exists a geodesic which cannot be extended to all
values of the parameter, which contradicts the completeness of S. Therefore,
r is an entire line R(q), and since r ∩ P = φ, we conclude that R(q) ⊂ U . It
follows that when p is another point of U , p /∈ R(q), then R(p) ∩ R(q) = φ.
Otherwise, through the intersection point there should pass two asymptotic
lines, which contradicts the asserted uniqueness.

On the other hand, if q ∈ Bd(U) = Bd(P ), then (cf. Prop. 3) through
q there passes a unique open segment of line which is contained in Bd(U ).
By the previous argument, this segment may be extended into an entire line
R(q) ⊂ Bd(U), and if p ∈ Bd(U), p /∈ R(q), then R(p) ∩ R(q) = φ.

Clearly, since U is open, if q ∈ U and p ∈ Bd(U), then R(p) ∩ R(q) = φ.
In this way, through each point of S − int P = U ∪ Bd(U) there passes a
unique line contained in S − int P , and two such lines are either equal or do
not intersect, as we claimed. We now claim that these lines are parallel to
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a fixed direction and we shall conclude that Bd(U)(= Bd(P )) is formed by
parallel lines and that each connected component of int P is an open set of
a plane, bounded by two parallel lines. Thus, through each point r ⊂ int P

there passes a unique line R(t) ⊂ int P parallel to the common direction. It
follows that through each point of S there passes a unique generator and that
the generators are parallel, that is, S is a cylinder, as we wish.

To prove that the lines passing through the points of U ∪ Bd(U) are parallel,
we shall proceed in the following way. Let q ∈ U ∪ Bd(U) and p ∈ U . Since
S is connected, there exists an arc α: [0, l] → S, with α(0) = p, α(l) = q.
The map expp: Tp(S) → S is a covering map (Prop. 7, Sec. 5-6) and a local
isometry (corollary of Lemma 1, Sec. 5-6). Let α̃: [0, l] → Tp(S) be the lifting
of α, with origin at the origin 0 ∈ Tp(S). For each α̃(t), with expp α̃(t) =
α(t) ∈ U ∪ Bd(U), let rt be the lifting of R(α(t)) with origin at α̃(t). Since
expp is a local isometry, rt is a line in Tp(S).

Furthermore, when α(t1) �= α(t2), t1, t2 ∈ [0, l], the lines rt1 and rt2 are
parallel. In fact, if v ∈ rt1 ∩ rt2 , then

expp(v) ∈ R(α(t1)) ∩ R(α(t2)),

which is a contradiction. This proves our claim, and the theorem. Q.E.D.

5-9. Jacobi’s Theorems

It is a fundamental property of a geodesic γ (Sec. 4-6, Prop. 4) that when two
points p and q of γ are sufficiently close, then γ minimizes the arc length
between p and q. This means that the arc length of γ between p and q is
smaller than or equal to the arc length of any curve joining p to q. Suppose
now that we follow a geodesic γ starting from a point p. It is then natural to
ask how far the geodesic γ minimizes arc length. In the case of a sphere, for
instance, a geodesic γ (a meridian) starting from a point p minimizes arc length
up to the first conjugate point of p relative to γ (that is, up to the antipodal
point of p). Past the antipodal point of p, the geodesic stops being minimal,
as we may intuitively see by the following considerations.

A geodesic joining two points p and q of a sphere may be thought of as a
thread stretched over the sphere and joining the two given points. When the
arc ⌢

pq is smaller than a semimeridian and the points p and q are kept fixed, it
is not possible to move the thread without increasing its length. On the other
hand, when the arc ⌢

pq is greater than a semimeridian, a small displacement of
the thread (with p and q fixed) “loosens” the thread (see Fig. 5-44). In other
words, when q is farther away than the antipodal point of p, it is possible
to obtain curves joining p to q that are close to the geodesic arc ⌢

pq and are
shorter than this arc. Clearly, this is far from being a mathematical argument.

In this section we shall begin the study of this question and prove a result,
due to Jacobi, which may be roughly described as follows. A geodesic γ
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Figure 5-44

starting from a point p minimizes arc length, relative to “neighboring” curves
of γ , only up to the “first” conjugate point of p relative to γ (more precise
statements will be given later; see Theorems 1 and 2).

For simplicity, the surfaces in this section are assumed to be complete and
the geodesics are parametrized by arc length.

We need some preliminary results.
The following lemma shows that the image by expp : Tp(S) → S of a

segment of line of Tp(S) with origin at O ∈ Tp(S) (geodesic starting from p)
is minimal relative to the images by expp of curves of Tp(S) which join the
extremities of this segment.

More precisely, let

p ∈ S, u ∈ Tp(S), l = |u| �= 0,

and let γ̃ : [0, l] → Tp(S) be the line of Tp(S) given by

γ̃ (s) = sv, s ∈ [0, l], v =
u

|u|
.

Let α̃: [0, l] → Tp(S) be a differentiable parametrized curve of Tp(S), with
α̃(0) = 0, α̃(l) = u, and α̃(s) �= 0 if s �= 0. Furthermore, let (Fig. 5-45)

α(s) = expp α̃(s) and γ (s) = expp γ̃ (s).

LEMMA 1. With the above notation, we have

1. l(α) ≥ l(γ ), where l( ) denotes the arc length of the corresponding
curve.

In addition, if α̃(s) is not a critical point of expp, s ∈ [0, l)], and if the
traces of α and γ are distinct, then

2. l(α) > l(γ ).
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Proof. Let α̃(s)/|α̃(s)| = r , and let n be a unit vector of Tp(S), with
〈r, n〉 = 0. In the basis {r, n} of Tp(S) we can write (Fig. 5-45)

α̃′(s) = ar + bn,

where

a = 〈α̃′(s), r〉,
b = 〈α̃′(s), n〉.

By definition

α′(s) = (d expp)α̃(s)(α̃
′(s))

= a(d expp)α̃(s)(r) + b(d expp)α̃(s)(n).

Therefore, by using the Gauss lemma (cf. Sec. 5-5, Lemma 2) we obtain

〈α′(s), α′(s)〉 = a2 + c2,

where
c2 = b2|(d expp)α̃(s)(n)|2.

It follows that
〈α′(s), α′(s)〉 ≥ a2.

On the other hand,

d

ds
〈α̃(s), α̃(s)〉1/2 =

〈α̃′(s), α̃(s)〉
〈α̃(s), α̃(s)〉1/2

= 〈α̃′(s), r〉 = a.
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Therefore,

l(α) =
∫ l

0

〈α′(s), α′(s)〉1/2 ds ≥
∫ l

0

a ds

=
∫ l

0

d

ds
〈α̃(s), α̃(s)〉1/2 ds = |α̃(l)| = l = l(γ ),

and this proves part 1.
To prove part 2, let us assume that l(α) = l(γ ). Then

∫ l

0

〈α′(s), α′(s)〉1/2 ds =
∫ l

0

a ds,

and since
〈α′(s), α′(s)〉1/2 ≥ a,

the equality must hold in the last expression for every s ∈ [0, l]. Therefore,

c = |b||(d expp)α̃(s)(n)| = 0.

Since α̃(s) is not a critical point of expp, we conclude that b ≡ 0. It follows
that the tangent lines to the curve α̃ all pass through the origin O of Tp(s).
Thus, α̃ is a line of Tp(S) which passes through O. Since α̃(l) = γ̃ (l), the
lines α̃ and γ̃ coincide, thus contradicting the assumption that the traces of α

and γ are distinct. From this contradiction it follows that l(α) > l(γ ), which
proves part 2 and ends the proof of the lemma. Q.E.D.

We are now in a position to prove that if a geodesic arc contains no conjugate
points, it yields a local minimum for the arc length. More precisely, we have

THEOREM 1 (Jacobi). Let γ : [0, l] → S, γ (0) = p, be a geodesic with-
out conjugate points; that is, expp: Tp(S) → S is regular at the points of the
line γ̃ (s) = sγ ′(0) of Tp(S), s ∈ [0, l]. Let h: [0, l] × (−ǫ, ǫ) → S be a proper
variation of γ . Then

1. There exists a δ > 0, δ ≤ ǫ, such that if t ∈ (−δ, δ),

L(t) ≥ L(0),

where L(t) is the length of the curve ht: [0, l] → S that is given by
ht(s) = h(s, t).

2. If, in addition, the trace of ht, is distinct from the trace of γ , L(t) > L(0).

Proof. The proof consists essentially of showing that it is possible, for
every t ∈ (−δ, δ), to lift the curve ht into a curve h̃t of Tp(S) such that
h̃t(0) = 0, h̃t(l) = γ̃ (l) and then to apply Lemma 1.
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Since expp is regular at the points of the line γ̃ of Tp(S), for each s ∈ [0, l]
there exists a neighborhood Us of γ̃ (s) such that expp restricted to Us is a
diffeomorphism. The family {Us}, s ∈ [0, l], covers γ̃ ([0, l]), and, by com-
pactness, it is possible to obtain a finite subfamily, say, U1, . . . , Un which still
covers γ̃ ([0, l]). It follows that we may divide the interval [0, l] by points

0 = s1 < s2 < · · · < sn < sn+1 = l

in such a way that γ̃ ([si, si+1]) ⊂ Ui , i = 1, . . . , n. Since h is continuous and
[si, si+1] is compact, there exists δi > 0 such that

h([si, sk+1] × (−δi, δi)) ⊂ expp(Ui) = Vi .

Let δ = min(δ1, . . . , δn). For t ∈ (−δ, δ), the curve ht : [0, l] → S may be
lifted into a curve h̃t : [0, l] → Tp(S), with origin h̃t(0) = 0, in the following
way. Let s ∈ [s1, s2]. Then

h̃t(s) = exp−1
p (ht(s)),

where exp−1
p is the inverse map of expp: U1 → V1. By applying the same

technique we used for covering spaces (cf. Prop. 2, Sec. 5-6), we can extend h̃t

for all s ∈ [0, l] and obtain h̃t(l) = γ̃ (l).
In this way, we conclude that γ (s) = expp γ̃ (s) and that ht(s) =

expp h̃t(s), t ∈ (−δ, δ), with h̃t(0) = 0, h̃t(l) = γ̃ (l). We then apply Lemma 1
to this situation and obtain the desired conclusions. Q.E.D.

Remark 1. A geodesic γ containing no conjugate points may well not be
minimal relative to the curves which are not in a neighborhood of γ . Such a
situation occurs, for instance, in the cylinder (which has no conjugate points),
as the reader will easily verify by observing a closed geodesic of the cylinder.

This situation is related to the fact that conjugate points inform us only about
the differential of the exponential map, that is, about the rate of “spreading
out” of the geodesics neighboring a given geodesic. On the other hand, the
global behavior of the geodesics is controlled by the exponential map itself,
which may not be globally one-to-one even when its differential is nonsingular
everywhere.

Another example (this time simply connected) where the same fact occurs
is in the ellipsoid, as the reader may verify by observing the figure of the
ellipsoid in Sec. 5-5 (Fig. 5-19).

The study of the locus of the points for which the geodesics starting from
p stop globally minimizing the arc length (called the cut locus of p) is of
fundamental importance for certain global theorems of differential geometry,
but it will not be considered in this book.

We shall proceed now to prove that a geodesic γ containing conjugate
points is not a local minimum for the arc length; that is, “arbitrarily near” to γ
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there exists a curve, joining its extreme points, the length of which is smaller
than that of γ .

We shall need some preliminaries, the first of which is an extension of the
definition of variation of a geodesic to the case where piecewise differentiable
functions are admitted.

DEFINITION 1. Let γ : [0, l] → S be a geodesic of S and let

h: [0, l] × (−ǫ, ǫ) → S

be a continuous map with

h(s, 0) = γ (s), s ∈ [0, l].

h is said to be a broken variation of γ if there exists a partition

0 = s0 < s1 < s2 < · · · < sn−1 < sn = l

of [0, l] such that

h: [si, si+1] × (−ǫ, ǫ) → S, i = 0, 1, . . . , n − 1,

is differentiable. The broken variation is said to be proper if h(0, t) = γ (0),
h(l, t) = γ (l) for every t ∈ (−ǫ, ǫ).

The curves ht(s), s ∈ [0, l], of the variation are now piecewise differen-
tiable curves. The variational vector field V (s) = (∂h/∂t)(s, 0) is a piecewise
differentiable vector field along γ ; that is, V : [0, l] → R3 is a continuous map,
differentiable in each [ti, ti+1]. The broken variation h is said to be orthogonal
if 〈V (s), γ ′(s)〉 = 0, s ∈ [0, l].

In a way entirely analogous to that of Prop. 1 of Sec. 5-4, it is possible
to prove that a piecewise differentiable vector field V along γ gives rise to a
broken variation of γ , the variational field of which is V . Furthermore, if

V (0) = V (l) = 0,

the variation can be chosen to be proper.
Similarly, the function L: (−ǫ, ǫ) → R (the arc length of a curve of the

variation) is defined by

L(t) =
n−1
∑

0

∫ si+1

si

∣

∣

∣

∣

∂h

∂s
(s, t)

∣

∣

∣

∣

ds

=
∫ l

0

∣

∣

∣

∣

∂h

∂s
(s, t)

∣

∣

∣

∣

ds.

By Lemma 1 of Sec. 5-4, each summand of this sum is differentiable in a
neighborhood of 0. Therefore, L is differentiable in (−δ, δ) if δ is sufficiently
small.
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The expression of the second variation of the arc length (L′′(0)), for proper
and orthogonal broken variations, is exactly the same as that obtained in
Prop. 4 of Section 5-4, as may easily be verified. Thus, if V is a piecewise
differentiable vector field along a geodesic γ : [0, l] → S such that

〈V (s), γ ′(s)〉 = 0, S ∈ [0, l], and V (0) = V (l) = 0,

we have

L
′′
V (0) =

∫ l

0

(〈

DV

ds
,

DV

ds

〉

− K(s)〈V (s), V (s)〉
)

ds.

Now let γ : [0, l] → S be a geodesic and let us denote by U the set of
piecewise differentiable vector fields along γ which are orthogonal to γ ; that
is, if V ∈ U, then 〈V (s), γ ′(s)〉 = 0 for all s ∈ [0, l]. Observe that U, with the
natural operations of addition and multiplication by a real number, forms a
vector space. Define a map I : U × U → R by

I (V, W) =
∫ l

0

(〈

DV

ds
,
DW

ds

〉

− K(s)〈V (s), W(s)〉
)

ds,

where V , W ∈ U.
It is immediate to verify that I is a symmetric bilinear map; that is, I is

linear in each variable and I (V, W) = I (W, V ). Therefore, I determines a
quadratic form in U, given by I (V, V ). This quadratic form is called the index
form of γ .

Remark 2. The index form of a geodesic was introduced by M. Morse,
who proved the following result. Let γ (s0) be a conjugate point of γ (0) =
p, relative to the geodesic γ : [0, l] → S, s0 ∈ [0, l]. The multiplicity of the
conjugate point γ (s0) is the dimension of the largest subspace E of Tp(S)

such that (d expp)γ (s0)(u) = 0 for every u ∈ E. The index of a quadratic form
Q: E → R in a vector space E is the maximum dimension of a subspace
L of E such that Q(u) < 0, u ∈ L. With this terminology, the Morse index
theorem is stated as follows: Let γ : [0, l] → S be a geodesic. Then the index
of the quadratic form I of γ is finite, and it is equal to the number of conjugate
points to γ (0) in γ ((0, l]), each one counted with its multiplicity. A proof of
this theorem may be found in J. Milnor, Morse Theory, Annals of Mathematics
Studies, Vol. 51, Princeton University Press, Princeton, N. J., 1963.

For our purposes we need only the following lemma.

LEMMA 2. Let V ∈ U be a Jacobi field along a geodesic γ : [0, l] → S
and W ∈ U. Then

I(V, W) =
〈

DV

ds
(l), W(l)

〉

−
〈

DV

ds
(0), W(0)

〉

.
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Proof. By observing that

d

ds

〈

DV

ds
, W

〉

=
〈

D2V

ds2
, W

〉

+
〈

DV

ds
,
DW

ds

〉

,

we may write I in the form (cf. Remark 4, Sec. 5-4)

I (V, W) =
〈

DV

ds
, W

〉
∣

∣

∣

∣

l

0

−
∫ l

0

(〈

D2V

ds2
+ K(s)V (s), W(s)

〉)

ds.

From the fact that V is a Jacobi field orthogonal to γ , we conclude that the
integrand of the second term is zero. Therefore,

I (V, W) =
〈

DV

ds
(l), W(l)

〉

−
〈

DV

ds
(0), W(0)

〉

. Q.E.D.

We are now in a position to prove:

THEOREM 2 (Jacobi). If we let γ : [0, l] → S be a geodesic of S and
we let γ (s0) ∈ γ ((0, l)) be a point conjugate to γ (0) = p relative to γ , then
there exists a proper broken variation h: [0, l] × (−ǫ, ǫ) → S of γ and a real
number δ > 0, δ ≤ ǫ, such that if t ∈ (−δ, δ), t �= 0, we have L(t) < L(0).

Proof. Since γ (s0) is conjugate to p relative to γ , there exists a Jacobi field
J along γ , not identically zero, with J (0) = J (s0) = 0. By Prop. 4 of Sec. 5-5,
it follows that 〈J (s), γ ′(s)〉 = 0, s ∈ [0, l]. Furthermore, (DJ/ds)(s0) �= 0;
otherwise, J (s) ≡ 0.

Now let Z̄ be a parallel vector field along γ , with Z̄(s0) = −(DJ/ds)(s0),
and f : [0, l] → R be a differentiable function with f (0) = f (l) = 0,
f (s0) = 1. Define Z(s) = f (s)Z̄(s), s ∈ [0, l].

For each real number η > 0, define a vector field Yη along γ by

Yη = J (s) + ηZ(s), s ∈ [0, s0],

= ηZ(s), s ∈ [s0, l].

Yη is a piecewise differentiable vector field orthogonal to γ . Since Yη(0) =
Yη(l) = 0, it gives rise to a proper, orthogonal, broken variation of γ . We shall
compute L′′(0) = I (Yη, Yη).

For the segment of geodesic between 0 and s0, we shall use the bilinearity
of I and Lemma 2 to obtain
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Is0
(Yη, Yη) = Is0

(J + ηZ, J + ηZ)

= Is0
(J, J )+ 2ηIs0

(J, Z)+ η2Is0
(Z, Z)

= 2η

〈

DJ

ds
(s0), Z(s0)

〉

+ η2Is0
(Z, Z)

= −2η

∣

∣

∣

∣

DJ

ds
(s0)

∣

∣

∣

∣

2

+ η2Is0
(Z, Z),

where Is0
indicates that the corresponding integral is taken between 0 and s0.

By using I to denote the integral between 0 and l and noticing that the integral
is additive, we have

I (Yη, Yη) = −2η

∣

∣

∣

∣

DJ

ds
(s0)

∣

∣

∣

∣

2

+ η2I (Z, Z).

Observe now that if η = η0 is sufficiently small, the above expression is
negative. Therefore, by taking Yη0

, we shall obtain a proper broken variation,
with L′′(0) < 0. Since L′(0) = 0, this means that 0 is a point of local max-
imum for L; that is, there exists δ > 0 such that if t ∈ (−δ, δ), t �= 0, then
L(t) < L(0). Q.E.D.

Remark 3. Jacobi’s theorem is a particular case of the Morse index the-
orem, quoted in Remark 2. Actually, the crucial point of the proof of the
index theorem is essentially an extension of the ideas presented in the proof
of Theorem 2.

EXERCISES

1. (Bonnet’s Theorem.) Let S be a complete surface with Gaussian curvature
K ≥ δ > 0. By Exercise 5 of Sec. 5-5, every geodesic γ : [0, ∞) → S has a
point conjugate to γ (0) in the interval (0, π/

√
δ]. Use Jacobi’s theorems to

show that this implies that S is compact and that the diameter p(S) ≤ π/
√

δ

(this gives a new proof of Bonnet’s theorem of Sec. 5-4).

2. (Lines on Complete Surfaces.) A geodesic γ : (−∞, ∞) → S is called a
line if its length realizes the (intrinsic) distance between any two of its
points.

a. Show that through each point of the complete cylinder x2 + y2 = 1 there
passes a line.

b. Assume that S is a complete surface with Gaussian curvature K > 0.
Let γ : (−∞, ∞) → S be a geodesic on S and let J (s) be a Jacobi field
along γ given by 〈J (0), γ ′(0)〉 = 0, |J (0)| = 1, J ′(0) = 0. Choose
an orthonormal basis {e1(0) = γ ′(0), e2(0)} at Tγ (0)(S) and extend it
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by parallel transport along γ to obtain a basis {e1(s), e2(s)} at each
Tγ (0)(S). Show that J (s) = u(s)e2(s) for some function u(s) and that
the Jacobi equation for J is

u′′ + Ku = 0, u(0) = 1, u′(0) = 0. (∗)

c. Extend to the present situation the comparison theorem of part b of
Exercise 3, Sec. 5-5. Use the fact that K > 0 to show that it is possible
to choose ǫ > 0 sufficiently small so that

u(ǫ) > 0, u(−ǫ) > 0, u′(ǫ) < 0, u′(−ǫ) > 0,

where u(s) is a solution of (∗). Compare (∗) with

v′′(s) = 0, v(ǫ) = u(ǫ), v′(ǫ) = u′(ǫ), for s ∈ [ǫ, ∞)

and with

w′′(s) = 0, w(−ǫ) = u(−ǫ), w′(−ǫ) = u′(−ǫ), for s ∈ (−∞, −ǫ]

to conclude that if s0 is sufficiently large, then J (s) has two zeros in the
interval (−s0, s0).

d. Use the above to prove that a complete surface with positive Gaussian
curvature contains no lines.

5-10. Abstract Surfaces; Further Generalizations

In Sec. 5-11, we shall prove a theorem, due to Hilbert, which asserts that there
exists no complete regular surface in R3 with constant negative Gaussian
curvature.

Actually, the theorem is somewhat stronger. To understand the correct
statement and the proof of Hilbert’s theorem, it will be convenient to introduce
the notion of an abstract geometric surface which arises from the following
considerations.

So far the surfaces we have dealt with are subsets S of R3 on which differ-
entiable functions make sense. We defined a tangent plane Tp(S) at each p ∈ S

and developed the differential geometry around p as the study of the varia-
tion of Tp(S). We have, however, observed that all the notions of the intrinsic
geometry (Gaussian curvature, geodesics, completeness, etc.) only depended
on the choice of an inner product on each Tp(S). If we are able to define
abstractly (that is, with no reference to R3) a set S on which differentiable
functions make sense, we might eventually extend the intrinsic geometry to
such sets.

The definition below is an outgrowth of our experience in Chap. 2. Histori-
cally, it took a long time to appear, probably due to the fact that the fundamental
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role of the change of parameters in the definition of a surface in R3 was not
clearly understood.

DEFINITION 1. An abstract surface (differentiable manifold of dimen-
sion 2) is a set S together with a family of one-to-one maps xα: Uα → S of
open sets Uα ⊂ R2 into S such that

1.
⋃

α
xα(Uα) = S.

2. For each pair α, β with xα(Uα) ∩ xβ(Uβ) = W �= φ, we have that
x−1

α (W), x−1
β (W) are open sets in R2, and x−1

β ◦ xα, x−1
α ◦ xβ are

differentiable maps (Fig. 5-46).
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The pair (Uα, xα) with p ∈ xα(Uα) is called a parametrization (or coor-
dinate system) of S around p. xα(Uα) is called a coordinate neighborhood,
and if q = xα(uα, vα) ∈ S, we say that (uα, vα) are the coordinates of q in
this coordinate system. The family {Uα, xα} is called a differentiable structure
for S.

We say that a set V ⊂ S is an open set if x−1
α (V ) is open in R2 for all α.

It follows immediately from condition 2 that the “change of parameters”

x−1
β ◦ xα: x−1

α (W) → x−1
β (W)

is a diffeomorphism.

Remark 1. It is sometimes convenient to add a further axiom to Def. 1
and say that the differentiable structure should be maximal relative to
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conditions 1 and 2. This means that the family {Uα, xα} is not properly
contained in any other family of coordinate neighborhoods satisfying con-
ditions 1 and 2.

Acomparison of the above definition with the definition of a regular surface
in R3 (Sec. 2-2, Def. 1) shows that the main point is to include the law of change
of parameters (which is a theorem for surfaces in R3, cf. Sec. 2-3, Prop. 1) in
the definition of an abstract surface. Since this was the property which allowed
us to define differentiable functions on surfaces in R3 (Sec. 2-3, Def. 1), we
may set

DEFINITION 2. Let S1 and S2 be abstract surfaces. A map ϕ: S1 →
S2 is differentiable at p ∈ S1 if given a parametrization y: V ⊂ R2 → S2

around ϕ(p) there exists a parametrization x: U ⊂ R2 → S1 around p such
that ϕ(x(U)) ⊂ y(V) and the map

y−1 ◦ ϕ ◦ x: U ⊂ R2 → R2 (1)

is differentiable at x−1(p). ϕ is differentiable on S1 if it is differentiable at
every p ∈ S1 (Fig. 5-47).

It is clear, by condition 2, that this definition does not depend on the
choices of the parametrizations. The map (1) is called the expression of ϕ in
the parametrizations x, y.
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p
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V

φ

Figure 5-47
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Thus, on an abstract surface it makes sense to talk about differentiable
functions, and we have given the first step toward the generalization of intrinsic
geometry.

Example 1. Let S2 = {(x, y, z) ∈ R3; x2 + y2 + z2 = 1} be the unit
sphere and let A: S2 → S2 be the antipodal map; i.e., A(x, y, z) =
(−x, −y, −z). Let P 2 be the set obtained from S2 by identifying p with
A(p) and denote by π : S2 → P 2 the natural map π(p) = {p, A(p)}. Cover
S2 with parametrizations xα: Uα → S2 such that xα(Uα) ∩ A ◦ xα(Uα) = φ.
From the fact that S2 is a regular surface and A is a diffeomorphism, it fol-
lows that P 2 together with the family {Uα, π ◦ xα} is an abstract surface, to be
denoted again by P 2. P 2 is called the real projective plane.

Example 2. Let T ⊂ R3 be a torus of revolution (Sec. 2-2, Example 4)
with center in (0, 0, 0) ∈ R3 and Jet A: T → T be defined by A(x, y, z) =
(−x, −y, −z) (Fig. 5-48). Let K be the quotient space of T by the equivalence
relation p ∼ A(p) and denote by π : T → K the map π(p) = {p, A(p)}.
Cover T with parametrizations xα: Uα → T such that xα(Uα) ∩ A ◦ xα(Uα) =
φ. As before, it is possible to prove that K with the family {Uα, π ◦ xα} is an
abstract surface, which is called the Klein bottle.

A ( p)

p

Figure 5-48

Now we need to associate a tangent plane to each point of an abstract
surface S. It is again convenient to use our experience with surfaces in R3

(Sec. 2-4). There the tangent plane was the set of tangent vectors at a point, a
tangent vector at a point being defined as the velocity at that point of a curve
on the surface. Thus, we must define what the tangent vector of a curve on an
abstract surface is. Since we do not have the support of R3, we must search
for a characteristic property of tangent vectors to curves which is independent
of R3.

The following considerations will motivate the definition to be given below.
Let α: (−ǫ, ǫ) → R2 be a differentiable curve in R2, with α(0) = p. Write
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α(t) = (u(t), v(t)), t ∈ (−ǫ, ǫ), and α′(0) = (u′(0), v′(0)) = w. Let f be a
differentiable function defined in a neighborhood of p. We can restrict f to α

and write the directional derivative of f relative to w as follows:

d(f ◦ α)

dt

∣

∣

∣

∣

t=0

=
(

∂f

∂u

du

dt
+

∂f

∂v

dv

dt

)
∣

∣

∣

∣

t=0

=
{

u′(0)
∂

∂u
+ v′(0)

∂

∂v

}

f.

Thus, the directional derivative in the direction of the vector w is an operator
on differentiable functions which depends only on w. This is the characteristic
property of tangent vectors that we were looking for.

DEFINITION 3. A differentiable map α: (−ǫ, ǫ) → S is called a curve
on S. Assume that α(0) = p and let D be the set of functions on S which are
differentiable at p. The tangent vector to the curve α at t = 0 is the function
α′(0): D → R given by

α′(0)(f ) =
d(f ◦ α)

dt

∣

∣

∣

∣

t=0

, f ∈ D.

A tangent vector at a point p ∈ S is the tangent vector at t = 0 of some curve
α: (−ǫ, ǫ) → S with α(0) = p.

By choosing a parametrization x: U → S around p = x(0, 0) we may
express both the function f and the curve α in x by f (u, v) and (u(t), v(t)),
respectively. Therefore,

α′(0)(f ) =
d

dt
(f ◦ α)

∣

∣

∣

∣

t=0

=
d

dt
(f (u(t), v(t)))

∣

∣

∣

∣

t=0

= u′(0)

(

∂f

∂u

)

0

+ v′(0)

(

∂f

∂v

)

0

=
{

u′(0)

(

∂

∂u

)

0

+ v′(0)

(

∂

∂v

)

0

}

(f ).

This suggests, given coordinates (u, v) around p, that we denote by (∂/∂u)0

the tangent vector at p which maps a function f into (∂f/∂u)0; a similar
meaning will be attached to the symbol (∂/∂v)0. We remark that (∂/∂u)0,
(∂/∂v)0 may be interpreted as the tangent vectors at p of the “coordinate
curves”

u → x(u, 0), v → x(0, v),

respectively (Fig. 5-49).
From the above, it follows that the set of tangent vectors at p, with the usual

operations for functions, is a two-dimensional vector space Tp(S) to be called
the tangent space of S at p. It is also clear that the choice of a parametrization
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v

v = v
0

u = u
0

q

u

x

x(u
0
,v)

x(u,v
0
)

x(q)

0

∂

∂v

∂

∂u

Figure 5-49

x: U → S around p determines an associated basis {(∂/∂u)q, (∂/∂v)q} of
Tq(S) for any q ∈ x(U).

With the notion of tangent space, we can extend to abstract surfaces the
definition of differential.

DEFINITION 4. Let S1 and S2 be abstract surfaces and let ϕ: S1 → S2

be a differentiable map. For each p ∈ S1 and each w ∈ Tp(S1), consider a dif-
ferentiable curve α: (−ǫ, ǫ) → S1, with α(0) = p, α′(0) = w. Set β = ϕ ◦ α.
The map dϕp: Tp(S1) → Tp(S2) given by dϕp(w) = β ′(0) is a well-defined
linear map, called the differential of ϕ at p.

The proof that dϕp is well defined and linear is exactly the same as the
proof of Prop. 2 in Sec. 2-4.

We are now in a position to take the final step in our generalization of the
intrinsic geometry.

DEFINITION 5. A geometric surface (Riemannian manifold of dimen-
sion 2) is an abstract surface S together with the choice of an inner product
〈 , 〉p at each Tp(S), p ∈ S, which varies differentiably with p in the follow-
ing sense. For some (and hence all) parametrization x: U → S around p, the
functions

E(u, v) =
〈

∂

∂u
,

∂

∂u

〉

, F(u, v) =
〈

∂

∂u
,

∂

∂v

〉

, G(u, v) =
〈

∂

∂v
,

∂

∂v

〉

are differentiable functions in U. The inner product 〈 , 〉 is often called a
(Riemannian) metric on S.

It is now a simple matter to extend to geometric surfaces the notions of the
intrinsic geometry. Indeed, with the functions E, F , G we define Christoffel
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symbols for S by system 2 of Sec. 4-3. Since the notions of intrinsic geometry
were all defined in terms of the Christoffel symbols, they can now be defined
in S.

Thus, covariant derivatives of vector fields along curves are given by
Eq. (1) of Sec. 4-4. The existence of parallel transport follows from Prop. 2 of
Sec. 4-4, and a geodesic is a curve such that the field of its tangent vectors has
zero covariant derivative. Gaussian curvature can be either defined by Eq. (5)
of Sec. 4-3 or in terms of the parallel transport, as in done in Sec. 4-5.

That this brings into play some new and interesting objects can be seen
by the following considerations. We shall start with an example related to
Hilbert’s theorem.

Example 3. Let S = R2 be a plane with coordinates (u, v) and define an
inner product at each point q = (u, v) ∈ R2 by setting

〈

∂

∂u
,

∂

∂u

〉

q

= E = 1,

〈

∂

∂u
,

∂

∂v

〉

q

= F = 0,

〈

∂

∂v
,

∂

∂v

〉

q

= G = e2u.

R2 with this inner product is a geometric surface H called the hyperbolic
plane. The geometry of H is different from the usual geometry of R2. For
instance, the curvature of H is (Sec. 4-3, Exercise 1)

K = −
1

2
√

EG

{(

Ev√
EG

)

v

+
(

Gu√
EG

)

u

}

= −
1

2eu

(

2e2u

eu

)

u

= −1.

Actually the geometry of H is an exact model for the non-Euclidean geometry
of Lobachewski, in which all the axioms of Euclid, except the axiom of par-
allels, are assumed (cf. Sec. 4-5). To make this point clear, we shall compute
the geodesics of H .

If we look at the differential equations for the geodesics when E = 1,
F = 0 (Sec. 4-6, Exercise 2), we see immediately that the curves v = const.
are geodesics. To find the other ones, it is convenient to define a map

φ: H → R2
+ = {(x, y) ∈ R2; y > 0}

by φ(u, v) = (v, e−u). It is easily seen that φ is differentiable and, since y > 0,
that it has a differentiable inverse. Thus, φ is a diffeomorphism, and we can
induce an inner product in R2

+ by setting

〈dφ(w1), dφ(w2)〉φ(q) = 〈w1, w2〉q .

To compute this inner product, we observe that

∂

∂x
=

∂

∂v
,

∂

∂y
= −eu

∂

∂u
,



5-10. Abstract Surfaces; Further Generalizations 437

hence,
〈

∂

∂x
,

∂

∂x

〉

= e2u =
1

y2
,

〈

∂

∂x
,

∂

∂y

〉

= 0,

〈

∂

∂y
,

∂

∂y

〉

=
1

y2
.

R2
+ with this inner product is isometric to H , and it is sometimes called the

Poincaré half-plane.
To determine the geodesics of H , we work with the Poincaré half-plane

and make two further coordinate changes.
First, fix a point (x0, 0) and set (Fig. 5-50)

x − x0 = ρ cos θ, y = ρ sin θ,

p

γ

x
0

ρ

θ

Parallels to
γ through p

Figure 5-50

0 < θ < π , 0 < ρ < +∞. This is a diffeomorphism of R2
+ into itself, and

〈

∂

∂ρ
,

∂

∂ρ

〉

=
1

ρ2 sin2
θ
,

〈

∂

∂ρ
,

∂

∂θ

〉

= 0,

〈

∂

∂θ
,

∂

∂θ

〉

=
1

sin2
θ
.

Next, consider the diffeomorphism of R2
+ given by (we want to change θ into

a parameter that measures the arc length along ρ = const.)

ρ1 = ρ, θ1 =
∫ θ

0

1

sin θ
dθ,

which yields
〈

∂

∂ρ1

,
∂

∂ρ1

〉

=
1

ρ2
1 sin2

θ
,

〈

∂

∂ρ1

,
∂

∂θ1

〉

= 0,

〈

∂

∂θ1

,
∂

∂θ1

〉

= 1.
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By looking again at the differential equations for the geodesics (F = 0,
G = 1), we see that ρ1 = ρ = const. are geodesics. (Another way of finding
the geodesics of R2

+ is given in Exercise 8.)
Collecting our observations, we conclude that the lines and the half-circles

which are perpendicular to the axis y > 0 are geodesics of the Poincaré half-
plane R2

+. These are all the geodesics of R2
+, since through each point q ∈ R2

+
and each direction issuing from q there passes either a circle tangent to that line
and normal to the axis y = 0 or a vertical line (when the direction is vertical).

The geometric surface R2
+ is complete; that is, geodesics can be defined

for all values of the parameter. The proof of this fact will be left as an exercise
(Exercise 7; cf. also Exercise 6).

It is now easy to see, if we define a straight line of R2
+ to be a geodesic, that

all the axioms of Euclid but the axiom of parallels hold true in this geometry.
The axiom of parallels in the Euclidean plane P asserts that from a point not
in a straight line r ⊂ P one can draw a unique straight line r ′ ⊂ P that does
not meet r . Actually, in R2

+, from a point not in a geodesic γ we can draw an
infinite number of geodesics which do not meet γ .

The question then arises whether such a surface can be found as a regular
surface in R3. The natural context for this question is the following definition.

DEFINITION 6. A differentiable map ϕ: S → R3 of an abstract surface
S into R3 is an immersion if the differential dϕp: Tp(S) → Tp(R3) is injective.
If, in addition, S has a metric 〈 , 〉 and

〈dϕp(v), dϕp(w)〉ϕ(p) = 〈v, w〉p, v, w ∈ Tp(S),

ϕ is said to be an isometric immersion.

Notice that the first inner product in the above relation is the usual inner
product of R3, whereas the second one is the given Riemannian metric on S.
This means that in an isometric immersion, the metric “induced” by R3 on S

agrees with the given metric on S.
Hilbert’s theorem, to be proved in Sec. 5-11, states that there is no isometric

immersion into R3 of the complete hyperbolic plane. In particular, one cannot
find a model of the geometry of Lobachewski as a regular surface in R3.

Actually, there is no need to restrict ourselves to R3. The above definition
of isometric immersion makes perfect sense when we replace R3 by R4 or,
for that matter, by an arbitrary Rn. Thus, we can broaden our initial question,
and ask: For what values of n is there an isometric immersion of the complete
hyperbolic plane into Rn? Hilbert’s theorem say that n ≥ 4. As far as we know,
the case n = 4 is still unsettled.

Thus, the introduction of abstract surfaces brings in new objects and
illuminates our view of important questions.

In the rest of this section, we shall explore in more detail some of the ideas
just introduced and shall show how they lead naturally to further important
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generalizations. This part will not be needed for the understanding of the next
section.

Let us look into further examples.

Example 4. Let R2 be a plane with coordinates (x, y) and Tm,n: R2 →
R2 be the map (translation) Tm,n(x, y) = (x + m, y + n), where m and n are
integers. Define an equivalence relation in R2 by (x, y) ∼ (x1, y1) if there exist
integers m, n such that Tm,n(x, y) = (x1, y1). Let T be the quotient space of
R2 by this equivalence relation, and let π : R2 → T be the natural projection
map π(x, y) = {Tm,n(xy); all integers m, n}. Thus, in each open unit square
whose vertices have integer coordinates, there is only one representative of
T , and T may be thought of as a closed square with opposite sides identified.
(See Fig. 5-51. Notice that all points of R2 denoted by x represent the same
point p in T .)

Let iα: Uα ⊂ R2 → R2 be a family of parametrizations of R2, where iα
is the identity map, such that Uα ∩ Tm,n(Uα) = φ for all m, n. Since Tm,n is a
diffeomorphism, it is easily checked that the family (Uα, π ◦ iα) is a differ-
entiable structure for T . T is called a (differentiable) torus. From the very

x

T
p

π

0

y

Figure 5-51. The torus.
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definition of the differentiable structure on T , π : R2 → T is a differentiable
map and a local diffeomorphism (the construction made in Fig. 5-51 indicates
that T is diffeomorphic to the standard torus in R3).

Now notice that Tm,n is an isometry of R2 and introduce a geomet-
ric (Riemannian) structure on T as follows. Let p ∈ T and v ∈ Tp(T ).
Let q1, q2 ∈ R2 and w1, w2 ∈ R2 be such that π(q1) = π(q2) = p and
dπq1

(w1) = dπq2
(w2) = v. Then q1 ∼ q2; hence, there exists Tm,n such that

Tm,n(q1) = q2, d(Tm,n)q1
(w1) = w2. Since Tm,n is an isometry, |w1| = |w2|.

Now, define the length of v in Tp(T ) by |v| = |dπq(w1)| = |w1|. By what
we have seen. this is well defined. Clearly this gives rise to an inner product
〈 , 〉p, on Tp(T ) for each p ∈ T . Since this is essentially the inner product of
R2 and π is a local diffeomorphism, 〈 , 〉p, varies differentiably with p.

Observe that the coefficients of the first fundamental form of T , in any of
the parametrizations of the family {Uα, π ◦ iα} are E = G = 1, F = 0. Thus,
this torus behaves locally like a Euclidean space. For instance, its Gaussian
curvature is identically zero (cf. Exercise 1, Sec. 4-3). This accounts for
the name flat torus, which is usually given to T with the inner product just
described.

Clearly the flat torus cannot be isometrically immersed in R3, since, by
compactness, it would have a point of positive curvature (cf. Exercise 16,
Sec. 3-3, or Lemma 2, Sec. 5-2). However, it can be isometrically immersed
in R4.

In fact, let F : R2 → R4 be given by

F(x, y) =
1

2π
(cos 2πx, sin 2πx, cos 2πy, sin 2πy).

Since F(x + m, y + n) = F(x, y) for all m, n, we can define a map ϕ: T →
R4 by ϕ(p) = F(q), where q ∈ π−1(p). Clearly, ϕ ◦ π = F , and since π :
R2 → T is a local diffeomorphism, ϕ is differentiable. Furthermore, the rank
of dϕ is equal to the rank of dF , which is easily computed to be 2. Thus, ϕ is
an immersion. To see that the immersion is isometric, we first observe that if
e1 = (1, 0), e2 = (0, 1) are the vectors of the canonical basis in R2, the vectors
dπq(e1) = f1, dπq(e2) = f2, q ∈ R2, form a basis for Tπ(q)(T ). By definition
of the inner product on T , 〈fi, fj 〉 = 〈ei, ej 〉, i, j = 1, 2. Next, we compute

∂F

∂x
= dF(e1) = (− sin 2πx, cos 2πx, 0, 0),

∂F

∂y
= dF(e2) = (0, 0, − sin 2πy, cos 2πy),

and obtain that

〈dF(ei), dF(ej )〉 = 〈ei, ej 〉 = 〈fi, fj 〉.
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Thus,

〈dϕ(fi), dϕ(fj )〉 = 〈dϕ(dπ(ei)), dϕ(dπ(ej ))〉 = 〈fi, fj 〉.

It follows that ϕ is an isometric immersion, as we had asserted.

It should be remarked that the image ϕ(S) of an immersion ϕ: S → Rn may
have self-intersections. In the previous example, ϕ: T → R4 is one-to-one,
and furthermore ϕ is a homeomorphism onto its image.It is convenient to use
the following terminology.

DEFINITION 7. Let S be an abstract surface. A differentiable map
ϕ: S → Rn is an embedding if ϕ is an immersion and a homeomorphism
onto its image.

For instance, a regular surface in R3 can be characterized as the image of
an abstract surface S by an embedding ϕ: S → R3. This means that only those
abstract surfaces which can be embedded in R3 could have been detected in
our previous study of regular surfaces in R3. That this is a serious restriction
can be seen by the example below.

Example 5. We first remark that the definition of orientability (cf. Sec. 2-6,
Def. 1) can be extended, without changing a single word, to abstract surfaces.
Now consider the real projective plane P 2 of Example 1. We claim that P 2 is
nonorientable.

To prove this, we first make the following general observation. Whenever
an abstract surface S contains an open set M diffeomorphic to a Möbius strip
(Sec. 2-6, Example 3), it is nonorientable. Otherwise, there exists a family
of parametrizations covering S with the property that all coordinate changes
have positive Jacobian; the restriction of such a family to M will induce an
orientation on M which is a contradiction.

Now, P 2 is obtained from the sphere S2 by identifying antipodal points.
Consider on S2 a thin strip B made up of open segments of meridians whose
centers lay on half an equator (Fig. 5-52). Under identification of antipo-
dal points, B clearly becomes an open Möbius strip in P 2. Thus, P 2 is
nonorientable.

Figure 5.52. The projective plane contains a

Möbius strip.
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By a similar argument, it can be shown that the Klein bottle K of Example 2
is also nonorientable. In general, whenever a regular surface S ⊂ R3 is sym-
metric relative to the origin of R3, identification of symmetric points gives rise
to a nonorientable abstract surface.

It can be proved that a compact regular surface in R3 is orientable (cf.
Remark 2, Sec. 2-7). Thus, P 2 and K cannot be embedded in R3, and the same
happens to the compact nonorientable surfaces generated as above. Thus, we
miss quite a number of surfaces in R3.

P 2 and K can, however, be embedded in R4. For the Klein bottle K ,
consider the map G: R2 → R4 given by

G(u, v) =
(

(r cos v + a) cos u, (r cos v + a) sin u,

r sin v cos
u

2
, r sin v sin

u

2

)

.

Notice that G(u, v) = G(u + 2mπ, 2nπ − v), where m and n are integers.
Thus, G induces a map ψ of the space obtained from the square

[0, 2π ] × [0, 2π ] ⊂ R2

by first reflecting one of its sides in the center of this side and then identifying
opposite sides (see Fig. 5-53). That this is the Klein bottle, as defined in
Example 2, can be seen by throwing away an open half of the torus in which
antipodal points are being identified and observing that both processes lead to
the same surface (Fig. 5-53).

Klein bottle

immersed in R3

with self-intersections

Figure 5-53
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Thus, ψ is a map of K into R4. Observe further that

G(u + 4mπ, v + 2mπ) = G(u, v).

It follows that G = ψ ◦ π1 ◦ π , where π : R2 → T is essentially the natural
projection on the torus T (cf. Example 4) and π1: T → K corresponds to
identifying “antipodal” points in T . By the definition of the differentiable
structures on T and K , π and π1 are local diffeomorphisms. Thus, ψ : K → R4

is differentiable, and the rank of dψ is the same as the rank of dG. The latter
is easily computed to be 2; hence, ψ is an immersion. Since K is compact and
ψ is one-to-one, ψ−1 is easily seen to be continuous in ϕ(K). Thus, ψ is an
embedding, as we wished.

For the projective plane P 2, consider the map F : R3 → R4 given by

F(x, y, z) = (x2 − y2, xy, xz, yz).

Let S2 ⊂ R3 be the unit sphere with center in the origin of R3. It is clear that
the restriction ϕ = F/S2 is such that ϕ(p) = ϕ(−p). Thus, ϕ induces a map

ϕ̃: P 2 → R4 by ϕ̃({p, −p}) = ϕ(p).

To see that ϕ (hence, ϕ̃) is an immersion, consider the parametrization x
of S2 given by x(x, y) = (x, y,+

√

1 − x2 − y2, where x2 + y2 ≤ 1. Then

ϕ ◦ x(x, y) = (x2 − y2, xy, xD, yD), D =
√

1 − x2 − y2.

It is easily checked that the matrix of d(ϕ ◦ x) has rank 2. Thus, ϕ̃ is an
immersion.

To see that ϕ̃ is one-to-one, set

x2 − y2 = a, xy = b, xz = c, yz = d. (2)

It suffices to show that, under the condition x2 + y2 + z2 = 1, the above equa-
tions have only two solutions which are of the form (x, y, z) and (−x, −y, −z).
In fact, we can write

x2d = bc, y2c = bd ,

z2b = cd , x2 − y2 = a,

x2 + y2 + z2 = 1

(3)

where the first three equations come from the last three equations of (2).
Now, if one of the numbers b, c, d is nonzero, the equations in (3) will

give x2, y2, and z2, and the equations in (2) will determine the sign of two
coordinates, once given the sign of the remaining one. If b = c = d = 0, the
equations in (2) and the last equation of (3) show that exactly two coordinates
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will be zero, the remaining one being ±1. In any case, the solutions have the
required form, and ϕ̃ is one-to-one.

By compactness, ϕ is an embedding, and that concludes the example.

If we look back to the definition of abstract surface, we see that the number 2
has played no essential role. Thus, we can extend that definition to an arbitrary
n and, as we shall see presently, this may be useful.

DEFINITION 1a. A differentiable manifold of dimension n is a set M
together with a family of one-to-one maps xα: Uα → M of open sets Uα ⊂ Rn

into M such that

1.
⋃

α

xα(Uα) = M.

2. For each pair α, β with xα(Uα) ∩ xβ(Uβ) = W �= φ, we have that
x−1

α (W), x−1
β (W) are open sets in Rn and that x−1

β ◦ xα, x−1
α ◦ xβ are

differentiable maps.

3. The family {Uα, xα} is maximal relative to conditions 1 and 2.

A family {Uα, xα} satisfying conditions 1 and 2 is called a differentiable
structure on M . Given a differentiable structure on M we can easily complete
it into a maximal one by adding to it all possible parametrizations that, together
with some parametrization of the family {Uα, xα}, satisfy condition 2. Thus,
with some abuse of language, we may say that a differentiable manifold is a
set together with a differentiable structure.

Remark. A family of open sets can be defined in M by the following
requirement: V ⊂ M is an open set if for every α, x−1

α (V ∩ xα(Uα)) is an
open set in Rn. The readers with some knowledge of point set topology will
notice that such a family defines a natural topology on M . In this topology,
the maps xα are continuous and the sets xα(Uα) are open in M . In some deeper
theorems on manifolds, it is necessary to impose some conditions on the
natural topology of M .

The definitions of differentiable maps and tangent vector carry over, word
by word, to differentiable manifolds. Of course, the tangent space is now an
n-dimensional vector space. The definitions of differential and orientability
also extend straightforwardly to the present situation.

In the following example we shall show how questions on two-dimensional
manifolds lead naturally into the consideration of higher-dimensional mani-
folds.

Example 6. (The Tangent Bundle). Let S be an abstract surface and let
T (S) = {(p, w), p ∈ S, w ∈ Tp(S)}. We shall show that the set T (S) can be
given a differentiable structure (of dimension 4) to be called the tangent bundle
of S.
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Let {Uα, xα} be a differentiable structure for S. We shall denote by (uα, vα)

the coordinates of Uα, and by {∂/∂uα, ∂/∂vα} the associated bases in the
tangent planes of xα(Uα). For each α, define a map yα: Uα × R2 → T (S) by

yα(uα, vα, x, y) =
(

xα(uα, vα), x
∂

∂uα

+ y
∂

∂vα

)

, (x, y) ∈ R2.

Geometrically, this means that we shall take as coordinates of a point
(p, w) ∈ T (S) the coordinates uα, vα of p plus the coordinates of w in the
basis {∂/∂uα, ∂/∂vα}.

We shall show that {Uα × R2, yα} is a differentiable structure for T (S).
Since

⋃

α
xα(Uα) = S and (dxα)q(R

2) = Txα(q)(S), q ∈ Uα, we have that

⋃

α

yα(Uα × R2) = T (S),

and that verifies condition 1 of Def. 1a. Now let

(p, w) ∈ yα(Uα × R2) ∩ yβ(Uβ × R2).

Then
(p, w) = (xα(qα), dxα(wα)) = (yβ(qβ), dxβ(wβ)),

where qα ∈ Uα, qβ ∈ Uβ , wα, wβ ∈ R2. Thus,

y−1
β ◦ yα(qα, wα) = y−1

β (xα(qα), dxα(wα))

= ((x−1
β ◦ xα)(qα), d(x−1

β ◦ xα)(wα)).

Since x−1
β ◦ xα is differentiable, so is d(x−1

β ◦ xα). It follows that y−1
β ◦ yα is

differentiable, and that verifies condition 2 of Def. 1a.
The tangent bundle of S is the natural space to work with when one is

dealing with second-order differential equations on S. For instance, the equa-
tions of a geodesic on a geometric surface S can be written, in a coordinate
neighborhood, as (cf. Sec. 4-7)

u′′ = f1(u, v, u′, v′),

v′′ = f2(u, v, u′, v′).

The classical “trick” of introducing new variables x = u′, y = v′ to reduce the
above to the first-order system

x ′ = f1(u, v, x, y),

y ′ = f2(u, v, x, y),

u′ = f3(u, v, x, y),

v′ = f4(u, v, x, y)

(4)
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may be interpreted as bringing into consideration the tangent bundle T (S),
with coordinates (u, v, x, y) and as looking upon the geodesics as trajectories
of a vector field given locally in T (S) by (4). It can be shown that such a
vector field is well defined in the entire T (S); that is, in the intersection of two
coordinate neighborhoods, the vector fields given by (4) agree. This field (or
rather its trajectories) is called the geodesic flow on T (S). It is a very natural
object to work with when studying global properties of the geodesics on S.

By looking back to Sec. 4-7, it will be noticed that we have used, in
a disguised form, the manifold T (S). Since we were interested only in local
properties, we could get along with a coordinate neighborhood (which is essen-
tially an open set of R4). However, even this local work becomes neater when
the notion of tangent bundle is brought into consideration.

Of course, we can also define the tangent bundle of an arbitrary n-
dimensional manifold. Except for notation, the details are the same and will
be left as an exercise.

We can also extend the definition of a geometric surface to an arbitrary
dimension.

DEFINITION 5a. A Riemannian manifold is an n-dimensional differen-
tiable manifold M together with a choice, for each p ∈ M, of an inner product
〈 , 〉p in Tp(M) that varies differentiably with p in the following sense. For
some (hence, all) parametrization xα: Uα → M with p ∈ xα(Uα), the functions

gij(u1 . . . , un) =
〈

∂

∂ui

,
∂

∂uj

〉

, i, j = 1, . . . , n,

are differentiable at x−1
α (p); here (u1, . . . , un) are the coordinates of Uα ⊂ Rn.

The differentiable family {〈 〉p, p ∈ M} is called a Riemannian structure
(or Riemannian metric) for M .

Notice that in the case of surfaces we have used the traditional notation
g11 = E, g12 = g21 = F , g22 = G.

The extension of the notions of the intrinsic geometry to Riemannian
manifolds is not so straightforward as in the case of differentiable manifolds.

First, we must define a notion of covariant derivative for Riemannian
manifolds. For this, let x: U → M be a parametrization with coordinates
(u1, . . . , un) and set xi = ∂/∂ui . Thus, gij = 〈xi, xj 〉.

We want to define the covariant derivative Dwv of a vector field v relative
to a vector field w. We would like Dwv to have the properties we are used
to and that have shown themselves to be effective in the past. First, it should
have the distributive properties of the old covariant derivative. Thus, if u, v,
w are vector fields on M and f , g are differentiable functions on M , we want

Df u+gw(v) = fDuv + gDwv, (5)
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Du(f v + gw) = fDuv +
∂f

∂u
v + gDuw +

∂g

∂u
w, (6)

where ∂f/∂u, for instance, is a function whose value at p ∈ M is the derivative
(f ◦ α)′(0) of the restriction of f to a curve α: (−ǫ, ǫ) → M , α(0) = p,
α′(0) = u.

Equations (5) and (6) show that the covariant derivative D is entirely
determined once we know its values on the basis vectors

Dxi
xj =

n
∑

k=1

Ŵk
ij xk, i, j, k = 1, . . . , n,

where the coefficients Ŵk
ij arc functions yet to be determined.

Second, we want the Ŵk
ij to be symmetric in i and j (Ŵk

ij = Ŵk
ji); that is,

Dxi
xj = Dxj

xi for all i, j. (7)

Third, we want the law of products to hold; that is,

∂

∂uk

〈xi, xj 〉 = 〈Dxk
xi, xj 〉 + 〈xi, Dxk

xj 〉. (8)

From Eqs. (7) and (8), it follows that

∂

∂uk

〈xixj 〉 +
∂

∂ui

〈xj , xk〉 −
∂

∂uj

〈xk, xi〉 = 2〈Dxi
xk, xj 〉,

or, equivalently,

∂

∂uk

gij +
∂

∂ui

gjk −
∂

∂uj

gki = 2
∑

i

Ŵi
ikgij .

Since det(gij ) �= 0, we can solve the last system, and obtain the Ŵk
ij as

functions of the Riemannian metric gij and its derivatives (the reader should
compare the system above with system (2) of Sec. 4-3). If we think of gij as
a matrix and write its inverse as gij , the solution of the above system is

Ŵk
ij =

1

2

∑

l

gkl

(

∂gil

∂uj

+
∂gj l

∂ui

−
∂gij

∂ul

)

.

Thus, given a Riemannian structure for M, there exists a unique covari-
ant derivative on M (also called the Levi-Civita connection of the given
Riemannian structure) satisfying Eqs. (5)–(8).

Starting from the covariant derivative, we can define parallel transport,
geodesics, geodesic curvature, the exponential map, completeness, etc.
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The definitions are exactly the same as those we have given previously. The
notion of curvature, however, requires more elaboration. The following con-
cept, due to Riemann, is probably the best analogue in Riemannian geometry
of the Gaussian curvature.

Let p ∈ M and let σ ⊂ Tp(M) be a two-dimensional subspace of the tan-
gent space Tp(M). Consider all those geodesics of M that start from p and are
tangent to σ . From the fact that the exponential map is a local diffeomorphism
at the origin of Tp(M), it can be shown that small segments of such geodesics
make up an abstract surface S containing p. S has a natural geometric structure
induced by the Riemannian structure of M . The Gaussian curvature of S at p

is called the sectional curvature K(p, σ) of M at p along σ .
It is possible to formalize the sectional curvature in terms of the Levi-Civita

connection but that is too technical to be described here. We shall only mention
that most of the theorems in this chapter can be posed as natural questions in
Riemannian geometry. Some of them are true with little or no modification
of the given proofs. (The Hopf-Rinow theorem, the Bonnet theorem, the first
Hadamard theorem, and the Jacobi theorems are all in this class.) Some oth-
ers, however, require further assumptions to hold true (the second Hadamard
theorem, for instance) and were seeds for further developments.

A full development of the above ideas would lead us into the realm of
Riemannian geometry. We must stop here and refer the reader to the
bibliography at the end of the book.

EXERCISES

1. Introduce a metric on the projective plane P 2 (cf. Example 1) so that the
natural projection π : S2 → P 2 is a local isometry. What is the (Gaussian)
curvature of such a metric?

2. (The Infinite Möbius Strip.) Let

C = {(x, y, z) ∈ R3; x2 + y2 = 1}

be a cylinder and A: C → C be the map (the antipodal map) A(x, y, z) =
(−x, −y, −z). Let M be the quotient of C by the equivalence relation
p ∼ A(p), and let π : C → M be the map π(p) = {p, A(p)}, p ∈ C.

a. Show that M can be given a differentiable structure so that π is a local
diffeomorphism (M is then called the infinite Möbius strip).

b. Prove that M is nonorientable.

c. Introduce on M a Riemannian metric so that π is a local isometry.
What is the curvature of such a metric?

3. a. Show that the projection π : S2 → P 2 from the sphere onto the pro-
jective plane has the following properties: (1) π is continuous and
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π(S2) = P 2; (2) each point p ∈ P 2 has a neighborhood U such that
π−1(U) = V1 ∪ V2, where V1 and V2 are disjoint open subsets of S2,
and the restriction of π to each Vi , i = 1, 2, is a homeomorphism onto
U . Thus, π satisfies formally the conditions for a covering map (see
Sec. 5-6, Def. 1) with two sheets. Because of this, we say that S2 is an
orientable double covering of P 2.

b. Show that, in this sense, the torus T is an orientable double covering of
the Klein bottle K (cf. Example 2) and that the cylinder is an orientable
double covering of the infinite Möbius strip (cf. Exercise 2).

4. (The Orientable Double Covering). This exercise gives a general con-
struction for the orientable double covering of a nonorientable surface.
Let S be an abstract, connected, nonorientable surface. For each p ∈ S,
consider the set B of all bases of Tp(S) and call two bases equivalent if
they are related by a matrix with positive determinant. This is clearly an
equivalence relation and divides B into two disjoint sets (cf. Sec. 1-4).
Let Op be the quotient space of B by this equivalence relation. Op has
two elements, and each element Op ∈ Op is an orientation of Tp(S) (cf.
Sec. 1-4).Let S̃ be the set

S̃ = {(p, Op); p ∈ S; Op ∈ Op}.

To give S̃ a differentiable structure, let {Uα, xα} be the maximal
differentiable structure of S and define x̃α: Uα → S̃ by

x̃α(uα, vα) =
(

xα(uα, vα),

[

∂

∂uα

,
∂

∂vα

])

,

where (uα, vα) ∈ Uα and [∂/∂uα, ∂/∂vα] denotes the element of Op

determined by the basis {∂/∂uα, ∂/∂vα}. Show that

a. {Uα, x̃α} is a differentiable structure on S̃ and that S̃ with such a
differentiable structure is an orientable surface.

b. The map π : S̃ → S given by π(p, Op) = p is a differentiable surjec-
tive map. Furthermore, each point p ∈ S has a neighborhood U such
that π−1(U) = V1 ∪ V2, where V1 and V2 are disjoint open subsets of
S̃ and π restricted to each Vi , i = 1, 2, is a diffeomorphism onto U .
Because of this, S̃ is called an orientable double covering of S.

5. Extend the Gauss-Bonnet theorem (see Sec. 4-5) to orientable geometric
surfaces and apply it to prove the following facts:

a. There is no Riemannian metric on an abstract surface T diffeomorphic
to a torus such that its curvature is positive (or negative) at all points
of T .
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b. Let T and S2 be abstract surfaces diffeomorphic to the torus and the
sphere, respectively, and let ϕ: T → S2 be a differentiable map. Then
ϕ has at least one critical point, i.e., a point p ∈ T such that
det(dϕp) = 0.

6. Consider the upper half-plane R2
+ (cf. Example 3) with the metric

E(x, y) = 1, F (x, y) = 0, G(x, y) =
1

y
, (x, y) ∈ R2

+.

Show that the lengths of vectors become arbitrarily large as we approach
the boundary of R2

+ and yet the length of the vertical segment

x = 0, 0 < ǫ ≤ y ≤ 1,

approaches 2 as ǫ → 0. Conclude that such a metric is not complete.

*7. Prove that the Poincaré half-plane (cf. Example 3) is a complete geometric
surface. Conclude that the hyperbolic plane is complete.

8. Another way of finding the geodesics of the Poincaré half-plane (cf.
Example 3) is to use the Euler-Lagrange equation for the correspond-
ing variational problem (cf. Exercise 4, Sec. 5-4). Since we know that the
vertical lines are geodesics, we can restrict ourselves to geodesics of the
form y = y(x). Thus, we must look for the critical points of the integral
(F = 0)

∫

√

E + G(y ′)2 dx =
∫

√

1 + (y ′)2

y
dx,

since E = G = 1/y2. Use Exercise 4, Sec. 5-4, to show that the solution
to this variational problem is a family of circles of the form

(x + k1)
2 + y2 = k2

2, k1, k2 = const.

9. Let S̃ and S be connected geometric surfaces and let π : S̃ → S be a
surjective differentiable map with the following property: For each p ∈ S,
there exists a neighborhood U of p such that π−1(U) =

⋃

α
Vα, where

the Vα’s are open disjoint subsets of S̃ and π restricted to each Vα is
an isometry onto U (thus, π is essentially a covering map and a local
isometry).

a. Prove that S is complete if and only if S̃ is complete.

b. Is the metric on the infinite Möbius strip, introduced in Exercise 2,
part c, a complete metric?

10. (Kazdan-Wamer’s Results.)

a. Let a metric on R2 be given by

E(x, y) = 1, F (x, y) = 0, G(x, y) > 0, (x, y) ∈ R2.
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Show that the curvature of this metric is given by

∂2(
√

G)

∂x2
+ K(x, y)

√
G = 0. (∗)

b. Conversely, given a function K(x, y) on R2, regard y as a parameter
and let

√
G be the solution of (∗) with the initial conditions

√
G(x0, y) = 1,

∂
√

G

∂x
(x0, y) = 0.

Prove that G is positive in a neighborhood of (x0, y) and thus defines
a metric in this neighborhood. This shows that every differentiable
function is locally the curvature of some (abstract) metric.

*c. Assume that K(x, y) ≤ 0 for all (x, y) ∈ R2. Show that the solution
of part b satisfies

√

G(x, y) ≥
√

G(x0, y) = 1 for all x.

Thus, G(x, y) defines a metric on all of R2. Prove also that this metric
is complete. This shows that any nonpositive differentiable function
on R2 is the curvature of some complete metric on R2. If we do not insist
on the metric being complete, the result is true for any differentiable
function K on R2. Compare J. Kazdan and F. Warner, “Curvature
Functions for Open 2-Manifolds,” Ann. of Math. 99 (1974), 203–219,
where it is also proved that the condition on K given in Exercise 2 of
Sec. 5-4 is necessary and sufficient for the metric to be complete.

5-11. Hilbert’s Theorem

Hilbert’s theorem can be stated as follows.

THEOREM. A complete geometric surface S with constant negative
curvature cannot be isometrically immersed in R3.

Remark 1. Hilbert’s theorem was first treated in D. Hilbert, “Über Flächen
von konstanter Gausscher Krümung,” Trans. Amer. Math. Soc. 2 (1901),
87–99. A different proof was given shortly after by E. Holmgren, “Sur les
surfaces à courbure constante negative,” C. R. Acad. Sci. Paris 134 (1902),
740–743. The proof we shall present here follows Hilbert’s original ideas. The
local part is essentially the same as in Hilbert’s paper; the global part, however,
is substantially different. We want to thank J. A. Scheinkman for helping us
to work out this proof.
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We shall start with some observations. By multiplying the inner product
by a constant factor, we may assume that the curvature K ≡ −1. Moreover,
since expp : Tp(S) → S is a local diffeomorphism (corollary of the theorem
of Sec. 5-5), it induces an inner product in Tp(S). Denote by S ′ the geometric
surface Tp(S) with this inner product. If ψ : S → R3 is an isometric immersion,
the same holds for ϕ = ψ ◦ expp : S ′ → R3. Thus, we are reduced to proving
that there exists no isometric immersion ϕ: S ′ − R3 of a plane S ′ with an inner
product such that K ≡ −1.

LEMMA 1. The area of S′ is infinite.

Proof. We shall prove that S ′ is (globally) isometric to the hyperbolic
plane H . Since the area of the latter is (cf. Example 3, Sec. 5-10)

∫ +∞

−∞

∫ +∞

−∞
eu du dv = ∞,

this will prove the lemma.
Let p ∈ H , p′ ∈ S ′, and choose a linear isometry ψ : Tp(H) → Tp′(S ′)

between their tangent spaces. Define a map ϕ: H → S ′ by ϕ = expp ◦ψ ◦
exp−1

p . Since each point of H is joined to p by a unique minimal geodesic, ϕ is
well defined.

We now use polar coordinates (p, θ) and (p′, θ ′) around p and p′, respec-
tively, requiring that ϕ maps the axis θ = 0 into the axis θ ′ = 0. By the results
of Sec. 4-6, ϕ preserves the first fundamental form; hence, it is locally an
isometry. By using the remark made after Hadamard’s theorem, we conclude
that ϕ is a covering map. Since S ′ is simply connected, ϕ is a homeomorphism,
and hence a (global) isometry. Q.E.D.

For the rest of this section we shall assume that there exists an isometric
immersion ϕ: S ′ → R3, where S ′ is a geometric surface homeomorphic to a
plane and with K ≡ −1.

To avoid the difficulties associated with possible self-intersections of ϕ(S ′),
we shall work with S ′ and use the immersion ϕ to induce on S ′ the local
extrinsic geometry of ϕ(S ′) ⊂ R3. More precisely, since ϕ is an immersion,
for each p ∈ S ′ there exists a neighborhood V ′ ⊂ S ′ of p such that the restric-
tion ϕ|V ′ = ϕ̃ is a diffeomorphism. At each ϕ̃(q) ∈ ϕ̃(V ′), there exist, for
instance, two asymptotic directions. Through ϕ̃, these directions induce two
directions at q ∈ S ′, which will be called the asymptotic directions on S ′ at q.
In this way, it makes sense to talk about asymptotic curves on S ′, and the same
procedure can be applied to any other local entity of ϕ(S ′).

We now recall that the coordinate curves of a parametrization constitute
a Tchebyshef net if the opposite sides of any quadrilateral formed by them
have equal length (cf. Exercise 7, Sec. 2-5). If this is the case, it is possible
to reparametrize the coordinate neighborhood in such a way that E = 1,
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F = cos θ , G = 1, where θ is the angle formed by the coordinate curves,
(Sec. 2-5, Exercise 8). Furthermore, in this situation, K = −(θuv/ sin θ)

(Sec. 4-3, Exercise 5).

LEMMA 2. For each p ∈ S′ there is a parametrization x: U ⊂ R2 → S′,
p ∈ x(U), such that the coordinate curves of x are the asymptotic curves of
x(U) = V′ and form a Tchebyshef net (we shall express this by saying that the
asymptotic curves of V′ form a Tchebyshef net).

Proof. Since K < 0, a neighborhood V ′ ⊂ S ′ of p can be parametrized by
x(u, v) in such a way that the coordinate curves of x are the asymptotic curves
of V ′. Thus, if e, f , and g are the coefficients of the second fundamental form
of S ′ in this parametrization, we have e = g = 0. Notice that we are using
the above convention of referring to the second fundamental form of S ′ rather
than the second fundamental form of ϕ(S ′) ⊂ R3.

Now ϕ(V ′) ⊂ R3, we have

Nu ∧ Nv = K(xu ∧ xv);

hence, setting D =
√

EG − F 2,

(N ∧ Nv)u − (N ∧ Nu)v = 2(Nu ∧ Nv) = 2KDN .

Furthermore,

N ∧ Nu =
1

D
{(xu ∧ xv) ∧ Nu} =

1

D
{〈xu, Nu〉xv − 〈xv, Nu〉xu}

=
1

D
(f xu − exv),

and, similarly,

N ∧ Nv =
1

D
(gxu − f xv).

Since K = −1 = −(f 2/D2) and e = g = 0, we obtain

N ∧ Nu = ±xu, N ∧ Nv = ±xv;

hence
2KDN = −2DN = ±xuv±xvu = ±2xuv.

It follows that xuv is parallel to N ; hence, Ev = 2〈xuv, xu〉 = 0 and Gu =
2〈xuv, xv〉 = 0. But Ev = Gu = 0 implies (Sec. 2-5, Exercise 7) that the
coordinate curves form a Tchebysbef net. Q.E.D.

LEMMA 3. Let V′ ⊂ S ′ be a coordinate neighborhood of S′ such that the
coordinate curves are the asymptotic curves in V′. Then the area A of any
quadrilateral formed by the coordinate curves is smaller than 2π .
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Proof. Let (ū, v̄) be the coordinates of V ′. By the argument of Lemma 2
the coordinate curves form a Tchebysbef net. Thus, it is possible to
reparametrize V ′ by, say, (u, v) so that E = G = 1 and F = cos θ . Let
R be a quadrilateral that is formed by the coordinate curves with ver-
tices (u1, v1), (u2, v1), (u2, v2), (u1, v2) and interior angles α1, α2, α3, α4,
respectively (Fig. 5-54). Since E = G = 1, F = cos θ , and θuv = sin θ , we
obtain

A =
∫

R

dA =
∫

R

sin θ du dv =
∫

R

θuv du dv

= θ(u1, v1) − θ(u2, v1)θ + θ(u2, v2) − θ(u1, v2)

= α1 + α3 − (π − α2) − (π − α4) =
4

∑

i=1

αi − 2π < 2π,

since αi < π . Q.E.D.
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So far the considerations have been local. We shall now define a map
x: R2 → S ′ and show that x is a parametrization for the entire S ′.

The map x is defined as follows (Fig. 5-55). Fix a point O ∈ S ′ and choose
orientations on the asymptotic curves passing through O. Make a definite
choice of one of these asymptotic curves, to be called a1, and denote the other
one by a2. For each (s, t) ∈ R2, lay off on a1 a length equal to s starting from O.
Let p′ be the point thus obtained. Through p′ there pass two asymptotic curves,
one of which is a1. Choose the other one and give it the orientation obtained by
the continuous extension, along a1, of the orientation of a2. Over this oriented
asymptotic curve lay off a length equal to t starting from p′. The point so
obtained is x(s, t).

x(s, t) is well defined for all (s, t) ∈ R2. In fact, if x(s, 0) is not defined,
there exists s1 such that a1(s) is defined for all s < s1 but not for s = s1.
Let q = lims→s1

a1(s). By completeness, q ∈ S ′. By using Lemma 2, we
see that a1(s1) is defined, which is a contradiction and shows that x(s, 0) is
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defined for all s ∈ R. With the same argument we show that x(s, t) is defined
for all t ∈ R.

Now we must show that x is a parametrization of S ′. This will be done
through a series of lemmas.

LEMMA 4. For a fixed t, the curve x(s, t), −∞ < s < ∞, is an
asymptotic curve with s as arc length.

Proof. For each point x(s ′, t ′) ∈ S ′, there exists by Lemma 2 a “rectan-
gular” neighborhood (that is, of the form ta < t < tb, sa < s < sb) such that
the asymptotic curves of this neighborhood form a Tchebyshef net. We first
remark that if for some t0, ta < t0 < tb, the curve x(s, t0), sa < s < sb, is
an asymptotic curve, then we know the same holds for every curve x(s, t̄),
ta < t̄ < tb. In fact, the point x(s, t̄) is obtained by laying off a segment of
length t̄ from x(s, 0) which is equivalent to laying off a segment of length
t̄ − t0 from x(s, t0). Since the asymptotic curves form a Tchebyshef net in this
neighborhood, the assertion follows.

Now, let x(s1, t1) ∈ S ′ be an arbitrary point. By compactness of the seg-
ment x(s1, t), 0 ≤ t ≤ t1, it is possible to cover it by a finite number of
rectangular neighborhoods such that the asymptotic curves of each of them
form a Tchebyshef net (Fig. 5-56). Since x(s, 0) is an asymptotic curve, we
iterate the previous remark and show that x(s, t1)is an asymptotic curve in a
neighborhood of s1. Since (s1, t1) was arbitrary, the assertion of the lemma
follows. Q.E.D.

LEMMA 5. x is a local diffeomorphism.

Proof. This follows from the fact that on the one hand x(s0, t), x(s, t0)

are asymptotic curves parametrized by arc length, and on the other hand S ′

can be locally parametrized in such a way thai the coordinate curves are the
asymptotic curves of S ′ and E = G = 1. Thus, x agrees locally with such a
parametrization. Q.E.D.
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LEMMA 6. x is surjective.

Proof. Let Q = x(R2). Since x is a local diffeomorphism, Q is open in S ′.
We also remark that if p′ = x(s0, t0), then the two asymptotic curves which
pass through p′ are entirely contained in Q.

Let us assume that Q �= S ′. Since S ′ is connected, the boundary Bd Q �= φ.
Let p ∈ Bd Q. Since Q is open in S ′, p /∈ Q. Now consider a rectangular
neighborhood R of p in which the asymptotic curves form a Tchebyshef net
(Fig. 5-57). Let q ∈ Q ∩ R. Then one of the asymptotic curves through q

intersects one of the asymptotic curves through p. By the above remark, this
is a contradiction. Q.E.D.

R
p

q

Q

Figure 5-57

We now claim that x is a global diffeomorphism. Since x is a surjective
local diffeomorphism, it suffices to show x has the property of lifting arcs
and apply Prop. 6 of Sec. 5-6 (Covering Spaces. . .) to conclude that x is a
covering map. Since R2 is simply connected, this will prove our claim.

To show that x has the property of lifting arcs we use a Proposition that
is presented here without proof (For a proof, see Elon Lima, Fundamental
Groups and Covering Spaces, A K Peters, Natick, Massachusetts, see p. 144):
. . . Let x: R2 → S′ be a surjective local diffeomorphism. Assume that x is a
closed map (i.e., the image of a closed set is closed). Then x has the property
of lifting arcs. That x is closed follows from the way it is defined.

This completes the proof of our claim.
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The proof of Hilbert’s theorem now follows easily.

Proof of the Theorem. Assume the existence of an isometric immersion
ψ : S → R3, where S is a complete surface with K ≡ −1. Let p ∈ S and
denote by S ′ the tangent plane Tp(S) endowed with the metric induced by
expp : Tp(S) → S. Then ϕ = ψ ◦ expp : S ′ → R3 is an isometric immer-
sion and Lemmas 5 and 6 plus the text after them show the existence of a
parametrization x: R2 → S ′ of the entire S ′ such that the coordinate curves
of x are the asymptotic curves of S ′ (Lemma 4). Thus, we can cover S ′ by a
union of “coordinate quadrilaterals” Qn, with Qn ⊂ Qn+1. By Lemma 3, the
area of each Qn is smaller than 2π . On the other hand, by Lemma 1, the area
of S ′ is unbounded. This is a contradiction and concludes the proof. Q.E.D.

Remark 2. Hilbert’s theorem was generalized by N. V. Efimov, “Appear-
ance of Singularities on Surfaces of Negative Curvature,” Math. Sb. 106
(1954). A.M.S. Translations. Series 2, Vol. 66, 1968, 154–190, who proved
the following conjecture of Cohn-Vossen: Let S be a complete surface with
curvature K satisfying K ≤ δ < 0. Then there exists no isometric immersion of
S into R3. Efimov’s proof is very long, and a shorter proof would be desirable.

An excellent exposition of Efimov’s proof can be found in a paper by
T. Klotz Milnor, “Efimov’s Theorem About Complete Immersed Surfaces of
Negative Curvature,” Advances in Mathematics 8 (1972), 474–543. This paper
also contains another proof of Hilbert’s theorem which holds for surfaces of
class C2.

For further details on immersion of the hyperbolic plane see M. L. Cromov
and V. A. Rokblin, “Embeddings and Immersions in Riemannian Geometry,”
Russian Math. Sureys (1970), 1–57, especially p. 15.

EXERCISES

1. (Stoke’s Remark.) Let S be a complete geometric surface. Assume that the
Gaussian curvature K satisfies K ≤ δ < 0. Show that there is no isometric
immersion ϕ: S → R3 such that the absolute value of the mean curvature
H is bounded. This proves Efimov’s theorem quoted in Remark 2 with the
additional condition on the mean curvature. The following outline may be
useful:

a. Assume such a ϕ exists and consider the Gauss map N : ϕ(S) ⊂ R3 →
S2, where S2 is the unit sphere. Since K �= 0 everywhere, N induces a
new metric ( , ) on S by requiring that N ◦ ϕ: S → S2 be a local isometry.
Choose coordinates on S so that the images by ϕ of the coordinate curves
are lines of curvature of ϕ(S). Show that the coefficients of the new
metric in this coordinate system are

g11 = (k1)
2E, g12 = 0, g22 = (k2)

2G,



458 5. Global Differential Geometry

where E, F(= 0), and G are the coefficients of the initial metric in the
same system.

b. Show that there exists a constant M > 0 such that k2
1 < M , k2

2 < M .
Use the fact that the initial metric is complete to conclude that the new
metric is also complete.

c. Use part b to show that S is compact; hence, it has points with positive
curvature, a contradiction.

2. The goal of this exercise is to prove that there is no regular complete surface
of revolution S in R3 with K ≤ δ < 0 (this proves Efimov’s theorem for
surfaces of revolution). Assume the existence of such an S ⊂ R3.

a. Prove that the only possible forms for the generating curve of S are
those in Fig. 5-58(a) and (b), where the meridian curve goes to infinity
in both directions. Notice that in Fig. 5-58(b) the lower part of the
meridian is asymptotic to the z axis.

b. Parametrize the generating curve (ϕ(s), ψ(s)) by arc length s ∈ R

so that ψ(0) = 0. Use the relations ϕ′′ + Kϕ = 0 (cf. Example 4,
Sec. 3-3, Eq. (9)) and K ≤ δ < 0 to conclude that there exists a point
s0 ∈ [0, +∞) such that (ϕ′(s0))

2 = 1.

c. Show that each of the three possibilities to continue the meridian
(ϕ(s), ψ(s)) of S past the point p0 = (ϕ(s0), ψ(s0)) (described in Fig.
5-58(c) as I, II, and III) leads to a contradiction. Thus, S is not complete.

3. (T. K. Milnor’s Proof of Hilbert’s Theorem.) Let S be a plane with a complete
metric g1 such that its curvature K ≡ −1. Assume that there exists an

z

y
0

s = 0

z

y
0

s = 0

z

y
0

p0
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II

III

(a) (b) (c)

Figure 5-58
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isometric immersion ϕ: S → R3. To obtain a contradiction, proceed as
follows:

a. Consider the Gauss map N : ϕ(S) ⊂ R3 → S2 and let g2 be the metric on
S obtained by requiring that N ◦ ϕ: S → S2 be a local isometry. Choose
local coordinates on S so that the images by ϕ of the coordinate curves
are the asymptotic curves of ϕ(S). Show that, in such a coordinate
system, g1 can be written as

du2 + 2 cos θ du dv + dv2

and that g2 can be written as

du2 − 2 cos θ du dv + dv2.

b. Prove that g3 = 1
2
(g1 + g2) is a metric on S with vanishing curvature.

Use the fact that g1 is a complete metric and 3g3 ≥ g1 to conclude that
the metric g3 is complete.

c. Prove that the plane with the metric g3 is globally isometric to the
standard (Euclidean) plane R2. Thus, there is an isometry ϕ: S → R2.
Prove further that ϕ maps the asymptotic curves of S, parametrized by
arc length, into a rectangular system of straight lines in R2, parametrized
by arc length.

d. Use the global coordinate system on S given by part c, and obtain a
contradiction as in the proof of Hilbert’s theorem in the text.



Appendix Point-Set Topology of

Euclidean Spaces

In Chap. 5 we have used more freely some elementary topological properties
of Rn. The usual properties of compact and connected subsets of Rn, as they
appear in courses of advanced calculus, are essentially all that is needed. For
completeness, we shall make a brief presentation of this material here, with
proofs. We shall assume the material of the appendix to Chap. 2, Part A, and
the basic properties of real numbers.

A. Preliminaries

Here we shall complete in some points the material of the appendix to
Chap. 2, Part A.

In what follows U ⊂ Rn will denote an open set in Rn. The index i varies in
the range 1, 2, . . . , m, . . . , and if p = (x1, . . . , xn), q = (y1, . . . , yn), |p − q|
will denote the distance from p to q; that is,

|p − q|2 =
∑

j

(xj − yj )
2, j = 1, . . . , n.

DEFINITION 1. A sequence p1, . . . , pi, . . . ∈ Rn converges to p0 ∈ Rn

if given ǫ > 0, there exists an index i0 of the sequence such that p1 ∈ Bǫ(p0)

for all i > i0. In this situation, p0 is the limit of the sequence {p1}, and this is
denoted by {pi} → p0.

Convergence is related to continuity by the following proposition.

PROPOSITION 1. A map F: U ⊂ Rn → Fm is continuous at p0 ∈ U
if and only if for each converging sequence {pi} → p0 in U, the sequence
{F(pi)} converges to F(p0).

460
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Proof. Assume F to be continuous at p0 and let ǫ > 0 be given. By con-
tinuity, there exists δ > 0 such that F(Bδ(p0)) ⊂ Bǫ(F (p0)). Let {p1} be a
sequence in U , with {pi} → p0 ∈ U . Then there exists in correspondence
with δ an index i0 such that pi ∈ Bδ(p0) for i > i0. Thus, for i > i0,

F(pi) ∈ F(Bδ(p0)) ⊂ Bǫ(F (p0)),

which implies that {F(p1)} → F(p0).
Suppose now that F is not continuous at p0. Then there exists a num-

ber ǫ > 0 such that for every δ > 0 can find a point p ∈ Bδ(p0), with
F(p) /∈ Bǫ(F (p0)). Fix this ǫ, and set δ = 1, 1/2, . . . , 1/i, . . ., thus obtaining
a sequence {pi} which converges to p0. However, since F(pi) /∈ Bǫ(F (p0)),
the sequence {F(pi)} does not converge to F(p0). Q.E.D.

DEFINITION 2. A point p ∈ Rn is a limit point of a set A ⊂ Rn if every
neighborhood of p in Rn contains one point of A distinct from p.

To avoid some confusion with the notion of limit of a sequence, a limit
point is sometimes called a cluster point or an accumulation point.

Definition 2 is equivalent to saying that every neighborhood V of p contains
infinitely many points of A. In fact, let q1 �= p be the point of A given by the
definition, and consider a ball Bǫ(p) ⊂ V so that q1 /∈ Bǫ(p). Then there is a
point q2 �= p, q2 ∈ A ∩ Bǫ(p). By repeating this process, we obtain a sequence
{qi} in V , where the q1 ∈ A are all distinct. Since {qt} → p, the argument also
shows that p is a limit point of A if and only if p is the limit of some sequence
of distinct points in A.

Example 1. The sequence 1, 1/2, 1/3, . . . , 1/i, . . . converges to 0. The
sequence 3/2, 4/3, . . ., i + 1/i, . . . converges to 1. The “intertwined”
sequence 1, 3/2, 1/2, 4/3, 1/3, . . . , , 1 + (1/i), 1/i, . . . does not converge
and has two limit points, namely 0 and 1 (Fig. A5-l).
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Figure A5-1

It should be observed that the limit p0 of a converging sequence has the
property that any neighborhood of p0 contains all but a finite number of points
of the sequence, whereas a limit point p of a set has the weaker property
that any neighborhood of p contains infinitely many points of the set. Thus,
a sequence which contains no constant subsequence is convergent if and only
if, as a set, it contains only one limit point.

An interesting example is given by the rational numbers Q. It can be proved
that Q is countable; that is, it can be made into a sequence. Since arbitrarily
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near any real number there are rational numbers, the set of limit points of the
sequence Q is the real line R.

DEFINITION 3. A set F ⊂ Rn is closed if every limit point of F belongs
to F. The closure of A ⊂ Rn denoted by Ā, is the union of A with its limit
points.

Intuitively, F is closed if it contains the limit of all its convergent
sequences, or, in other words, it is invariant under the operation of passing to
the limit.

It is obvious that the closure of a set is a closed set. It is convenient to make
the convention that the empty set φ is both open and closed.

There is a very simple relation between open and closed sets.

PROPOSITION 2. F ⊂ Rn is closed if and only if the complement Rn − F
of F is open.

Proof. Assume F to be closed and let p ∈ Rn − F . Since p is not a limit
point of F , there exists a ball Bǫ(p) which contains no points of F . Thus,
Bǫ ⊂ Rn − F ; hence Rn − F is open.

Conversely, suppose that Rn − F is open and that p is a limit point of F . We
want to prove that p ∈ F . Assume the contrary. Then there is a ball Bǫ(p) ⊂
Rn − F . This implies that Bǫ(p) contains no point of F and contradicts the
fact that p is a limit point of F . Q.E.D.

Continuity can also be expressed in terms of closed sets, which is a
consequence of the following fact.

PROPOSITION 3. A map F: U ⊂ Rn → Rm is continuous if and only if
for each open set V ⊂ Rm, F−1(V) is an open set.

Proof. Assume F to be continuous and let V ⊂ Rm be an open set in Rm.
If F −1(V ) = φ, there is nothing to prove, since we have set the convention
that the empty set is open. If F −1(V ) �= φ, let p ∈ F −1(V ). Then F(p) ∈ V ,
and since V is open, there exists a ball Bǫ(F (p)) ⊂ V . By continuity of F ,
there exists a ball Bδ(p) such that

F(Bδ(p)) ⊂ Bǫ(F (p)) ⊂ V.

Thus, Bδ(p) ⊂ F −1(V ); hence, F −1(V ) is open.
Assume now that F −1(V ) is open for every open set V ⊂ Rm. Let p ∈ U

and ǫ > 0 be given. Then A = F −1(Bǫ(F (p))) is open. Thus, there exists
δ > 0 such that Bδ(p) ⊂ A. Therefore,

F(Bδ(p)) ⊂ F(A) ⊂ Bǫ(F (p));

hence, F is continuous in p. Q.E.D.
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COROLLARY. F: U ⊂ Rn → Rm is continuous if and only if for every
closed set A ⊂ Rm, F−1(A) is a closed set.

Example 2. Proposition 3 and its corollary give what is probably the best
way of describing open and closed subsets of Rn. For instance, let f : R2 → R

be given by f (x, y) = (x2/a2) − (y2/b2) − 1. Observe that f is continuous,
0 ∈ R is a closed set in R, and (0, +∞) is an open set in R. Thus, the set

F1 = {(x, y); f (x, y) = 0} = f −1(0)

is closed in R2, and the sets

U1 = {(x, y); f (x, y) > 0},
U2 = {(x, y); f (x, y) < 0}

are open in R2. On the other hand, the set

A = {(x, y) ∈ R2, x2 + y2 < 1}
∪ {(x, y) ∈ R2; x2 + y2 = 1, x > 0, y > 0}

is neither open nor closed (Fig. A5-2).

A
U

1U
1

U
2

F
1

F
1

Figure A5-2

The last example suggests the following definition.

DEFINITION 4. Let A ⊂ Rn. The boundary Bd A of A is the set of
points p in Rn such that every neighborhood of p contains points in A and
points in Rn − A.

Thus, if A is the set of Example 2, Bd A is the circle x2 + y2 = 1. Clearly,
A ⊂ Rn is open if and only if no point of Bd A belongs to A, and B ⊂ Rn is
closed if and only if all points of Bd B belong to B.
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Now we want to recall a basic property of the real numbers. We need some
definitions.

DEFINITION 5. A subset A ⊂ R of the real line R is bounded above if
there exists M ∈ R such that M ≥ a for all a ∈ A. The number M is called
an upper bound for A. When A is bounded above, a supremum or a least
upper bound of A, sup A (or l.u.b. A) is an upper bound M which satisfies the
following condition: Given ǫ > 0, there exists a ∈ A such that M − ǫ < a. By
changing the sign of the above inequalities, we define similarly a lower bound
for A and an infimum (or a greatest lower bound) of A, inf A (or g.l.b. A).

AXIOM OF COMPLETENESS OF REAL NUMBERS. Let A ⊂ R be
nonempty and bounded above (below). Then there exists sup A (inf A).

There are several equivalent ways of expressing the basic property of
completeness of the real-number system. We have chosen the above, which,
although not the most intuitive, is probably the most effective one.

It is convenient to set the following convention. If A ⊂ R is not bounded
above (below), we say that sup A = +∞ (inf A = −∞). With this convention
the above axiom can be stated as follows: Every nonempty set of real numbers
has a sup and an inf.

Example 3. The sup of the set (0, 1) is 1, which does not belong to the
set. The sup of the set

B = {x ∈ R; 0 < x < 1} ∪ {2}

is 2. The point 2 is an isolated point of B; that is, it belongs to B but is not a
limit point of B. Observe that the greatest limit point of B is 1, which is not
sup B. However, if a bounded set has no isolated points, its sup is certainly a
limit point of the set.

One important consequence of the completeness of the real numbers is
the following “intrinsic” characterization of convergence, which is actually
equivalent to completeness (however, we shall not prove that).

LEMMA 1. Call a sequence {xi} of real numbers a Cauchy sequence if
given ǫ > 0, there exists i0 such that |xi, xj| < ǫ for all i, j > i0. A sequence is
convergent if and only if it is a Cauchy sequence.

Proof. Let {xi} → x0. Then, if ǫ > 0 is given, there exists i0 such that
|xi − x0| < ǫ/2 for i > i0. Thus, for i, j > i0, we have

|xi − xj | ≤ |xi − x0| + |xj − x0| < ǫ;

hence, {xi} is a Cauchy sequence.
Conversely, let {xi} be a Cauchy sequence. The set {xi} is clearly a bounded

set. Let a1 = inf {x}, b1 = sup{xi}. Either, one of these points is a limit point
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of {xi} and then {xi} converges to this point, or both are isolated points of
the set {xi}. In the latter case, consider the set of points in the open interval
(a1, b1), and let a2 and b2 be its inf and sup, respectively. Proceeding in this
way, we obtain that either {xi} converges or there are two bounded sequences
a1 < a2 < · · · and b1 > b2 > · · · . Let a = sup{ai} and b = inf {bi}. Since {xi}
is a Cauchy sequence, a = b, and this common value x0 is the unique limit
point of {xi}. Thus, {xi} → x0. Q.E.D.

This form of completeness extends naturally to Euclidean spaces.

DEFINITION 6. A sequence {pi}, pi ∈ Rn, is a Cauchy sequence if given
ǫ > 0, there exists an index i0 such that the distance |pi − pj| < ǫ for all
i, j > i0.

PROPOSITION 4. A sequence {pi}, pi ∈ Rn, converges if and only if it
is a Cauchy sequence.

Proof. A convergent sequence is clearly a Cauchy sequence (see the
argument in Lemma 1). Conversely, let {pi} be a Cauchy sequence, and
consider its projection on the j axis of Rn, j = 1, . . . , n. This gives a
sequence of real numbers {xji} which, since the projection decreases dis-
tances, is again a Cauchy sequence. By Lemma 1, {xji} → xj0. It follows that
{pi} → p0 = {x10, x20, . . . , xn0}. Q.E.D.

B. Connected Sets

DEFINITION 7. A continuous curve α: [a, b] → A ⊂ Rn is called an arc
in A joining α(a) to α(b).

DEFINITION 8. A ⊂ Rn is arcwise connected if, given two points p, q ∈
A, there exists an arc in A joining p to q.

Earlier in the book we have used the word connected to mean arcwise
connected (Sec. 2-2). Since we were considering only regular surfaces, this
can be justified, as will be done presently. For a general subset of Rn, however,
the notion of arcwise connectedness is much too restrictive, and it is more
convenient to use the following definition.

DEFINITION 9. A ⊂ Rn is connected when it is not possible to write
A = U1 ∪ U2, where U1 and U2 are nonempty open sets in A and U1 ∩ U2 = φ.

Intuitively, this means that it is impossible to decompose A into disjoint
pieces. For instance, the sets U1 and F1 in Example 2 are not connected. By
taking the complements of U1 and U2, we see that we can replace the word
“open” by “closed” in Def. 10.
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PROPOSITION 5. Let A ⊂ Rn be connected and let B ⊂ A be simulta-
neously open and closed in A. Then either B = φ or B = A.

Proof. Suppose that B �= φ and B �= A and write A = B ∪ (A − B). Since
B is closed in A, A − B is open in A. Thus, A is a union of disjoint, nonvoid,
open sets, namely B and A − B. This contradicts the connectedness of A.

Q.E.D.

The next proposition shows that the continuous image of a connected set
is connected.

PROPOSITION 6. Let F: A ⊂ Rn → Rm be continuous and A be con-
nected. Then F(A) is connected.

Proof. Assume that F(A) is not connected. Then F(A) = U1 ∪ U2, where
U1 and U2 are disjoint, nonvoid, open sets in F(A). Since F is continuous,
F −1(U1), F −1(U2) are also disjoint, nonvoid, open sets in A. Since A =
F −1(U1) ∪ F −1(U2), this contradicts the connectedness of A. Q.E.D.

For the purposes of this section, it is convenient to extend the definition of
interval as follows:

DEFINITION 10. An interval of the real line R is any of the sets a <

x < b, a ≤ x ≤ b, a < x ≤ b, a ≤ x < b, x ∈ R. The cases a = b, a = −∞,
b = +∞ are not excluded, so that an interval may be a point, a half-line, or
R itself.

PROPOSITION 7. A ⊂ R is connected if and only if A is an interval.

Proof. Let A ⊂ R be an interval and assume that A is not connected. We
shall arrive at a contradiction.

Since A is not connected, A = U1 ∪ U2, where U1 and U2 are nonvoid,
disjoint, and open in A. Let a1 ∈ U1, b1 ∈ U2 and assume that a1 < b1. By
dividing the closed interval [a1, b1] = I1 by the midpoint (a1 + b1)/2, we
obtain two intervals, one of which, to be denoted by I2, has one of its end
points in U1 and the other end point in U2. Considering the midpoint of
I2 and proceeding as before, we obtain an interval I3 ⊂ I2 ⊂ I1. Thus, we
obtain a family of closed intervals I1 ⊃ I2 ⊃ · · · ⊃ In ⊃ · · · whose lengths
approach zero. Let us rewrite Ii = [ci, di]. Then c1 ≤ c2 ≤ · · · ≤ cn ≤ · · · ,
and d1 ≥ d2 ≥ · · · ≥ dn ≥ · · · . Let c = sup{c1} and d = inf {di}. Since d1 − ci

is arbitrarily small, c = d . Furthermore, any neighborhood of c contains some
Ii for i sufficiently large. Thus, c is a limit point of both U1 and U2. Since U1 and
U2 are closed, c ∈ U1 ∩ U2, and that contradicts the disjointness of U1 and U2.

Conversely, assume that A is connected. If A has a single element, A is triv-
ially an interval. Suppose that A has at least two elements, and let a = inf A,
b = sup A, a �= b. Clearly, A ⊂ [a, b]. We shall show that (a, b) ⊂ A, and
that implies that A is an interval. Assume the contrary; that is, there exists t ,
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a < t < b, such that t /∈ A. The sets A ∩ (−∞, t) = V1, A ∩ (t, +∞) = V2

are open in A = V1 ∪ V2. Since A is connected, one of these sets, say, V2 is
empty. Since b ∈ (t, +∞), this implies both that b /∈ A and b is not a limit
point of A. This contradicts the fact that b = sup A. In the same way, if V1 = φ,
we obtain a contradiction with the fact that a = inf A. Q.E.D.

PROPOSITION 8. Let f : A ⊂ Rn → R be continuous and A be con-
nected. Assume that f (q) �= 0 for all q ∈ A. Then f does not change sign
in A.

Proof. By Prop. 6, f (A) ⊂ R is connected. By Prop. 7, f (A) is an interval.
By hypothesis, f (A) does not contain zero. Thus, the points in f (A) all have
the same sign. Q.E.D.

PROPOSITION 9. Let A ⊂ Rn be arcwise connected. Then A is con-
nected.

Proof. Assume that A is not connected. Then A = U1 ∪ U2, where U1,
U2 are nonvoid, disjoint, open sets in A. Let p ∈ U1, q ∈ U2. Since A is
arcwisc connected, there is an arc α: [a, b] → A joining p to q. Since α is
continuous, B = α([a, b]) ⊂ A is connected. Set V1 = B ∩ U1, V2 = B ∩ U2.
Then B = V1 ∪ V2, where V1 and V2 are nonvoid, disjoint, open sets in B, and
that is a contradiction. Q.E.D.

The converse is, in general, not true. However, there is an important special
case where the converse holds.

DEFINITION 11. A set A ⊂ Rn is locally arcwise connected if for each
p ∈ A and each neighborhood V of p in A there exists all arcwise connected
neighborhood U ⊂ V of p in A.

Intuitively, this means that each point of A has arbitrarily small arcwise
connected neighborhoods. A simple example of a locally arcwise connected
set in R3 is a regular surface. In fact, for each p ∈ S and each neighborhood
W of p in R3, there exists a neighborhood V ⊂ W of p in R3 such that
V ∩ S is homeomorphic to an open disk in R2; since open disks are arcwise
connected, each neighborhood W ∩ S of p ∈ S contains an arcwise connected
neighborhood.

The next proposition shows that our usage of the word connected for
arcwise connected surfaces was entirely justified.

PROPOSITION 10. Let A ⊂ Rn be a locally arcwise connected set. Then
A is connected if and only if it is arcwise connected.
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Proof. Half of the statement has already been proved in Prop. 9. Now
assume that A is connected. Let p ∈ A and let A1 be the set of points in A that
can be joined to p by some arc in A. We claim that A1 is open in A.

In fact, let q ∈ A1 and let α: [a, b] → A be the arc joining p to q. Since
A is locally arcwise connected, there is a neighborhood V of q in A such that
q can be joined to any point r ∈ V by an arc β: [b, c] → V (Fig. A5-3). It
follows that the arc in A,

α ◦ β =
{

α(t), t ∈ [a, b],

β(t), t ∈ [b, c],

joins q to r , and this proves our claim.

A
p

q
r

V

Figure A5-3

By a similar argument, we prove that the complement of A1 is also open
in A. Thus, A1 is both open and closed in A. Since A is locally arcwise
connected, A1 is not empty. Since A is connected, A1 = A. Q.E.D.

Example 4. A set may be arcwise connected and yet fail to be locally
arcwise connected . For instance, let A ⊂ R2 be the set made up of vertical
lines passing through (1/n, 0), n = 1, . . . , plus the x and y axis. A is clearly
arcwise connected, but a small neighborhood of (0, y), y �= 0, is not arcwise
connected. This comes from the fact that although there is a “long” arc join-
ing any two points p, q ∈ A, there may be no short arc joining these points
(Fig. A5-4).

C. Compact Sets

DEFINITION 12. A set A ⊂ Rn is bounded if it is contained in some ball
of Rn. A set K ⊂ Rn is compact if it is closed and bounded.
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Figure A5-4

We have already met compact sets in Sec. 2-7. For completeness, we
shall prove here properties 1 and 2 of compact sets, which were assumed in
Sec. 2-7.

DEFINITION 13. An open cover of a set A ⊂ Rn is a family of open sets
{Uα}, α ∈ a such that

⋃

α
Uα ⊃ A. When there are only finitely many Uα in

the family, we say that the cover is finite. If the subfamily {Uβ}, β ∈ B ⊂ a,
still covers A, that is,

⋃

β
Uβ ⊃ A, we say that {Uβ} is a subcover of {Uα}.

PROPOSITION 11. For a set K ⊂ Rn the following assertions are
equivalent:

1. K is compact.

2. (Heine-Borel). Every open cover of K has a finite subcover.

3. (Bolzano-Weierstrass). Every infinite subset of K has a limit point
in K.

Proof. We shall prove 1 =⇒ 2 =⇒ 3 =⇒ 1.
1 =⇒ 2: Let {Uα}, α ∈ a, be an open cover of the compact K , and assume

that {Uα} has no finite subcover. We shall show that this leads to a contradiction.
Since K is compact, it is contained in a closed rectangular region

B = {(x1, . . . , xn) ∈ Rn; aj ≤ xj ≤ bj , j = 1, . . . , n}.

Let us divide B by the hyperplanes xj = (aj + bj )/2 (for instance, if K ⊂ R2,
B is a rectangle, and we are dividing B into 22 = 4 rectangles). We thus
obtain 2n smaller closed rectangular regions. By hypothesis, at least one of
these regions, to be denoted by B1, is such that B1 ∩ K is not covered by a
finite number of open sets of {Uα}. We now divide B1 in a similar way, and,



470 5. Global Differential Geometry

B1 B

K

B4
B3

B2

Figure A5-5

by repeating the process, we obtain a sequence of closed rectangular regions
(Fig. A5-5)

B1 ⊃ B2 ⊃ · · · ⊃ Bi ⊃ · · ·

which is such that no Bi ∩ K is covered by a finite number of open sets of {Uα}
and the length of the largest side of Bi converges to zero.

We claim that there exists p ∈ ∩Bi . In fact, by projecting each Bi on the j

axis of Rn, j = l, . . . , n, we obtain a sequence of closed intervals

[aj1, bj1] ⊃ [aj2, bj2] ⊃ · · · ⊃ [aji, bji] ⊃ · · · .

Since (bji − aji) is arbitrarily small, we see that

aj = sup{aji} = inf {bji} = bj ;

hence,

aj ∈
⋂

i

[aji, bji].

Thus, p = (a1, . . . , an) ∈
⋂

i
Bi , as we claimed.

Now, any neighborhood of p contains some Bi for i sufficiently large;
hence, it contains infinitely many points of K . Thus, p is a limit point of K ,
and since K is closed, p ∈ K . Let U0 be an element of the family {Uα} which
contains p. Since U0 is open, there exists a ball Bǫ(p) ⊂ U0. On the other
hand, for i sufficiently large, Bi ⊂ Bǫ(p) ⊂ U0. This contradicts the fact that
no Bi ∩ K can be covered by a finite number of Uα’s and proves that 1 =⇒ 2.

2 =⇒ 3. Assume that A ⊂ K is an infinite subset of K and that no point of
K is a limit point of A. Then it is possible, for each p ∈ K , p /∈ A, to choose
a neighborhood Vp of p such that Vp ∩ A = φ and for each q ∈ A to choose
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a neighborhood Wq of q such that Wq ∩ A = q. Thus, the family {Vp, Wp},
p ∈ K − A, q ∈ A, is an open cover of K . Since A is infinite and the omission
of any Wq of the family leaves the point q uncovered, the family {Vp, Wq} has
no finite subcover. This contradicts assertion 2.

3 =⇒ 1: We have to show that K is closed and bounded. K is closed,
because if p is a limit point of K , by considering concentric balls B1/i(p) =
Bi , we obtain a sequencep1 ∈ B1 − B2, p2 ∈ B2 − B3, . . . , pi ∈ Bi − Bi+1, . . .

which has p as a limit point. By assertion 3, p ∈ K .
K is bounded. Otherwise, by considering concentric balls Bi(p), of radius

1, 2, . . . , i, . . . , we will obtain a sequence p1 ∈ B1, p2 ∈ B2 − B1, . . ., pi ∈
Bi − Bi−1, . . . with no limit point. This proves that 3 =⇒ 1. Q.E.D.

The next proposition shows that a continuous image of a compact set is
compact.

PROPOSITION 12. Let F: K ⊂ Rn → Rm be continuous and let K be
compact. Then F(K) is compact.

Proof. If F(K) is finite, it is trivially compact. Assume that F(K) is not
finite and consider an infinite subset {F(pα)} ⊂ F(K), pα ∈ K . Clearly the
set {pα} ⊂ K is infinite and has, by compactness, a limit point q ∈ K . Thus,
there exists a sequence p1, . . . , pi, . . . , → q, pi ∈ {pα}. By the continuity of
F , the sequence F(pi) → F(q) ∈ F(K) (Prop. 1). Thus, {F(pα)} has a limit
point F(q) ∈ F(K); hence, F(K) is compact. Q.E.D.

The following is probably the most important property of compact sets.

PROPOSITION 13. Let f : K ⊂ Rn → R be a continuous function
defined on a compact set K. Then there exists p1, p2 ∈ K such that

f (p2) ≤ f (p) ≤ f (p1) for all p ∈ K;

that is, f reaches a maximum at p1 and a minimum at p2.

Proof. We shall prove the existence of p1; the case of minimum can be
treated similarly.

By Prop. 12, f (K) is compact, and hence closed and bounded. Thus, there
exists sup f (K) = x1. Since f (K) is closed, x1 ∈ f (K). It follows that there
exists p1 ∈ K with x1 = f (p1). Clearly, f (p) ≤ f (p1) = x1 for all p ∈ K .

Q.E.D.

Although we shall make no use of it, the notion of uniform continuity fits
so naturally in the present context that we should say a few words about it.

A map F : A ⊂ Rn → Rm is uniformly continuous in A if given ǫ > 0,
there exists δ > 0 such that F(Bδ(p)) ⊂ Bǫ(F (p)) for all p ∈ A.

Formally, the difference between this definition and that of (simple) con-
tinuity is the fact that here, given ǫ, the number δ is the same for all p ∈ B,



472 5. Global Differential Geometry

whereas in simple continuity, given ǫ, the number δ may vary with p. Thus,
uniform continuity is a global, rather than a local, notion.

It is an important fact that on compact sets the two notions agree. More
precisely, let F: K ⊂ Rn → Rm be continuous and K be compact. Then F is
uniformly continuous in K.

The proof of this fact is simple if we recall the notion of the Lebesgue
number of an open cover, introduced in Sec. 2-7. In fact, given ǫ > 0, there
exists for each p ∈ K a number δ(p) > 0 such that F(Bδ(p)(p)) ⊂ Bǫ/2(F (p)).

The family {Bδ(p)(p), p ∈ K} is an open cover of K . Let δ > 0 be
the Lebesgue number of this family (Sec. 2-7, property 3). If q ∈ Bδ(p),
p ∈ K , then q and p belong to some element of the open cover. Thus,
|F(p) − F(q)| < ǫ. Since q is arbitrary, F(Bδ(p)) ⊂ Bǫ(F (p)). This shows
that δ satisfies the definition of uniform continuity, as we wished.

D. Connected Components

When a set is not connected, it may be split into its connected components.
To make this idea precise, we shall first prove the following proposition.

PROPOSITION 14. Let Cα ⊂ Rn be a family of connected sets such that

⋂

α

Cα �= φ.

Then
⋃

α
Cα = C is a connected set.

Proof. Assume that C = U1 ∪ U2, where U1 and U2 are nonvoid, disjoint,
open sets inC, and that some pointp ∈

⋂

α
Cα belongs toU1. Letq ∈ U2. Since

C =
⋃

α
Cα and p ∈

⋂

α
Cα, there exists some Cα such that p, q ∈ Cα. Then

Cα ∩ U1 and Cα ∩ U2 are nonvoid, disjoint, open sets in Cα. This contradicts
the connectedness of Cα and shows that C is connected.

Q.E.D.

DEFINITION 14. Let A ⊂ Rn and p ∈ A. The union of all connected
subsets of A which contain p is called the connected component of A
containing p.

By Prop. 14, a connected component is a connected set. Intuitively the
connected component of A containing p ∈ A is the largest connected subset
of A (that is, it is contained in no other connected subset of A that contains p).

A connected component of a set A is always closed in A. This is a
consequence of the following proposition.

PROPOSITION 15. Let C ⊂ A ⊂ Rn be a connected set. Then the
closure C̄ of C in A is connected.
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Proof. Let us suppose that C̄ = U1 ∪ U2, where U1, U2 are nonvoid, dis-
joint, open sets in C̄. Since C̄ ⊃ C, the sets C ∩ U1 = V1, C ∩ U2 = V2 are
open in C, disjoint, andV1 ∪ V2 = C. We shall show thatV1 and V2 are nonvoid,
thus reaching a contradiction with the connectedness of C.

Let p ∈ U1. Since U1 is open in C̄, there exists a neighborhood W of p in
A such that W ∩ C̄ ⊂ U1. Since p is a limit of C, there exists q ∈ W ∩ C ⊂
W ∩ C̄ ⊂ U1. Thus, q ∈ C ∩ U1 = V1, and V1 is not empty. In a similar way,
it can be shown that V2 is not empty. Q.E.D.

COROLLARY. A connected component C ⊂ A ⊂ Rn of a set A is closed
in A.

In fact, if C̄ �= C, there exists a connected subset of A, namely C̄,
which contains C properly. This contradicts the maximality of the connected
component C.

In some special cases, a connected component of set A is also an open set
in A.

PROPOSITION 16. Let C ⊂ A ⊂ Rn be a connected component of a
locally arcwise connected set A. Then C is open in A.

Proof. Let p ∈ C ∈ A. Since A is locally arcwise connected, there exists
an arcwise connected neighborhood V of p in A. By Prop. 9, V is connected.
Since C is maximal, C ⊃ V ; hence, C is open in A. Q.E.D

E. Closed Maps

Here we follow Lima E., Fundamental Groups and Covering Spaces,
A.K. Peters, translated from the Portuguese by Jonas Gomes, Natick,
Massachusetts, 2003, p. 201.

DEFINITION. Let X̃ and X be topological spaces and f : X̃ → X be a
map; the map f is called closed if it takes closed sets in X̃ into closed sets
in X.

PROPOSITION. A necessary and sufficient condition for f : X̃ → X to
be a closed map is that given x ∈ X and an open set Ũ ⊃ f −1(x) in X̃, there
exists an open set U in X such that x ∈ U and f −1(U) ⊂ Ũ .

Proof. The condition is necessary. For, if f is closed, f (X̃ − Ũ ) is closed
in X. Since it does not contain x, there exists an open set U ∋ x so that
U ∩ f (X̃ − Ũ ) �= ∅. It follows that f −1(U) ⊂ Ũ , which is the condition in
the Proposition.

The condition is sufficient. For if we assume the condition, let F ⊂ X̃ be a
closed set in X̃. Choose x �∈ f (F ). Then F ∩ f −1(x) = ∅. Hence the open set
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Ũ = (X − F) contains f −1(x). It follows that there exists an open set U ∋ x

such that f −1(U) ⊂ Ũ . This implies that U ∩ f (F ) �= ∅, i.e., f (F ) is closed
in X.

Remark. Should f −1 be a map, the condition of the proposition would
say that f −1 is continuous; notice that f −1(x) is not a point in X but it is, in
general, a set.
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Hints and Answers

SECTION 1-3

2. a. α(t) = (t − sin t, 1 − cos t); see Fig. 1-7. Singular points: t = 2πn,
where n is any integer.

7. b. Apply the mean value theorem to each of the functions x, y, z to prove
that the vector (α(t + h) − α(t + k))/(h − k) converges to the vector
α′(t) as h, k → 0. Since α′(t) �= 0, the line determined by α(t + h),
α(t + k) converges to the line determined by α′(t).

8. By the definition of integral, given ǫ > 0, there exists a δ′ > 0 such that
if |P | < δ′, then

∣

∣

∣

∣

(∫ b

a

|α′(t)|dt

)

−
∑

(ti − ti−1)|α′(ti)|
∣

∣

∣

∣

<
ǫ

2
.

On the other hand, sinceα′ is uniformly continuous in [a, b], given ǫ > 0,
there exists δ′′ > 0 such that if t, s ∈ [a, b] with |t − s| < δ′′, then

|α′(t) − α′(s)| < ǫ/2(b − a).

Set δ = min(δ′, δ′′). Then if |P | < δ, we obtain, by using the mean value
theorem for vector functions,

∣

∣

∣

∣

∑

|α(ti−1) − α(ti)| −
∑

(ti−1 − ti)|α′(ti)|
∣

∣

∣

∣

≤
∣

∣

∣

∣

∑

(ti−1 − ti) sup
si

|α′(si)| −
∑

(ti−1 − ti)|α′(ti)|
∣

∣

∣

∣

≤
∣

∣

∣

∣

∑

(ti−1 − ti) sup
si

|α′(si) − α′(ti)|
∣

∣

∣

∣

≤
ǫ

2
,
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where ti−1 ≤ si ≤ ti . Together with the above, this gives the required
inequality.

SECTION 1-4

2. Let the points p0 = (x0, y0, z0) and p = (x, y, z) belong to the plane P .
Then ax0 + by0 + cz0 + d = 0 = ax + by + cz + d. Thus, a(x − x0) +
b(y − y0) + c(z − z0) = 0. Since the vector (x − x0, y − y0, z − z0) is
parallel to P , the vector (a, b, c) is normal to P . Given a point p =
(x, y, z) ∈ P , the distance ρ from the plane P to the origin O is given
by ρ = |p| cos θ = (p · v)/|v|, where θ is the angle of Op with the
normal vector v. Since p · v = −d ,

ρ =
p · v
|v|

= −
d

|v|
.

3. This is the angle of their normal vectors.

4. Two planes are parallel if and only if their normal vectors are parallel.

6. v1 and v2 are both perpendicular to the line of intersection. Thus, v1 ∧ v2

is parallel to this line.

7. A plane and a line are parallel when a normal vector to the plane is
perpendicular to the direction of the line.

8. The direction of the common perpendicular to the given lines is the direc-
tion of u ∧ v. The distance between these lines is obtained by projecting
the vector r = (x0 − x1, y0 − y1, z0 − z1) onto the common perpendicu-
lar. Such a projection is clearly the inner product of r with the unit vector
(u ∧ v)/|u ∧ v|.

SECTION 1-5

2. Use the fact that α′ = t , α′′ = kn, α′′′ = kn′ + k′n = −k2t + k′n − kτb.

4. Differentiate α(s) + λ(s)n(s) = const., obtaining

(1 − λk)t + λ′n − λτb = 0.

It follows that τ = 0 (the curve is contained in a plane) and that λ =
const. = 1/k.

7. a. Parametrize α by arc length.

b. Parametrize α by arc length s. The normal lines at s1 and s2 are

β1(t) = α(s1) + tn(s1), β2(τ ) = α(s2) + τn(s2), t ∈ R, τ ∈ R,
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respectively. Their point of intersection will be given by values of t

and τ such that

α(s2) − α(s1)

s2 − s1

=
tn(s1) − τn(s2)

s2 − s1

.

Take the inner product of the above with α′(s1) to obtain 1 =
(− lim τ)s2→s1

· 〈α′(s1), n
′(s1)〉. It follows that τ converges to 1/k

as s2 → s1.

13. To prove that the condition is necessary, differentiate three times
|α(s)|2 = const., obtaining α(s) = −Rn + R′Tb. For the sufficiency,
differentiate β(s) = α(s) + Rn − R′Tb, obtaining

β ′(s) = t + R(−kt − τb) + R′n − (TR′)′b − Rn = −(R′τ + (TR′)′)b.

On the other hand, by differentiating R2 + (TR′)2 = const., one obtains

0 = 2RR′ + 2(TR′)(TR′) =
2R′

τ
(Rτ + (TR′)′),

since k′ �= 0 and τ �= 0. Hence, β(s) is a constant p0, and

|α(s) − p0|2 = R2 + (TR′)2 = const.

15. Since b′ = τn is known, |τ | = |b′|. Then, up to a sign, n is determined.
Since t = n ∧ b and the curvature is positive and given by t ′ = kn, the
curvature can also be determined.

16. First show that

n ∧ n′ · n′′

|n′|2
=

(

k

τ

)′

(

k

τ

)2

+ 1

= a(s).

Thus,
∫

a(s) ds = arc tan(k/τ); hence, k/τ can be determined; since
k is positive, this also gives the sign of τ . Furthermore, |n′|2 =
| − kt − τb|2 = k2 + τ 2 is also known. Together with k/τ , this suffices
to determine k2 and τ 2.

17. a. Let a be the unit vector of the fixed direction and let θ be the
constant angle. Then t · a = cos θ = const., which differentiated
gives n · a = 0. Thus, a = t cos θ + b sin θ , which differentiated
gives k cos θ + τ sin θ = 0, or k/τ = − tan θ = const. Conversely,
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if k/τ = const. = − tan θ = −(sin θ/ cos θ), we can retrace our
steps, obtaining that t cos θ + b sin θ is a constant vector a. Thus,
t · a = cos θ = const.

b. From the argument of part a, it follows immediately that t · a = const.
implies that n · a = 0; the last condition means that n is parallel to
a plane normal to a. Conversely, if n · a = 0, then (dt/ds) · a = 0;
hence, t · a = const.

c. From the argument of part a, it follows that t · a = const. implies that
b · a = const. Conversely, if b · a = const., by differentiation we find
that n · a = 0.

18. a. Parametrize α by arc length s and differentiate ᾱ = α + rn with
respect to s, obtaining

dᾱ

ds
= (1 − rk)t + r ′n − rτb.

Since dᾱ/ds is tangent to ᾱ, (dᾱ/ds) · n = 0; hence, r ′ = 0.

b. Parametrize α by arc length s, and denote by s̄ and t̄ the arc length
and the unit tangent vector of ᾱ. Since dt̄/ds = (dt̄/ds̄)(ds̄/ds), we
obtain that

d

ds
(t · t̄ ) = t ·

dt̄

ds
+

dt

ds
· t̄ = 0;

hence, t · t̄ = const. = cos θ . Thus, by using that ᾱ = α + rn,
we have

cos θ = t̄ · t =
dᾱ

ds

ds

ds̄
· t =

ds

ds̄
(1 − rk),

| sin θ | = |t̄ ∧ t | =
∣

∣

∣

∣

ds

ds̄
((t + rn′) ∧ t

∣

∣

∣

∣

=
∣

∣

∣

∣

ds

ds̄
rτ

∣

∣

∣

∣

.

From these two relations, it follows that

1 − rk

rτ
= const. =

B

r
.

Thus, setting r = A, we finally obtain that Ak + Bτ = 1.
Conversely, let this last relation hold, set A = r , and define

ᾱ = α + rn. Then, by again using the relation, we obtain

dᾱ

ds
= (1 − rk)t − rτb = τ(Bt − rb).

Thus, a unit vector t̄ of ᾱ is (Bt − rb)/
√

B2 + r2 = t̄ . It follows that
dt̄/ds = ((Bk − rτ )/

√
B2 + r2)n. Therefore, n̄(s) = ±n(s) and the

normal lines of ᾱ and α at s agree. Thus, α is a Bertrand curve.
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c. Assume the existence of two distinct Bertrand mates ᾱ = α + r̄n,
α̃ = α + r̃n. By part b there exist constants c1 and c2 so that
1 − r̄k = c1(r̄τ ), 1 − r̄k = c2(r̄τ ). Clearly, c1 �= c2. Differentiating
these expressions, we obtain k′ = τ ′c1, k′ = τ ′c2, respectively. This
implies that k′ = τ ′ = 0. Using the uniqueness part of the fundamen-
tal theorem of the local theory of curves, it is easy to see that the
circular helix is the only such curve.

SECTION 1-6

1. Assume that s = 0, and consider the canonical form around s = 0. By
condition 1, P must be of the form z = cy, or y = 0. The plane y = 0
is the rectifying plane, which does not satisfy condition 2. Observe now
that if |s| is sufficiently small, y(s) > 0, and z(s) has the same sign as s.
By condition 2, c = z/y is simultaneously positive and negative. Thus,
P is the plane z = 0.

2. a. Consider the canonical form of α(s) = (x(s), y(s), z(s)) in a neigh-
borhood of s = 0. Let ax + by + cz = 0 be the plane that passes
through α(0), α(0 + h1), α(0 + h2). Define a function F(s) =
ax(s) + by(s) + cz(s) and notice that F(0) = F(h1) = F(h2) = 0.
Use the canonical form to show that F ′(0) = a, F ′′(0) = bk. Use
the mean value theorem (twice) to show that as h1, h2 → 0, then
a → 0 and b → 0. Thus, as h1, h2 → 0 the plane ax + by + cz = 0
approaches the plane z = 0, that is, the osculating plane.

SECTION 1-7

1. No. Use the isoperimetric inequality.

2. Let S1 be a circle such that AB is a chord of S1 and one of the two arcs
α and β determined by A and B on S1, say α, has length l. Consider the
piecewise C1 closed curve (see Remark 2 after Theorem 1) formed by
β and C. Let β be fixed and C vary in the family of all curves joining
A to B with length l. By the isoperimetric inequality for piecewise C1

curves, the curve of the family that bounds the largest area is S1. Since
β is fixed, the arc of circle α is the solution to our problem.

4. Choose coordinates such that the center O is at p and the x and y

axes are directed along the tangent and normal vectors at p, respec-
tively. Parametrize C by arc length, α(s) = (x(s), y(s)), and assume
that α(0) = p. Consider the (finite) Taylor’s expansion

α(s) = α(0) + α′(0)s + α′′(0)
s2

2
+ R,
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where lims→0 R/s2 = 0. Let k be the curvature of α at s = 0, and obtain

x(s) = s + Rx, y(s) = ±
ks2

2
+ Ry,

where R = (Rx, Ry) and the sign depends on the orientation of α. Thus,

|k| = lim
s→0

2|y(s)|
s2

= lim
d→0

2h

d2
.

5. Let O be the center of the disk D. Shrink the boundary of D through a
family of concentric circles until it meets the curve C at a point p. Use
Exercise 4 to show that the curvature k of C at p satisfies |k| ≥ 1/r .

8. Since α is simple, we have, by the theorem of turning tangents,

∫ t

0

k(s) ds = θ(l) − θ(0) = 2π.

Since k(s) ≤ c, we obtain

2π =
∫ l

0

k(s) ds ≤ c

∫ l

0

ds = cl.

9. We first observe that the intersection of convex sets is a convex set.
Since the curve is convex, each tangent line determines a half-plane that
contains the curve. The intersection all such half-planes is a convex set
K ′ which contains the set K bounded by the curve. Also K ′ ⊂ K , for if
q ′ ⊂ K ′, q ′ �∈ K , the segment q ′p′, q ′ ∈ K ′, p′ ∈ K ⊂ K ′ is contained
in K ′ by convexity, and meets the curve. This is easily seen to yield a
contradiction.

11. Observe that the area bounded by H is greater than or equal to the
area bounded by C and that the length of H is smaller than or equal
to the length of C. Expand H through a family of curves parallel to H

(Exercise 6) until its length reaches the length of C. Since the area either
remains the same or has been further increased in this process, we obtain
a convex curve H ′ with the same length as C but bounding an area greater
than or equal to the area of C.

12.
M1 =

∫ 2π

0

(∫ 1/2

0

dp

)

dθ = π,

M2 =
∫ 2π

0

(∫ 1

0

dp

)

dθ = 2π.

(See Fig. 1-40.) Thus, M1/M2 = 1
2
.
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SECTION 2-2

5. Yes.

11. b. To see that x is one-to-one, observe that from z one obtains ±u. Since
cosh v > 0, the sign of u is the same as the sign of x. Thus, sinh v

(and hence v) is determined.

13. x(u, v) = (sinh u cos v, sinh u sin v, cosh v).

15. Eliminate t in the equations x/a = y/t = −(z − t)/t of the line joining
p(t) = (0, 0, t) to q(t) = (a, t, 0).

17. c. Extend Prop. 3 for plane curves and apply the argument of Example 5.

18. For the first part, use the inverse function theorem. To determine
F , set u = ρ2, v = tan ϕ, w = tan2 θ . Write x = f (ρ, θ) cos ϕ, y =
f (ρ, θ) sin ϕ, where f is to be determined. Then

x2 + y2 + z2 = f 2 + z2 = ρ2,
f 2

z2
= tan2 θ.

It follows that f = ρ sin θ , z = ρ cos θ . Therefore,

F(u, v, w) =
( √

uw
√

(1 + w)(1 + v2)
,

v
√

uw
√

(1 + w)(1 + v2)
,

√
u

√
1 + w

)

.

19. No. For C, observe that no neighborhood in R2 of a point in the vertical
arc can be written as the graph of a differentiable function. The same
argument applies to S.

SECTION 2-3

1. Since A2 = identity, A = A−1.

5. d is the restriction to S of a function d: R3 → R:

d(x, y, z) = {(x − x0)
2 + (y − y0)

2 + (z − z0)
2}1/2,

(x, y, z) �= (x0, y0, z0).

8. If p = (x, y, z), F(p) lies in the intersection with H of the line t →
(tx, ty, z), t > 0. Thus,

F(p) =
( √

1 + z2

√

x2 + y2
x,

√
1 + z2

√

x2 + y2
y, z

)

.

Let U be R3 minus the z axis. Then F : U ⊂ R3 → R3 as defined above
is differentiable.
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13. If f is such a restriction, f is differentiable (Example 1). To prove
the converse, let x: U → R3 be a parametrization of S in p. As in
Prop. 1, extend x to F : U × R → R3. Let W be a neighborhood of
p in R3 on which F −1 is a diffeomorphism. Define g: W → R by
g(q) = f ◦ x ◦ π ◦ F −1(q), q ∈ W , where π : U × R → U is the natural
projection. Then g is differentiable, and the restriction g|W ∩ S = f .

16. F is differentiable in S2 − {N} as a composition of differentiable maps.
To prove that F is differentiable at N , consider the stereographic pro-
jection πS from the south pole S = (0, 0, −1) and set Q = πS ◦ F ◦
π−1

S : U ⊂ C → C (of course, we are identifying the plane z = 1 with
C). Show that πN ◦ π−1

S : C − {0} → C is given by πN ◦ π−1
S (ζ ) = 1/ζ̄ .

Conclude that

Q(ζ) =
ζ n

ā0 + ā1ζ + · · · + ānζ n
;

hence, Q is differentiable at ζ = 0. Thus, F = π−1
S ◦ Q ◦ πS is differen-

tiable at N .

SECTION 2-4

1. Let α(t) = (x(t), y(t), z(t)) be a curve on the surface passing through
p0 = (x0, y0, z0) for t = 0. Thus, f (x(t), y(t), z(t)) = 0; hence,
fxx

′(0) + fyy
′(0) + fzz

′(0) = 0, where all derivatives are computed at
p0. This means that all tangent vectors at p0 are perpendicular to the
vector (fx, fy, fz), and hence the desired equation.

4. Denote by f ′ the derivative of f (y/x) with respect to t = y/x. Then
zx = f − (y/x)f ′, zy = f ′. Thus, the equation of the tangent plane at
(x0, y0) is z = x0f + (f − (y0/x0)f

′)(x − x0) + f ′(y − y0), where the
functions are computed at (x0, y0). It follows that if x = 0, y = 0, then
z = 0.

12. For the orthogonality, consider, for instance, the first two surfaces. Their
normals are parallel to the vectors (2x − a, 2y, 2z), (2x, 2y − b, 2z). In
the intersection of these surfaces, ax = by; introduce this relation in the
inner product of the above vectors to show that this inner product is zero.

13. a. Let α(t) be a curve on S with α(0) = p, α′(0) = w. Then

dfp(w) =
d

dt
(〈α(t) − p0, α(t)− p0〉1/2)|t=0 =

〈w, p − p0〉
|p − p0|

.

It follows that p is a critical point of f if and only if 〈w, p − p0〉 = 0
for all w ∈ Tp(S).
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14. a. f (t) is continuous in the interval (−∞, c), and limt→−∞ f (t) = 0,
limt→c,t<c f (t) = +∞. Thus, for some t1 ∈ (−∞, c), f (t1) = 1.
By similar arguments, we find real roots t2 ∈ (c, b), t3 ∈ (b, a).

b. The condition for the surfaces f (t1) = 1, f (t2) = 1 to be orthogonal
is

fx(t1)fx(t2) + fy(t1)fv(t2) + fz(t1)fz(t2) = 0.

This reduces to

x2

(a − t1)(a − t2)
+

y2

(b − t1)(b − t2)
+

z2

(c − t1)(c − t2)
= 0,

which follows from the fact that t1 �= t2 and f (t1) − f (t2) = 0.

17. Since every surface is locally the graph of a differentiable function, S1

is given by f (x, y, z) = 0 and S2 by g(x, y, z) = 0 in a neighborhood
of p; here 0 is a regular value of the differentiable functions f and g.
In this neighborhood of p, S1 ∩ S2 is given as the inverse image of (0, 0)

of the map F : R3 → R2: F(q) = (f (q), g(q)). Since S1 and S2 intersect
transversally, the normal vectors (fx, fy, fz) and (gx, gy, gz) are linearly
independent. Thus, (0, 0) is a regular value of F and S1 ∩ S2 is a regular
curve (cf. Exercise 17, Sec. 2-2).

20. The equation of the tangent plane at (x0, y0, z0) is

xx0

a2
+

yy0

b2
+

zz0

c2
= 1.

The line through O and perpendicular to the tangent plane is given by

xa2

x0

=
yb2

y0

=
zc2

z0

.

From the last expression, we obtain

x2a2

xx0

=
y2b2

yy0

=
z2c2

zz0

=
a2x2 + b2y2 + c2z2

xx0 + yy0 + zz0

.

From the same expression, and taking into account the equation of the
ellipsoid, we obtain

xx0

x2
0/a

2
=

yy0

y2
0/b

2
=

zz0

z2
0/c

2
=

xx0 + yy0 + zz0

1
.

Again from the same expression and using the equation of the tangent
plane, we obtain

x2

(x0x)/a2
=

y2

(y0y)/b2
=

z2

(z0z)/c2
=

x2 + y2 + z2

1
.
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The right-hand sides of the three last equations are therefore equal, and
hence the asserted equation.

21. Imitate the proof of Prop. 9 of the appendix to Chap. 2.

22. Let r be the fixed line which is met by the normals of S and let p ∈ S.
The plane P1, which contains p and r , contains all the normals to S

at the points of P1 ∩ S. Consider a plane P2 passing through p and
perpendicular to r . Since the normal through p meets r , P2 is transversal
to Tp(S); hence, P2 ∩ S is a regular plane curve C in a neighborhood of
p (cf. Exercise 17, Sec. 2-4). Furthermore P1 ∩ P2 is perpendicular to
Tp(S) ∩ P2; hence, P1 ∩ P2 is normal to C. It follows that the normals of
C all pass through a fixed point q = r ∩ P2; hence, C is contained in a
circle (cf. Exercise 4, Sec. 1-5). Thus, every p ∈ S has a neighborhood
contained in some surface of revolution with axis r .

SECTION 2-5

8. Since ∂E/∂v = 0, E = E(u) is a function of u alone. Set ū =
∫ √

E du.
Similarly, G = G(v) is a function of v alone, and we can set v̄ =
∫ √

G dv. Thus, ū and v̄ measure arc lengths along the coordinate curves,
whence Ē = Ḡ = 1, F̄ = cos θ .

9. Parametrize the generating curve by arc length.

SECTION 3-2

13. Since the osculating plane is normal to N , N ′ = τn and, therefore, τ 2 =
|N ′|2 = k2

1 cos2 θ + k2
2 sin2

θ , where θ is the angle of e1 with the tangent
to the curve. Since the direction is asymptotic, we obtain cos2 θ and
sin2

θ as functions of k1 and k2, which substituted in the expression
above yields τ 2 = −k1k2.

14. By setting λ1 = λ1N2 and λ2 = λ2N1 we have that

|λ1 − λ2| = k|〈n, N1〉N2 − 〈n, N2〉N1|

=
√

λ2
1 + λ2

2 − 2λ1λ2 cos θ.

On the other hand,

| sin θ | = |N1 ∧ N2| = |n ∧ (N1 ∧ N2)|
= |〈n, N2〉N1 − 〈n, N1〉N2|.

16. Intersect the torus by a plane containing its axis and use Exercise 15.
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18. Use the fact that if θ = 2π/m, then

σ(θ) = 1 + cos2 θ + · · · + cos2(m − 1)θ =
m

2
,

which may be proved by observing that

σ(θ) =
1

4

(

v = m−1
∑

v = −(m−1)

e2viθ + 2m + 1

)

and that the expression under the summation sign is the sum of a
geometric progression, which yields

sin(2mθ − θ)

sin θ
= −1.

19. a. Express t and h in the basis {e1, e2} given by the principal directions,
and compute 〈dN(t), h〉.

b. Differentiate cos θ = 〈N, n〉, use that dN(t) = −knt + τgh, and
observe that 〈N, b〉 = 〈h, N〉 = sin θ , where b is the binormal vector.

20. Let S1, S2, and S3 be the surfaces that pass through p. Show that the
geodesic torsions of C1 = S2 ∩ S3 relative to S2 and S3 are equal; it
will be denoted by τ1. Similarly, τ2 denotes the geodesic torsion of
C2 = S1 ∩ S3 and τ3 that of S1 ∩ S2. Use the definition of τg to show
that, since C1, C2, C3 are pairwise orthogonal, τ1 + τ2 = 0, τ2 + τ3 = 0,
τ3 + τ1 = 0. It follows that τ1 = τ2 = τ3 = 0.

SECTION 3-3

2. Asymptotic curves: u = const., v = const. Lines of curvature:

log(v +
√

v2 + c2)±u = const.

3. u + v = const. u − v = const.

6. a. By taking the line r as the z axis and a normal to r as the x axis, we
have that

z′ =
√

1 − x2

x
.

By setting x = sin θ , we obtain

z(θ) =
∫

cos2 θ

sin θ
dθ = log tan

θ

2
+ cos θ + C.

If z(π/2) = 0, then C = 0.
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8. a. The assertion is clearly true if x = x1 and x̄ = x̄1 are parametriza-
tions that satisfy the definition of contact. If x and x̄ are arbitrary,
observe that x = x1 ◦ h, where h is the change of coordinates. It
follows that the partial derivatives of f ◦ x = f ◦ x1 ◦ h are linear
combinations of the partial derivatives of f ◦ x1. Therefore, they
become zero with the latter ones.

b. Introduce parametrizations x(x, y) = (x, y, f (x, y)) and x̄(x, y) =
(x, y, f̄ (x, y)), and define a function h(x, y, z) = f (x, y)− z.
Observe that h ◦ x = 0 and h ◦ x̄ = f − f̄ . It follows from part a,
applied the function h, that f − f̄ has partial derivatives of order ≤
2 equal to zero at (0, 0).

d. Since contact of order ≥ 2 implies contact of order ≥ 1, the paraboloid
passes through p and is tangent to the surface at p. By taking the plane
Tp(S) as the xy plane, the equation of the paraboloid becomes

f̄ (x, y) = ax2 + 2bxy + cy2 + dx + ey.

Let z = f (x, y) be the representation of the surface in the plane
Tp(S). By using part b, we obtain that d = c = 0, a = 1

2
fxx , b = fxy ,

c = 1
2
fyy .

15. If there exists such an example, it may locally be written in the form
z = f (x, y), with f (0, 0) = 0, fx(0, 0) = fy(0, 0) = 0. The given con-
ditions require that f 2

xx + f 2
yy �= 0 at (0, 0) and that fxxfyy − f 2

xy = 0 if
and only if (x, y) = (0, 0).

By setting, tentatively, f (x, y) = α(x) + β(y) + xy, where α(x) is
a function of x alone and β(y) is a function of y alone, we verify that
αxx = cos x, βyy = cos y satisfy the conditions above. It follows that

f (x, y) = cos x + cos y + xy − 2

is such an example.

16. Take a sphere containing the surface and decrease its radius continuously.
Study the normal sections at the point (or points) where the sphere meets
the surface for the first time.

19. Show that the hyperboloid contains two one-parameter families of lines
which are necessarily the asymptotic lines. To find such families of lines,
write the equation of the hyperboloid as

(x + z)(x − z) = (1 − y)(1 + y)

and show that, for each k �= 0, the line x + z = k(1 + y), x − z =
(1/k)(1 − y) belongs to the surface.
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20. Observe that (x/a2, y/b2, z/c2) = fN for some function f and that an
umbilical point satisfies the equation

〈

d(fN )

dt
∧

dα

dt
, N

〉

= 0

for every curve α(t) = (x(t), y(t), z(t)) on the surface. Assume that
z �= 0, multiply this equation by z/c2, and eliminate z and dz/dt (observe
that the equation holds for every tangent vector on the surface). Four
umbilical points are found, namely,

y = 0, x2 = a2 a2 − b2

a2 − c2
, z2 = c2 b2 − c2

a2 − c2
.

The hypothesis z = 0 does not yield any further umbilical points.

21. a. Let dN (v1) = av1 + bv2, dN (v2) = cv1 + dv2. A direct computation
yields

〈d(fN )(v1) ∧ d(fN )(v2), fN 〉 = f 3 det(dN ).

b. Show that fN = (x/a2, y/b2, z/c2) = W , and observe that

d(fN )(v1) =
(

αi

a2
,
βi

b2
,
γi

c2

)

, where v1 = (αi, βi, γi),

i = 1, 2. By choosing v1 so that v1 ∧ v2 = N , conclude that

〈d(fN )(v1) ∧ df (N)(v2), fN 〉 =
〈W, X〉
a2b2c2

1

f
,

where X = (x, y, z), and therefore 〈W, X〉 = 1.

24. d. Choose a coordinate system in R3 so that the origin O is at p ∈ S, the
xy plane agrees with Tp(S), and the positive direction of the z axis
agrees with the orientation of S at p. Furthermore, choose the x and y

axes in Tp(S) along the principal directions at p. If V is sufficiently
small, it can then be represented as the graph of a differentiable
function

z = f (x, y), (x, y) ∈ D ⊂ R2,

where D is an open disk in R2 and

fx(0, 0) = fy(0, 0) = fxy(0, 0) = 0, fxx(0, 0) = k1, fyy(0, 0) = k2.

We can assume, without loss of generality, that k1 ≥ 0 and k2 ≥ 0
on D, and we want to prove that f (x, y) ≥ 0 on D.



Hints and Answers 491

Assume that, for some (x̄, ȳ) ∈ D, f (x̄, ȳ) < 0. Consider
the function h0(t) = f (tx̄, t ȳ), 0 ≤ t ≤ 1. Since h′

0(0) = 0,
there exists a t1, 0 ≤ t1 ≤ 1, such that h′′

0(t1) < 0, Let p1 =
(t1x̄, t1ȳ, f (t1x̄, t1ȳ)) ∈ S, and consider the height function h1 of
V relative to the tangent plane Tp1

(S) at p1. Restricted to the
curve α(t) = (t x̄, t ȳ, f (t x̄, t ȳ)), this height function is h1(t) =
〈α(t) − p1, N1〉, where N1 is the unit normal vector at p1. Thus,
h′′

1(t) = 〈α′′(t), N1〉, and, at t = t1,

h′′
1(t1) = 〈(0, 0, h′′

0(t1)), (−fx(p1), −fy(p1), 1)〉 = h′′
0(t1) < 0.

But h′′
1(t1) = 〈α′′(t1), N1〉 is, up to a positive factor, the normal

curvature at p1, in the direction of α′(t1). This is a contradiction.

SECTION 3-4

10. c. Reduce the problem to the fact that if λ is an irrationa1 number
and m and n run through the integers, the set {λm + n} is dense
in the real line. To prove the last assertion, it suffices to show that
the set {λm + n} has arbitrarily small positive elements. Assume the
contrary, show that the greatest lower bound of the positive elements
of {λm + n} still belongs to that set, and obtain a contradiction.

11. Consider the set {αi : Ii → U} of trajectories of w, with αi(0) = p, and
set I =

⋃

i
Ii . By uniqueness, the maximal trajectory α: I → U may be

defined by setting α(t) = αi(t), where t ∈ Ii .

12. For every q ∈ S, there exist a neighborhood U of q and an interval
(−ǫ, ǫ), ǫ > 0, such that the trajectory α(t), with α(0) = q, is defined
in (−ǫ, ǫ). By compactness, it is possible to cover S with a finite number
of such neighborhoods. Let ǫ0 = minimum of the corresponding ǫ’s. If
α(t) is defined for t < t0 and is not defined for t0, take t1 ∈ (0, t0), with
|t0 − t1| < ǫ0/2. Consider the trajectory β(t) of w, with β(t1) = α(t1),
and obtain a contradiction.

SECTION 4-2

3. The “only if” part is immediate.To prove the “if” part, let p ∈
S and v ∈ Tp(S), v �= 0. Consider a curve α: (−ǫ, ǫ) → S, with
α′(0) = v. We claim that |dϕp(α

′(0))| = |α′(0)|. Otherwise, say,
|dϕp(α

′(0))| > |α′(0)|, and in a neighborhood J of 0 in (−ǫ, ǫ), we
have |dϕα(t)(α

′(t))| > |α′(t)|. This implies that the length of ϕ ◦ α(J ) is
greater than the length of α(J ), a contradiction.
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6. Parametrize α by arc length s in a neighborhood of t0. Construct in the
plane a curve with curvature k = k(s) and apply Exercise 5.

8. Set 0 = (0, 0, 0), G(0) = p0, and G(p) − p0 = F(p). Then F : R3 → R3

is a map such that F(0) = 0 and |F(p)| = |G(p) − G(0)| = |p|. This
implies that F preserves the inner product of R3. Thus, it maps the basis

{(1, 0, 0) = f1, (0, 1, 0) = f2, (0, 0, 1) = f3}

onto an orthonormal basis, and if p =
∑

aifi , i = 1, 2, 3, then F(p) =
∑

αiF(fi). Therefore, F is linear.

11. a. Since F is distance-preserving and the arc length of a differentiable
curve is the limit of the lengths of inscribed polygons, the restriction
F |S preserves the arc length of a curve in S.

c. Consider the isometry of an open strip of the plane onto a cylinder
minus a generator.

12. The restriction of F(x, y, z) = (x, −y, −z) to C is an isometry of C (cf.
Exercise 11), the fixed points of which are (1, 0, 0) and (−1, 0, 0).

17. The loxodromes make a constant angle with the meridians of the sphere.
Under Mercator’s projection (see Exercise 16) the meridians go into par-
allel straight lines in the plane. Since Mercator’s projection is conformal,
the loxodromes also go into straight lines. Thus, the sum of the interior
angles of the triangle in the sphere is the same as the sum of the interior
angles of a rectilinear plane triangle.

SECTION 4-4

6. Use the fact that the absolute value of the geodesic curvature is the
absolute value of the projection onto the tangent plane of the usual
curvature.

8. Use Exercise 1, part b, and Prop. 4 of Sec. 3-2.

9. Use the fact that the meridians are geodesics and that the parallel transport
preserves angles.

10. Apply the relation k2
g + k2

n = k2 and the Meusnier theorem to the
projecting cylinder.

12. Parametrize a neighborhood of p ∈ S in such a way that the two families
of geodesics are coordinate curves (Corollary 1, Sec. 3-4). Show that
this implies that F = 0, Ev = 0 = Gu. Make a change of parameters to
obtain that F̄ = 0, Ē = Ḡ = 1.

13. Fix two orthogonal unit vectors v(p) and w(p) in Tp(S) and parallel
transport them to each point of V . Two differentiable, orthogonal, unit
vector fields are thus obtained. Parametrize V in such a way that the
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directions of these vectors are tangent to the coordinate curves, which
are then geodesics. Apply Exercise 12.

16. Parametrize a neighborhood of p ∈ S in such a way that the lines of cur-
vature are the coordinate curves and that v = const. are the asymptotic
curves. It follows that ev = 0, and from the Mainardi-Codazzi equa-
tions, we conclude that Ev = 0. This implies that the geodesic curvature
of v = const. is zero. For the example, look at the upper parallel or the
torus.

18. Use Clairaut’s relation (cf. Example 5).

19. Substitute in Eq. (4) the Christoffel symbols by their values as functions
of E, F , and G and differentiate the expression of the first fundamental
form:

1 = E(u′)2 + 2Fu′v′ + G(v′)2.

20. Use Clairaut’s relation.

SECTION 4-5

4. b. Observe that the map x = x̄, y = (ȳ)5, z = (z̄)3 gives a homeomor-
phism of the sphere x2 + y2 + z2 = 1 onto the surface (x̄)2 + (ȳ)10 +
(z̄)6 = 1.

6. a. Restrict v to the curve α(t) = (cos t, sin t), t ∈ [0, 2π ]. The angle
that v(t) forms with the x axis is t . Thus, 2πI = 2π ; hence, I = 1.

d. By restricting v to the curve α(t) = (cos t, sin t), t ∈ [0, 2π ], we
obtain v(t) = (cos2 t − sin2

t, −2 cos t sin t) = (cos 2t,− sin 2t).
Thus, I = −2.

SECTION 4-6

8. Let (ρ, θ) be a system of geodesic polar coordinates such that its pole
is one of the vertices of � and one of the sides of � corresponds to
θ = 0. Let the two other sides be given by θ = θ0 and ρ = h(θ). Since
the vertex that corresponds to the pole does not belong to the coordinate
neighborhood, take a small circle of radius ǫ around the pole. Then

∫∫

�

K
√

G dρ dθ =
∫ θ0

0

dθ

(

lim
ǫ→0

∫ h(θ)

ǫ

K
√

G dρ

)

.
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Observing that K
√

G = −(
√

G)ρρ and that limǫ→0(
√

G)ρ = 1, we have
that the limit enclosed in parentheses is given by

1 −
∂(

√
G)

∂ρ
(h(θ), θ).

By using Exercise 7, we obtain
∫∫

�

K
√

G dρ dθ =
∫ θ0

0

dθ −
∫ θ0

0

dϕ

= α3 − (π − α2 − α1) =
3

∑

1

αi − π.

12. c. For K ≡ 0, the problem is trivial. For K > 0, use part b. For K < 0,
consider a coordinate neighborhood V of the pseudosphere (cf.
Exercise 6, part b, Sec. 3-3), parametrized by polar coordinates
(ρ, θ); that is, E = 1 , F = 0, G = sinh2

ρ. Compute the geodesics
of V ; it is convenient to use the change of coordinates tanh ρ = 1/w,
ρ �= 0, θ = θ , so that

E =
1

(w2 − 1)2
, G =

1

w2 − 1
, F = 0,

Ŵ1
11 = −

2w

w2 − 1
, Ŵ1

12 = −
w

w2 − 1
, Ŵ1

2 2 = w,

and the other Christoffel symbols are zero. It follows that the non-
radial geodesics satisfy the equation (d2w/dθ 2) + w = 0, where
w = w(θ). Thus, w = A cos θ + B sin θ ; that is

A tanh ρ cos θ + B tanh ρ sin θ = 1.

Therefore, the map of V into R2 given by

ξ = tanh ρ cos θ, η = tanh ρ sin θ,

(ξ, η) ∈ R2, is a geodesic mapping.

13. b. Define x = ϕ−1: ϕ(U) ⊂ R2 → S. Let v = v(u) be a geodesic in U .
Since ϕ is a geodesic mapping and the geodesics of R2 are lines, then
d2v/du2 ≡ 0. By bringing this condition into part a, the required
result is obtained.

c. Equation (a) is obtained from Eq. (5) of Sec. 4-3 using part b. From
Eq. (5a) of Sec. 4-3 together with part b we have

KF = (Ŵ1
12)u − 2(Ŵ2

12)v + Ŵ2
12Ŵ

1
12.

By interchanging u and v in the expression above and subtract-
ing the results, we obtain (Ŵ1

12)u = (Ŵ2
12)v, whence Eq. (b). Finally,
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Eqs. (c) and (d) are obtained from Eqs. (a) and (b), respectively, by
interchanging u and v.

d. By differentiating Eq. (a) with respect to v, Eq. (b) with respect to u,
and subtracting the results, we obtain

EK v − FKu = −K(Ev − Fu) + K(−FŴ2
12 + EŴ1

12).

By taking into account the values of Ŵk
ij , the expression above yields

EK v − FKu = −K(Ev − Fu) + K(Ev − Fu) = 0.

Similarly, from Eqs. (c) and (d) we obtain FKv − GKu = 0, whence
Kv = Ku = 0.

SECTION 4-7

1. Consider an orthonormal basis {e1, e2} at Tα(0)(S) and take the par-
allel transport of e1 and e2 along α, obtaining an orthonormal basis
{e1(t), e2(t)} at each Tα(t)(S). Set w(α(t)) = w1(t)e1(t) + w2(t)e2(t).
Then Dyw = w′

1(0)e1 + w′
2(0)e2 and the second member is the velocity

of the curve w1(t)e1 + w2(t)e2 in Tp(S) at t = 0.

2. b. Show that if (t1, t2) ⊂ I is small and does not contain “break points
of α,” then the tangent vector field of α((t1, t2)) can be extended to a
vector field y in a neighborhood of α((t1, t2)). Thus, by restricting v

and w to α, property 3 becomes

d

dt
〈v(t), w(t)〉 =

〈

Dv

dt
, w

〉

+
〈

v,
Dw

dt

〉

,

which implies that parallel transport in α|(t1, t2) is an isometry. By
compactness, this can be extended to the entire I . Conversely, assume
that parallel transport is an isometry. Let α be the trajectory of y

through a point p ∈ S. Restrict v and w to α. Choose orthonor-
mal basis {e1(t), e2(t)} as in the solution of Exercise 1, and set
v(t) = v1e1 + v2e2, w(t) = w1e1 + w2e2. Then property 3 becomes
the “product rule”:

d

dt

(

∑

i

viwi

)

=
∑

i

dvi

dt
wi +

∑

i

vi

dwi

dt
, i = 1, 2.

c. Let D be given and choose an orthogonal parametrization x(u, v).
Let y = y1xu + y2xv, w = w1xu + w2xv. From properties 1, 2, and
3, it follows that Dyw is determined by the knowledge of Dxu

xu,
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Dxu
xv, Dxv

xv. Set Dxu
xu = A1

11xu + A2
11xv, Dxu

xv = A1
12xu + A2

12xv,
Dxv

xv = A1
22xu + A2

22xv. From property 3 it follows that the Ak
ij sat-

isfy the same equations as the Ŵk
ij (cf. Eq. (2), Sec. 4-3). Thus,

Ak
ij = Ŵk

ij , which proves that Dyv agrees with the operation “Take
the usual derivative and project it onto the tangent plane.”

3. a. Observe that

dx(0,t)(1, 0) =
(

∂x
∂s

)

s=0

=
d

ds
γ (s, α(t), v(t))

∣

∣

∣

∣

s=0

= v(t),

dx(0,t)(0, 1) =
(

∂x
∂t

)

s=0

= α′(t).

b. Use the fact that x is a local diffeomorphism to cover the compact
set I with a family of open intervals in which x is one-to-one. Use
the Heine-Borel theorem and the Lebesgue number of the covering
(cf. Sec. 2-7) to globalize the result.

c. To show that F = 0, we compute (cf. property 4 of Exercise 2)

d

ds
F =

d

ds

〈

∂x
∂s

,
∂x
∂t

〉

=
〈

D

∂s

∂x
∂s

,
∂x
∂t

〉

+
〈

∂x
∂s

,
D

∂s

∂x
∂t

〉

=
〈

∂x
∂s

,
D

∂t

∂x
∂s

〉

,

because the vector field ∂x/∂s is parallel along t = const. Since

0 =
d

dt

〈

∂x
∂s

,
∂x
∂s

〉

= 2

〈

D

∂t

∂x
∂s

,
∂x
∂s

〉

,

F does not depend on s. Since F(0, t) = 0, we have F = 0.

d. This is a consequence of the fact that F = 0.

4. a. Use Schwarz’s inequality,

(∫ b

a

fg dt

)2

≤
∫ b

a

f 2 dt

∫ b

a

g2 dt,

with f ≡ 1 and g = |dα/dt |.
5. a. By noticing that E(t) =

∫ l

0
{(∂u/∂v)2 + G(γ (v, t), v)} dv, we obtain

(we write γ (v, t) = u(v, t), for convenience)

E′(t) =
∫ l

0

{

2
∂u

∂v

∂2u

∂v∂t
+

∂G

∂u
u′

}

dv.

Since, for t = 0, ∂u/∂v = 0 and ∂G/∂u = 0, we have proved the
first part.



Hints and Answers 497

Furthermore,

E′′(t) =
∫ l

0

{

2

(

∂2u

∂v∂t

)2

+ 2
∂u

∂v

∂3u

∂v∂2t
+

∂2G

∂u2
(u′)2 +

∂G

∂u
u′′

}

dv.

Hence, by using Guu = −2K
√

G and noting that
√

G = 1 for t = 0, we
obtain

E′′(0) = 2

∫ l

0

{

(

dη

dv

)2

− Kη2

}

dv.

6. b. Choose ǫ > 0 and coordinates in R3 ⊃ S so that ϕ(ρ, ǫ) = q.
Consider the points (ρ, ǫ) = r0, (ρ, ǫ + 2π sin β) = r1, . . . , (ρ, ǫ +
2πk sin β) = rk. Taking ǫ sufficiently small, we see that the line seg-
ments r0r1, . . . , r0rk belong to V if 2πk sin β < π (Fig. 4-49). Since
ϕ is a local isometry, the images of these segments will be geodesics
joining q to q, which are clearly broken at q (Fig. 4-49).

c. It must be proved that each geodesic γ : [0, l] → S with γ (0) =
γ (l) = q is the image by ϕ of one of the line segments r0r1, . . . , r0rk

referred to in part b. For some neighborhood U ⊂ V of r0, the
restriction ϕ|U = ϕ̃ is an isometry. Thus, ϕ̃−1 ◦ γ is a segment of a
half-line L starting at r0. Since ϕ(L) is a geodesic which agrees with
γ ([0, l]) in an open interval, it agrees with γ where γ is defined.
Since γ (l) = q, L passes through one of the points ri , i = 1, . . . , k,
say rj , and so γ is the image of r0rj .

SECTION 5-2

3. a. Use the relation ϕ′′ = −Kϕ to obtain (ϕ′2 + Kϕ2)′ = K ′ϕ2. Integrate
both sides of the last relation and use the boundary conditions of the
statement.

SECTION 5-3

5. Assume that every Cauchy sequence in d converges and let γ (s) be
a geodesic parametrized by arc length. Suppose, by contradiction,
that γ (s) is defined for s < s0 but not for s = s0. Choose a sequence
{sn} → s0. Thus, given ǫ > 0, there exists n0 such that if n, m > n0,
|sn − sm| < ǫ. Therefore,

d(γ (sm), γ (sn)) ≤ |sn − sm| < ǫ

and {γ (sn)} is a Cauchy sequence in d . Let {γ (sn)} → p0 ∈ S and let
W be a neighborhood of p0 as given by Prop. 1 of Sec. 4-7. If m, n
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are sufficiently large, the small geodesic joining γ (sm) to γ (sn) clearly
agrees with γ . Thus, γ can be extended through p0, a contradiction.

Conversely, assume that S is complete and let {pn} be a Cauchy
sequence in d of points on S. Since d is greater than or equal to the
Euclidean distance d̄ , {pn} is a Cauchy sequence in d̄. Thus, {pn}
converges to p0 ∈ R3. Assume, by contradiction, that p0 �∈ S. Since a
Cauchy sequence is bounded, given ǫ > 0 there exists an index n0 such
that, for all n > n0, the distance d(pn0

, pn) < ǫ. By the Hopf-Rinow
theorem, there is a minimal geodesic γn joining pn0

to pn with length
< ǫ. As n → ∞, γn tends to a minimal geodesic γ with length ≤ ǫ.
Parametrize γ by arc length s. Then, since p0 �∈ S, γ is not defined for
s = ǫ. This contradicts the completeness of S.

6. Let {pn} be a sequence of points on S such that d(p, pn) → ∞. Since
S is complete, there is a minimal geodesic γn(s) (parametrized by arc
length) joining p to pn with γn(0) = p. The unit vectors γ ′

n(0) have a
limit point v on the (compact) unit sphere of Tp(S). Let γ (s) = expp sv,
s ≥ 0. Then γ (s) is a ray issuing from p. To see this, notice that, for
a fixed s0 and n sufficiently large, limn→∞ γn(s0) = γ (s0). This follows
from the continuous dependence of geodesics from the initial conditions.
Furthermore, since d is continuous,

lim
n→∞

d(p, γn(s0)) = d(p, γ (s0)).

But if n is large enough, d(p, γn(s0)) = s0. Thus, d(p, γ (s0)) = s0, and
γ is a ray.

8. First show that if d and d̄ denote the intrinsic distances of S and S̄, respec-
tively, then d(p, q) ≥ cd̄(ϕ(p), ϕ(q)) for all p, q ∈ S. Now let {pn} be
a Cauchy sequence in d of points on S. By the initial remark, {ϕ(pn)} is a
Cauchy sequence in d̄ . Since S̄ is complete, {ϕ(pn)} → ϕ(p0). Since ϕ−1

is continuous, {pn} → p0. Thus, every Cauchy sequence in d converges;
hence S is complete (cf. Exercise 5).

9. ϕ is one-to-one: Assume, by contradiction, that p1 �= p2 ∈ S1 are such
that ϕ(p1) = ϕ(p2) = q. Since S1 is complete, there is a minimal
geodesic γ joining p1 to p2. Since ϕ is a local isometry, ϕ ◦ γ is a
geodesic joining q to itself with the same length as γ . Any point distinct
from q on ϕ ◦ γ can be joined to q by two geodesics, a contradiction.

ϕ is onto: Since ϕ is a local diffeomorphism, ϕ(S1) ⊂ S2 is an open set
in S2. We shall prove that ϕ(S1) is also closed in S2; since S2 is connected,
this will imply that ϕ(S1) = S2. If ϕ(S1) is not closed in S2, there exists
a sequence {ϕ(pn)}, pn ∈ S1, such that {ϕ(pn)} → p0 ∈ ϕ(S1). Thus,
{ϕ(pn)} is a nonconverging Cauchy sequence in ϕ(S1). Since ϕ is a one-
to-one local isometry, {pn} is a nonconverging Cauchy sequence in S1,
a contradiction to the completeness of S1.
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10. a. Since

d

dt
(h ◦ ϕ(t)) =

d

dt
〈ϕ(t), v〉 = 〈ϕ′(t), v〉 = 〈grad h, v〉

and

d

dt
(h ◦ ϕ(t)) = dh(ϕ′(t)) = dh(grad h) = 〈grad h, grad h〉,

we conclude, by equating the last members of the above relations,
that |grad h| ≤ 1.

b. Assume that ϕ(t) is defined for t < t0 but not for t = t0. Then there
exists a sequence {tn} → t0 such that the sequence {ϕ(tn)} does not
converge. If m and n are sufficiently large, we use part a to obtain

d(ϕ(tm), ϕ(tm)) ≤
∫ tm

tn

|grad h(ϕ(t))| dt ≤ |tm − tn|,

where d is the intrinsic distance of S. This implies that {ϕ(tn)}
is a nonconverging Cauchy sequence in d, a contradiction to the
completeness of S.

SECTION 5-4

2. Assume that
lim
r→∞

( inf
x2+y2≥r

K(x, y)) = 2c > 0.

Then there exists R > 0 such that if (x, y) �∈ D, where

D = {(x, y) ∈ R2; x2 + y2 < R2},

then K(x, y) ≥ c. Thus, by taking points outside the disk D, we can
obtain arbitrarily large disks where K(x, y) ≥ c > 0. This is easily seen
to contradict Bonnet’s theorem.

SECTION 5-5

3. b. Assume that a > b and set s = b in relation (∗). Use the initial con-
ditions and the facts v′(b) < 0, u(b) > 0, uv ≥ 0 in [0, b] to obtain
a contradiction.

c. From [uv′ − vu′]s
0 ≥ 0, one obtains v′/v ≥ u′/u; that is, (log v)′ ≥

(log u)′. Now, let 0 < s0 ≤ s ≤ a, and integrate the last inequality
between s0 and s to obtain
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log v(s) − log v(s0) ≥ log u(s) − log u(s0);

that is, v(s)/u(s) ≥ v(s0)/u(s0). Next, observe that

lim
s0→0

v(s0)

u(s0)
= lim

s0→0

v′(s0)

u′(s0)
= 1.

Thus, v(s) ≥ u(s) for all s ∈ [0, a).

6. Suppose, by contradiction, that u(s) �= 0 for all s ∈ (0, s0]. By using
Eq. (∗) of Exercise 3, part b (with K̃ = L and s = s0), we obtain

∫ s0

0

(K − L)uv ds + u(s0)v
′(s0) − u(0)v′(0) = 0.

Assume, for instance, that u(s) > 0 and v(s) < 0 on (0, s0]. Then
v′(0) < 0 and v′(s0) > 0. Thus, the first term of the above sum is ≥ 0
and the two remaining terms are > 0, a contradiction. All the other cases
can be treated similarly.

8. Let v be the vector space of Jacobi fields J along γ with the property
that J (l) = 0. v is a two-dimensional vector space. Since γ (l) is not
conjugate to γ (0), the linear map θ : v → Tγ (0)(S) given by θ(J ) = J (0)

is injective, and hence, for dimensional reasons, an isomorphism. Thus,
there exists J ∈ v with J (0) = w0. By the same token, there exists a
Jacobi field J̄ along γ with J̄ (0) = 0, J̄ (l) = w1. The required Jacobi
field is given by J + J̄ .

SECTION 5-6

10. Let γ : [0, l] → S be a simple closed geodesic on S and let v(0) ∈
Tγ (0)(S) be such that |v(0)| = 1, 〈v(0), γ ′(0)〉 = 0. Take the parallel
transport v(s) of v(0) along γ . Since S is orientable, v(l) = v(0) and v

defines a differentiable vector field along γ . Notice that v is orthogonal
to γ and that Dv/ds = 0, s ∈ [0, 1). Define a variation (with free end
points) h: [0, l) × (−ǫ, ǫ) → S by

h(s, t) = expγ (s) tv(s).

Check that, for t small, the curves of the variation ht(s) = h(s, t) are
closed. Extend the formula for the second variation of arc length to the
present case, and show that

L′′
v(0) = −

∫ t

0

Kds < 0.

Thus, γ (s) is longer than all curves ht(s) for t small, say, |t | < δ ≤ ǫ.
By changing the parameter t into t/δ, we obtain the required homotopy.
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SECTION 5-7

9. Use the notion of geodesic torsion τg of a curve on a surface (cf.
Exercise 19, Sec. 3-2). Since

dθ

ds
= τ − τg,

where cos θ = 〈N, n〉 and the curve is closed and smooth, we obtain

∫ l

0

τ ds −
∫ l

0

τg ds = 2πn,

where n is an integer. But on the sphere, all curves are lines of curva-
ture. Since the lines of curvature are characterized by having vanishing
geodesic torsion (cf. Exercise 19, Sec. 3-2), we have

∫ l

0

τ ds = 2πn.

Since every closed curve on a sphere is homotopic to zero, the integer n

is easily seen to be zero.

SECTION 5-10

7. We have only to show that the geodesics γ (s) parametrized by arc length
which approach the boundary of R2

+ are defined for all values of the
parameter s. If the contrary were true, such a geodesic would have a
finite length l, say, from a fixed point p0. But for the circles of R2

+ that
are geodesics, we have

l =
∣

∣

∣

∣

lim
ǫ→0

∫ ǫ

θ0>π/2

dθ

sin θ

∣

∣

∣

∣

≥
∣

∣

∣

∣

lim
ǫ→0

∫ ǫ

θ0>π/2

cos θdθ

sin θ

∣

∣

∣

∣

= ∞,

and the same holds for the vertical lines of R2
+.

10. c. To prove that the metric is complete, notice first that it dominates the
Euclidean metric on R2. Thus, if a sequence is a Cauchy sequence in
the given metric, it is also a Cauchy sequence in the Euclidean metric.
Since the Euclidean metric is complete, such a sequence converges.
It follows that the given metric is complete (cf. Exercise 1, Sec. 5-3).
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Chain rule, 93 (Ex. 24), 127, 131
Chern, S. S., 323

and Lashof, R., 393
Christoffel symbols, 235

in normal coordinates, 299 (Ex. 4)
for a surface of revolution, 236

Cissoid of Diocles, 7 (Ex. 3)
Clairaut’s relation, 260
Closed plane curve, 32
Closed set, 462
Closure of a set, 462
Compact set, 114, 468
Comparison theorems, 374 (Ex. 3)
Compatibility equations, 239
Complete surface, 331

503
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Cone, 66, 67 (Ex. 3), 333
geodesics of, 312 (Ex. 6)
local isometry of, with plane, 226
as a ruled surface, 192

Conformal map, 229
linear, 232 (Ex. 13)
local, 229, 233 (Ex. 14)

of planes, 233 (Ex. 15)
of spheres into planes, 233 (Ex. 16)

Conjugate directions, 152
Conjugate locus, 368
Conjugate minimal surfaces, 216 (Ex. 14)
Conjugate points, 368

Kneser criterion for, 376 (Ex. 7)
Connected, 465

arcwise, 465
locally, 467

component, 472
simply

locally, 389
Connection, 311 (Ex. 2), 447
Conoid, 213 (Ex. 5)
Contact of curves, 173 (Ex. 9)
Contact of curves and surfaces, 174 (Ex. 10)
Contact of surfaces, 94 (Ex. 27), 172 (Ex. 8)
Continuous map, 122

uniformly, 471
Convergence, 460

in the intrinsic distance, 341 (Ex. 4)
Convex curve, 39
Convex hull, 50 (Ex. 11)
Convex neighborhood, 307

existence of, 309
Convex set, 50 (Ex. 9)
Convexity and curvature, 41, 177 (Ex. 24),

393, 403
Coordinate curves, 55
Coordinate neighborhood, 55
Coordinate system, 55
Courant, R., 117
Covariant derivative, 241

algebraic value of, 251
along a curve, 243
expression of, 242
properties of, 310 (Ex. 2)
in terms of parallel transport, 310 (Ex. 1)

Covering space, 377
number of sheets of, 384
orientable double, 449 (Exs. 3, 4)

Critical point, 60, 92 (Ex. 13)
nondegenerate, 177 (Ex. 23)

Critical value, 60

Cross product, 13
Curvature:

Gaussian, 148, 158 (see also Gaussian
curvature)

geodesic, 251, 256
lines of, 147

differential equations of, 163
mean, 148, 158, 166

vector, 203
normal, 143
of a plane curve, 22
principal, 146
radius of, 20
sectional, 448
of a space curve, 17

in arbitrary parameters,
26 (Ex. 12)

Curve:
asymptotic, 150

differential equations for, 162
maximal, 417

of class Ck , 10 (Ex. 7)
closed, 32

continuous, 399
piecewise regular, 269
simple, 32

coordinate, 55
divergent, 342 (Ex. 7)
knotted, 409
level, 104 (Ex. 14)
parametrized, 3

piecewise differentiable, 334
piecewise regular, 247
regular, 6

piecewise C1, 37
simple, 10 (Ex. 7)

Cut locus, 425
Cycloid, 7
Cylinder, 67 (Ex. 1)

first fundamental form of, 96
isometries of, 232 (Ex. 12)
local isometry of, with plane, 222
normal sections of, 146
as a ruled surface, 192

Darboux trihedron, 264 (Ex. 14)
Degree of a map, 397
Developable surface, 197, 213 (Ex. 3)

classification of, 197
as the envelope of a family of tangent

planes, 198
tangent plane of a, 213 (Ex. 6)
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Diffeomorphism, 76
area-preserving, 233 (Exs. 18, 19)
local, 89

orientation-preserving, 168
orientation-reversing, 168

Differentiable function, 75, 83 (Ex. 9),
84 (Ex. 13), 126

Differentiable manifold, 444
Differentiable map, 75, 128, 432
Differentiable structure, 431, 444
Differential of a map, 89, 128
Direction:

asymptotic, 150
principal, 146

Directions:
conjugate, 152
field of, 181

Directrix of a ruled surface, 191
Distance on a surface, 335
Distribution parameter, 195
do Carmo, M. and E. Lima, 394
Domain, 99
Dot product, 4
Dupin indicatrix, 150

geometric interpretation of, 166
Dupin’s theorem on triply orthogonal

systems, 155

Edges of a triangulation, 275
Efimov, N. V., 457
Eigenvalue, 219
Eigenvector, 219
Ellipsoid, 63, 82 (Ex. 4), 93 (Ex. 20)

conjugate locus of, 266
first fundamental form of, 102 (Ex. 1)
Gaussian curvature of, 176 (Ex. 21)
parametrization of, 69 (Ex. 12)
umbilical points of, 175

Embedding, 441
of the Klein bottle into R4, 442
of the projective plane into R4, 443
of the torus into R4, 441

Energy of a curve, 311 (Ex. 4)
Enneper’s surface, 170 (Ex. 3)

as a minimal surface, 208
Envelope of a family of tangent planes, 198, 213

(Ex. 8), 215 (Ex. 10), 247, 313 (Ex. 7)
Euclid’s fifth axiom, 283, 436, 438
Euler formula, 147
Euler-Lagrange equation, 371
Euler-Poincaré characteristic, 275
Evolute, 24 (Ex. 7)

Exponential map, 288
differentiability of, 289

Faces of a triangulation, 275
Fary-Milnor Theorem, 409
Fenchel’s theorem, 405
Fermi coordinates, 311 (Ex. 3)
Field of directions, 181

differential equation of, 182
integral curves of, 182

Field of unit normal vectors, 107
First fundamental form, 94
Flat torus, 440
Focal surfaces, 214 (Ex. 9)
Folium of Descartes, 9 (Ex. 5)
Frenet formulas, 20
Frenet trihedron, 20
Function:

analytic, 209
component, 122
continuous, 121
differentiable, 75, 126
harmonic, 204
height, 75
Morse, 177 (Ex. 23)

Fundamental theorem for the local theory of
curves, 20, 315

Fundamental theorem for the local theory of
surfaces, 239, 317

Gauss-Bonnet theorem (global), 277
application of, 280

Gauss-Bonnet theorem (local), 272
Gauss formula, 238

in orthogonal coordinates, 240 (Ex. 1)
Gauss lemma, 292
Gauss map, 138
Gauss theorem egregium, 237
Gaussian curvature, 148, 158

geometric interpretation of, 168
for graphs of differentiable functions,

166
in terms of parallel transport, 274

Genus of a surface, 276
Geodesic:

circles, 291
coordinates, 311 (Ex. 3)
curvature, 251, 256
flow, 446
mapping, 300 (Ex. 11)
parallels, 311 (Ex. 3)
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Geodesic: (Cont.)
polar coordinates, 290

first fundamental form in, 291
Gaussian curvature in, 292
geodesics in, 300 (Ex. 7)

torsion, 155 (Ex. 19), 264 (Ex. 14)
Geodesics, 312

of a cone, 312 (Ex. 6)
of a cylinder, 249, 250
differential equations of, 257
existence of, 257
minimal, 307, 337
minimizing properties of, 296
of a paraboloid of revolution, 261–262
of the Poincaré half-plane, 437, 438,

450 (Ex. 8)
radial, 291
as solutions to a variational problem, 351
of a sphere, 249
of surfaces of revolution, 258–261,

362 (Ex. 5)
Gluck, H., 42
Gradient on surfaces, 104 (Ex. 14)
Graph of a differentiable function, 60

area of, 102 (Ex. 5)
Gaussian curvature of, 166
mean curvature of, 166
second fundamental form of, 166
tangent plane of, 90 (Ex. 3)

Green, L., 369
Gromov, M. L., and V. A. Rokhlin, 457
Group of isometries, 232 (Ex. 9)

Hadamard’s theorem on complete surfaces with
K ≤ O, 393, 396 (Ex. 9)

Hadamard’s theorem on ovaloids, 393
Hartman, P. and L. Nirenberg, 414
Heine-Borel theorem, 115, 126
Helicoid, 96

asymptotic curves of, 170 (Ex. 2)
distribution parameter of, 212 (Ex. 1)
generalized, 103 (Ex. 13), 189 (Ex. 6)
line of striction of, 212 (Ex. 1)
lines of curvature of, 170 (Ex. 2)
local isometry of, with a catenoid,

216 (Ex. 14), 226
as a minimal surface, 206
as the only minimal ruled surface, 207
tangent plane of, 91 (Ex. 9)

Helix, 2, 23 (Ex. 1)
generalized, 27 (Ex. 17)

Hessian, 166, 176 (Ex. 22)
Hilbert, D., 451

Hilbert’s theorem, 451
Holmgren, E., 451
Holonomy group, 302 (Ex. 13)
Homeomorphism, 125
Homotopic arcs, 385
Homotopy of arcs, 385

free, 396 (Ex. 10)
lifting of, 385

Hopf, H. and W. Rinow, 331, 359
Hopf-Rinow’s theorem, 338
Hopf’s theorem on surfaces with H = const.,

237 (Ex. 4)
Hurewicz, W., 180
Hyperbolic paraboloid (saddle surface),

69 (Ex. 11), Fig. 3-7
asymptotic curves of, 187
first fundamental form of, 102 (Ex. 1)
Gauss map of, 141
parametrization of, 69 (Ex. 11)
as a ruled surface, 196

Hyperbolic plane, 436
Hyperboloid of one sheet, 90 (Ex. 2), Fig. 3-34

Gauss map of, 153 (Ex. 8)
as a ruled surface, 193, 212 (Ex. 2)

Hyperboloid of two sheets, 63
first fundamental form of, 102 (Ex. 1)
parametrization of, 69 (Ex. 13), 102 (Ex. 1)

Immersion, 438
isometric, 438

Index form of a geodesic, 427
Index of a vector field, 283
Infimum (g.l.b.), 464
Integral curve, 182
Intermediate value theorem, 126
Intrinsic distance, 228, 335
Intrinsic geometry, 220, 238, 241
Inverse function theorem, 133
Inversion, 123
Isometry, 221

linear, 231 (Ex. 7)
local, 222

in local coordinates, 223, 231 (Ex. 2)
of tangent surfaces to planes, 231 (Ex. 6)

Isoperimetric inequality, 34
for geodesic circles, 300 (Ex. 9)

Isothermal coordinates, 204, 230
for minimal surfaces, 216 (Ex. 13(b))

Jacobi equation, 364
Jacobi field, 363

on a sphere, 368
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Jacobian determinant, 130
Jacobian matrix, 130
Jacobi’s theorem on the normal indicatrix, 281
Jacobi’s theorems on conjugate points, 424, 428
Joachimstahl, theorem of, 154 (Ex. 15)
Jordan curve theorem, 400

Kazdan, J. and F. Warner, 451
Klein bottle, 433

embedding of, into R4, 442, 443
non-orientability of, 442

Klingenberg’s lemma, 395 (Ex. 8)
Kneser criterion for conjugate points,

376 (Ex. 7)
Knotted curve, 409

Lashof, R. and S. S. Chern, 393
Lebesgue number of a family, 115
Levi-Civita connection, 447
Lifting:

of an arc, 382
of a homotopy, 385
property of, arcs, 386

Lima, E. and M. do Carmo, 394
Limit point, 461
Limit of a sequence, 460
Line of curvature, 147
Liouville:

formula of, 256
surfaces of, 266

Local canonical form of a curve, 28
Locally convex, 177 (Ex. 24), 393

strictly, 177 (Ex. 24)
Logarithmic spiral, 9
Loxodromes of a sphere, 99, 233

Mainardi-Codazzi equations, 238
Mangoldt, H., 369
Map:

antipodal, 82 (Ex. 1)
conformal, 229

linear, 232 (Ex. 13)
continuous, 122
covering, 377
differentiable, 75, 128, 432
distance-preserving, 232 (Ex. 8)
exponential, 287
Gauss, 138
geodesic, 300 (Ex. 11)
self-adjoint linear, 217

Massey, W., 414
Mean curvature, 148, 158, 166

Mean curvature vector, 203
Mercator projection, 233 (Ex. 16), 234 (Ex. 20)
Meridian, 79
Meusnier theorem, 144
Milnor, T. Klotz, 457
Minding’s theorem, 292
Minimal surfaces, 200

conjugate, 216 (Ex. 14)
Gauss map of, 216 (Ex. 13)
isothermal parameters on, 204,

216 (Ex. 13(b))
of revolution, 205
ruled, 207
as solutions to a variational problem, 202

Möbius strip, 108
Gaussian curvature of, 175 (Ex. 18)
infinite, 448 (Ex. 2)
nonorientability of, 110, 112 (Exs. 1, 7)
parametrization of, 108

Monkey saddle, 161, 174 (Ex. 11)
Morse index theorem, 427

Neighborhood, 121, 124
convex, 307
coordinate, 55
distinguished, 378
normal, 289

Nirenberg, L. and P. Hartman, 414
Norm of a vector, 4
Normal:

coordinates, 290
curvature, 143
indicatrix, 281
line, 89
plane to a curve, 20
principal, 20
section, 144
vector to a curve, 18
vector to a surface, 89

Olinde Rodrigues, theorem of, 147
Open set, 120
Orientation:

change of, for curves, 7
for curves, 112 (Ex. 6)
positive, of Rn , 12
for surfaces, 106, 138
of a vector space, 12

Oriented:
area in R2, 16 (Ex. 10)
positively, boundary of a simple region, 271
positively, simple closed plane curve, 33



508 Index

Oriented: (Cont.)
surface, 106, 109
volume in R3, 17 (Ex. 11)

Orthogonal:
families of curves, 105 (Ex. 15), 184,

189 (Ex. 6)
fields of directions, 184, 188 (Ex. 4),

188 (Ex. 5)
parametrization, 98, 186
projection, 82 (Ex. 2), 123
transformation, 24 (Ex. 6), 231 (Ex. 7)

Osculating:
circle to a curve, 31 (Ex. 2b)
paraboloid to a surface, 173 (Ex. 8(c))
plane to a curve, 18, 30, 31 (Ex. 1), 31 (Ex. 2)
sphere to a curve, 174 (Ex. 10(c))

Osserman’s theorem, 211, 343 (Ex. 11)
Ovaloid, 328, 393

Paraboloid of revolution, 82 (Ex. 3)
conjugate points on, 374 (Ex. 2)
Gauss map of, 142
geodesics of, 261

Parallel:
curves, 49 (Ex. 6)
surfaces, 215 (Ex. 11)
transport, 245

existence and uniqueness of, 245, 255
geometric construction of, 247

vector field, 244
Parallels:

geodesic, 311 (Ex. 3(d))
of a surface of revolution, 79

Parameter:
of a curve, 4
distribution, 195

Parameters:
change of, for curves, 85 (Ex. 15)
change of, for surfaces, 72
isothermal, 230

existence of, 230
existence of, for minimal surfaces,
216 (Ex. 13(b))

Parametrization of a surface, 55
by asymptotic curves, 187
by lines of curvature, 188
orthogonal, 98

existence of, 186
Partition, 10 (Ex. 8), 116
Plane:

hyperbolic, 436
normal, 20

osculating, 18, 30, 31 (Ex. 1), 31 (Ex. 2)
real projective, 433
rectifying, 20
tangent, 86

Planes, one-parameter family of tangent, 215
(Ex. 10), 313 (Ex. 7)

Plateau’s problem, 203
Poincaré half-plane, 437

completeness of, 450 (Ex. 7)
geodesics of, 438, 450 (Ex. 8)

Poincaré’s theorem on indices of
a vector field, 286

Point:
accumulation, 461
central, 194
conjugate, 368
critical, 60, 92 (Ex. 13)
elliptic, 148
hyperbolic, 148
isolated, 464
limit, 461
parabolic, 148
umbilical, 149

Pole, 396 (Ex. 11)
Principal:

curvature, 146
direction, 146
normal, 20

Product:
cross, 13
dot, 4
inner, 4
vector, 13

Projection, 82 (Ex. 2), 123
Mercator, 233 (Ex. 16), 234 (Ex. 20)
stereographic, 69 (Ex. 16), 231 (Ex. 4)

Projective plane, 433
embedding of, into R4, 443
nonorientability of, 441
orientable double covering of, 449 (Ex. 3)

Pseudo-sphere, 171 (Ex. 6)

Radius of curvature, 20
Ray, 342 (Ex. 6)
Rectifying plane, 20

envelope of, 314 (Ex. 7(b))
Region, 99

bounded, 99
regular, 275
simple, 271

Regular:
curve, 70 (Ex. 17), 77
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parametrized curve, 6
parametrized surface, 80
surface, 54
value, 60,

94 (Ex. 28)
inverse image of, 61, 94 (Ex. 28)

Reparametrization by arc length, 23
Riemannian:

manifold, 446
covariant derivative on, 447

metric, 446
on abstract surfaces, 435

structure, 447
Rigid motion, 24 (Ex. 6), 44
Rigidity of the sphere, 323
Rinow, W. and H. Hopf, 331, 359
Rokhlin, V. A. and M. L. Gromov, 457
Rotation, 77, 88
Rotation axis, 79
Rotation index of a curve, 39, 399
Ruled surface, 191

central points of, 194
directrix of, 191
distribution parameter of, 195
Gaussian curvature of, 195
line of striction of, 194
noncylindrical, 193
rulings of, 191

Ruling, 191

Samelson, H., 116
Santaló, L., 47
Scherk’s minimal surface, 210
Schneider, R., 56
Schur’s theorem for plane curves, 412 (Ex. 7),

413 (Ex. 8)
Second fundamental form, 143
Set:

arcwise connected, 465
bounded, 114
closed, 462
compact, 114, 468
connected, 465
convex, 50 (Ex. 9)
locally simply connected, 389
open, 120
simply connected, 388

Similarity, 301 (Ex. 11)
Similitude, 190 (Ex. 9), 232 (Ex. 13)
Simple region, 271
Singular point:

of a parametrized curve, 6

of a parametrized surface, 80
of a vector field, 283

Smooth function, 2
Soap films, 202
Sphere, 57

conjugate locus on, 368–369
as double covering of projective plane, 448

(Ex. 2)
first fundamental form of, 98
Gauss map of, 139
geodesics of, 249
isometries of, 232 (Ex. 11), 267 (Ex. 23)
isothermal parameters on, 231 (Ex. 4)
Jacobi field on, 368
orientability of, 106
parametrizations of, 57–60, 69 (Ex. 16)
rigidity of, 323
stereographic projection of, 69 (Ex. 16)

Spherical image, 153 (Ex. 9), 283
Stereographic projection, 69 (Ex. 16),

231 (Ex. 4)
Stoker, J. J., 393, 414
Stoker’s remark on Efimov’s theorem,

457 (Ex. 1)
Stoker’s theorem for plane curves, 413 (Ex. 8)
Striction, line of, 194
Sturm’s oscillation theorem, 376 (Ex. 6)
Supremum (l.u.b.), 464
Surface:

abstract, 431
complete, 331
connected, 63
developable, 197, 213 (Ex. 3)
focal, 214 (Ex. 9)
geometric, 435
of Liouville, 266
minimal, 200
parametrized, 80

regular, 80
regular, 54
of revolution (see Surfaces of revolution)
rigid, 323
ruled (see Ruled surface)
tangent, 81

Surfaces of revolution, 79
area of, 103 (Ex. 11)
area-preserving maps of, 234 (Ex. 20)
Christoffel symbols, 236
conformal maps of, 234 (Ex. 20)
with constant curvature, 171 (Ex. 7), 326
extended, 80
Gaussian curvature of, 164
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Surfaces of revolution (Cont.)
geodesics of, 258–261
isometries of, 232 (Ex. 10)
mean curvature of , 165
parametrization of, 79
principal curvatures of, 165

Symmetry, 77, 123
Synge’s lemma, 396 (Ex. 10)

Tangent:
bundle, 444
indicatrix, 24 (Ex. 3), 37
line to a curve, 6
map of a curve, 399
plane, 86, 90 (Exs. 1, 3)

of abstract surfaces, 435
strong, 10 (Ex. 7)
surface, 81
vector to an abstract surface, 433
vector to a curve, 2
vector to a regular surface, 85
weak, 10 (Ex. 7)

Tangents, theorem of turning, 270, 402
Tchebyshef net, 102 (Exs. 3, 4), 240 (Ex. 5), 452
Tissot’s theorem, 190 (Ex. 9)
Topological properties of surfaces, 275
Torsion:

in an arbitrary parametrization, 26 (Ex. 12)
geodesic, 155 (Ex. 19), 264 (Ex. 14)
in a parametrization by arc length, 26 (Ex. 12)
sign of, 29

Torus, 64
abstract, 439
area of, 101
flat, 440
Gaussian curvature of, 159
implicit equation of, 65
as orientable double covering of Klein bottle,

449 (Ex. 3)
parametrization of, 67

Total curvature, 405
Trace of a parametrized curve, 2
Trace of a parametrized surface, 80
Tractrix, 8 (Ex. 4)
Translation, 24 (Ex. 6)
Transversal intersection, 93 (Ex. 17)
Triangle on a surface, 275

geodesic, 267, 282
free mobility of small, 300 (Ex. 8)

Triangulation, 275
Trihedron:

Darboux, 264 (Ex. 14)
Frenet, 20

Tubular:
neighborhood, 112, 406
surfaces, 91 (Ex. 10), 406

Umbilical point, 149
Uniformly continuous map, 471
Unit normal vector, 89

Variation:
first, of arc length, 350
second, of arc length, 357
second, of energy for simple geodesics,

312 (Ex. 5)
Variations:

broken, 426
calculus of, 360–362 (Exs. 4, 5)
of curves, 345
orthogonal, 351
proper, 345
of simple geodesics, 312
of surfaces, 200

Vector:
acceleration, 350
length of, 4
norm of, 4
tangent (see Tangent, vector)
velocity, 2

Vector field along a curve, 243
covariant derivative of, 243
parallel, 244
variational, 344

Vector field along a map, 348
Vector field on a plane, 178

local first integral of, 181
local flow of, 180
trajectories of, 179

Vector field on a surface, 183, 241
covariant derivative of, 241
derivative of a function relative to,

189 (Ex. 7)
maximal trajectory of, 190 (Ex. 11)
singular point of, 283

Vertex:
the four, theorem, 39
of a plane curve, 39

Vertices of a piecewise regular curve, 269
Vertices of a triangulation, 275

Warner, F. and J. Kazdan, 451
Weingarten, equations of, 157
Winding number, 399
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