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Preface

vii

This book is based on the notes of one-semester introductory courses in alge-
braic geometry I gave to students of the University of Barcelona in their first
postgraduate year, during the academic years 2014/15 to 2017/18. Two main
facts conditioned the choice of the contents and its presentation: first, the
students had uneven – often rather limited – algebro-geometric backgrounds;
second, it was assumed that most of the students would not follow further
courses on algebraic geometry. This meant that, on one hand, just a few basic
facts could be assumed as prerequisites, while, on the other, the course had to
contain as many results interestingby themselves as possible. My choice was to
take the basic facts of the intrinsic (i.e. birationally invariant) geometry on
an irreducible complex curve as the main goal of the course, and reach it
through the approach given by A. Brill and M. Noether in their fundamental
memoir [2], followed, with small variations, in many classical treatises such
as [10], [17], [19] and [21]. Brill and Noether’s approach develops the theory
on plane curves and makes intensive use of their local and projective proper-
ties. Therefore, following Brill and Noether requires a previous presentation
of the essentials of the local and projective theories of plane algebraic curves,
which is fortunate, because these can be developed from very basic prerequi-
sites and stand by themselves as very relevant parts of the study of algebraic
curves, with applications to computer algebra and computer graphics. An
added advantage of Brill and Noether’s approach is that it provides a very
clear reading of the intrinsic geometry on plane curves.

Accordingly, besides a preliminary chapter (Chapter 1) presenting very
elementary facts about hypersurfaces, the book is divided into three main
chapters, devoted in this order to the local, projective and intrinsic geometry
of algebraic curves. A description of the contents is as follows:

Chapter 2 starts with Newton polygons and the theorem of Puiseux about
local parameterization of plane curves using convergent fractionary power
series. It leads to the notion of branch (of a plane curve at a point),
which is fundamental in Chapter 4 because rational functions on a curve are
evaluated along its branches, not at its points. The characteristic exponents
of a branch are introduced, but the analysis of the singularities of a plane
curve is pursued no further. The local parameterizations allow us to define
the intersection multiplicity – a numerical local invariant of two curves at
a point – and prove its main properties. Intersection multiplicity will be of

vii



viii Preface

constant use from this point onwards.

Chapter 3 contains two main theorems: Bézout’s theorem, which counts
the number of intersection points of two curves, and Noether’s Fundamen-
tal Theorem, which relates the equations of curves sharing certain points.
Bézout’s theorem needs intersection multiplicity for a correct statement; it
is proved using Sylvester’s resultant, whose definition and main properties
are given. Polar curves are introduced: they will be related to adjoints and
differentials in Chapter 4 and are used here, together with Bézout’s theorem,
to count the tangents to a curve through a point (Plücker’s first formula).
This is a representative example of the computations of numbers which, in
the second half of the nineteenth century, gave rise to a branch of algebraic
geometry named enumerative geometry. Noether’s Fundamental Theorem
gives local sufficient conditions for the equation of a curve to belong to the
ideal generated by the equations of two other curves. It is the main tool
used to prove Brill and Noether’s Restsatz in Chapter 4 and has many other
applications, some of which are included as exercises.

Chapter 4 presents the essentials of the intrinsic geometry on an algebraic
curve, taking care of the birational invariance of all notions and results. Ra-
tional and birational maps are introduced first, and particular examples of
the latter (ordinary quadratic transformations) are used to reduce the sin-
gularities of the plane curves, allowing us to deal in the sequel with curves
having quite simple singularities (ordinary singularities). The main objects
of the intrinsic geometry – Riemann surface, divisors, linear series – are then
introduced, and used to reformulate, in Brill and Noether’s terms, Riemann’s
main problem about the dimension of the spaces of rational functions with al-
lowed poles. Adjoint curves are curves projectively related to a given curve;
they lead to a construction of complete linear series in what is called the
Brill–Noether Restsatz (the Brill–Noether remainder theorem). The Rest-
satz follows from Noether’s fundamental theorem; it leads in turn to the
definition of the genus of a curve (its main invariant) and to a partial yet
very powerful solution of Riemann’s problem: the Riemann inequality. Rie-
mann’s inequality is turned into an equality – the Riemann–Roch theorem
– after introducing Jacobian groups, differentials and the canonical series,
and proving one further result bearing Noether’s name: the Noether Reduc-
tion Lemma. The last three sections of the book are devoted to the study
of rational maps between curves, including the Riemann–Hurwitz formula,
Lüroth’s theorem and results on the rational images of curves associated to
linear series on them.

There are exercises at the end of each chapter. Most are just so, exercises;
other are extensions or applications of the already presented matter which
have their own interest: the latter include continuity of algebraic functions
(2.6), Plücker formulas (3.18, 4.35), tied points (4.15, 4.17), addition on
elliptic curves (4.26), Weierstrass gaps (4.28), the classifications of elliptic
curves and plane cubics (4.31, 4.32), and duality for plane curves (4.33, 4.34).
Results from the exercises are not used in the text, but only in other exercises.

A few dates and very short historical comments are included at some
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points. For more on the rich and enlightening history of the matter presented
here, the reader is referred to [9] and [13].

As said, only a very limited background is required to read this book: the
contents of a basic course on algebra, including rings, fields, ideals and poly-
nomials, some on complex analytic functions, mainly in a single variable, and
their representation by power series, and just the most basic facts about pro-
jective spaces and homogeneous coordinates; the latter are, however, quickly
recalled at the beginning of Chapter 1. The few results from commutative
algebra that are needed will be presented and proved in the text.

I am very grateful to Profs. J.C. Naranjo, J. Roé and G. Welters for
fruitful discussions on the subject and for their careful readings of parts of the
manuscript, which resulted in valuable suggestions. In addition, G. Welters
prepared a nice collection of exercises for the courses and kindly allowed me
to include them here. Thanks are also given to E. Griniari and the staff of
Springer-Verlag for their efficient and cooperative editorial work.



General Conventions

As usual, R and C will denote the fields of real and complex numbers, re-
spectively; Z will denote the ring of integers and N the set of non-negative
integers. The base field will be the field of complex numbers throughout.
Complex numbers will be also referred to as scalars or constants . The imag-
inary unit will be denoted by iii, as the ordinary i will be often used for other
purposes. The symbol ∞ will be taken to be different from any complex
number and strictly higher than any real number.

The identity map on a set X is written IdX , or just Id if X is clear.

Angle brackets 〈 〉 will mean ‘subspace generated by’. Usually, the entry
in row i and column j of a matrix will be written in the form aij , and also ai,j
if the matrix is symmetric. The unit n-dimensional matrix will be denoted
by 1n, or just by 1 if no reference to the dimension is needed.

k[X1, . . . , Xn] will denote the ring of polynomials in the variables
X1, . . . , Xn with coefficients in the ring k and, when k is a field, k(X1, . . . , Xn)
will denote the corresponding field of rational fractions, namely the field of
quotients of k[X1, . . . , Xn]. We will refer to the highest degree monomial
(resp. coefficient) of a non-zero polynomial in one variable as its leading
monomial (resp. leading coefficient). The polynomials which are non-zero
and have leading coefficient equal to one are called monic. Greatest common
divisors, minimal common multiples and irreducible factors of polynomials in
a single variable are always assumed to be monic. The polynomial 0 will be
taken as a homogeneous polynomial of degree m for any non-negative integer
m.

Unless otherwise stated, the roots of polynomials will be counted accord-
ing to their multiplicities, that is, a root a of a polynomial P (X) will be
counted as many times as the number of factors X − a appearing in the
decomposition of P (X) in irreducible factors.

The ring of formal power series in variables x1, . . . , xn with coefficients
in a ring A will be denoted A[[x1, . . . , xn]], while C{x1, . . . , xn} will denote
the ring of convergent power series in the variables x1, . . . , xn with complex
coefficients. The initial form of a non-zero series s is the sum of its non-zero
monomials of minimal degree, denoted in the sequel by In(s). If s has a
single variable x we will write oxs for the degree of its initial form, and take
ox(0) =∞. In both cases oxs will be called the order of s (relative to x).

All rings will be assumed to be commutative and to have unit. Ideals

xi



xii General Conventions

other than the ring itself will be called proper . The principal ideal generated
by an element f in a ring A will be denoted (f) if no confusion may arise;
otherwise we will use the notation fA. If A is any entire ring and K its field
of quotients, we will, as usual, not distinguish between an element a ∈ A and
the quotient a/1 ∈ K, the ring A being thus identified with a subset of K.
The rings with a unique non-zero maximal ideal are called local rings .

We will very often deal with rings that contain the field C of complex
numbers (or an isomorphic copy of it) as a subring: they are called C-algebras
because they inherit a complex vector space structure by restricting the first
factor of the product to be a complex number. The ring homomorphisms
between C-algebras restricting to the identity of C will be called C-algebra
homomorphisms : they are homomorphisms for both the ring and the vector
space structures.
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Chapter 1

Hypersurfaces, Elementary

Facts

1.1 Projective Hypersurfaces

The reader is referred to any book on projective geometry (for instance [4]) for
the most basic facts about projective spaces and homogeneous coordinates.
Pn will denote a complex n-dimensional projective space (line if n = 1, plane
if n = 2); once a reference has been fixed in it, each point p ∈ Pn is determined
by n+1 coordinates x0, . . . , xn, xi ∈ C, one at least non-zero; they are called
homogeneous or projective coordinates of p, and are in turn determined by
p up to a non-zero common factor. We will use the notation [x0, . . . , xn]
to denote the point with homogeneous coordinates x0, . . . , xn. If a second
reference is taken, the old coordinates are linearly related to the new ones
y0 . . . , yn in the form 


x0
...
xn


 =M




y0
...
yn


 (1.1)

where M is an (n + 1) × (n + 1) regular matrix depending on the relative
position of the references and determined up to a non-zero constant factor.

A projectivity f : Pn → P′
n, between n-dimensional projective spaces Pn

and P′
n, each with coordinates fixed, maps any point [x0, . . . , xn] ∈ Pn to the

point of P′
n with coordinates




x̄0
...
x̄n


 = A




x0
...
xn


 (1.2)

where A is an (n + 1) × (n + 1) regular matrix called a matrix of f (it is
determined up to a non-zero constant factor) relative to the fixed coordi-
nates. The formal identity between the equations (1.1) and (1.2) ensures
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2 1 Hypersurfaces, Elementary Facts

that notions independent of the choice of the coordinates are preserved by
projectivities and conversely; it allows us to interpret any homogeneous linear
and invertible substitution of n+1 variables as either a change of coordinates
in an n-dimensional projective space, or a projectivity between n-dimensional
projective spaces.

Assume we have fixed coordinates x0, . . . , xn on a projective space Pn.
As usual, an s-dimensional linear variety – or projective subspace – of Pn is
the set of points of Pn whose coordinates satisfy a certain system of n − s
independent, linear and homogeneous equations in n + 1 variables: when
s = 1, 2, n− 1, they are called lines, planes and hyperplanes, respectively.

An algebraic projective hypersurface V of Pn (we will say hypersurface
of Pn for short) is the class modulo C-proportionality of a non-constant ho-
mogeneous polynomial F ∈ C[x0, . . . , xn]. The polynomial F is said to be
an equation of V : by the definition, it determines V and is determined by
V up to a non-zero scalar factor. We will use the notation V : F = 0 to
indicate that V is the hypersurface of equation F and will sometimes refer
to V as the hypersurface F = 0. Often the equality F = 0 is also called an
equation of V , which causes no confusion. The hypersurfaces of P2 are called
algebraic projective plane curves . They will be often called curves of P2, or
just curves , in the sequel. For other types of curves, such as affine curves, or
analytic curves, or space curves, we will use their complete names unless no
confusion may occur.

Assume that other coordinates y0, . . . , yn are taken in Pn, related to
x0, . . . , xn by (1.1) as above. Let G the polynomial obtained from F by
performing the substitution of variables (1.1). We agree in taking the same
hypersurface V as being the one defined by the equation G when coordi-
nates y0, . . . , yn are used, this being consistent with performing successive
changes of coordinates. In the sequel, hypersurfaces will always be handled
using already fixed coordinates. The notions relative to them introduced
below do not depend on the choice of the coordinates; checking this fact is
in most cases straightforward from the fact that a substitution of coordi-
nates such as (1.1) above induces a degree-preserving C-algebra isomorphism
C[x0, . . . , xn] ≃ C[y0, . . . , yn], and is left to the reader.

The degree d of the equation F is called the degree of V : F = 0, de-
noted deg V in the sequel. The hypersurfaces of Pn of degree one are the
hyperplanes (lines if n = 2, planes if n = 3) of Pn. The hypersurfaces of de-
grees 2, 3, 4, 5 . . . are called, in this order, quadrics (conics if n = 2), cubics ,
quartics , quintics , and so on.

A point p = [x0, . . . , xn] is said to belong to (or to lie on, or to be a point
of ) a hypersurface V : F = 0 if and only if F (x0, . . . , xn) = 0, this condition
is obviously independent of the choice of F , and is also independent of the
arbitrary factor involved in the coordinates of the point just due to the fact
that F is homogeneous. The set of points of a hypersurface V will be denoted
|V |. We will usually write p ∈ V for p ∈ |V |. Saying that V contains (or goes
through) p is equivalent to p ∈ V . If p does not belong to V, written p /∈ V ,
it is often said that V misses p. We will usually write Pn − |V | = Pn − V
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and call it the complement of V .
Since the basis of a principal ideal (F) of C[x0, . . . , xn] is determined up

to multiplication by a non-zero complex number, the hypersurface V : F = 0
and the ideal (F ) determine each other: (F ) is then called the ideal of (or
associated to) V . The ideals associated to hypersurfaces are thus the principal
ideals of C[x0, . . . , xn] generated by a non-zero homogeneous polynomial.

Obviously a hypersurface determines its set of points, while the converse
is not true, as shown by the easy example of x0 = 0 and x20 = 0, two hyper-
surfaces with the same set of points and clearly non-proportional equations.
The fact is that a hypersurface, as defined above – an equation taken up to
proportionality – is an object richer than just its set of points, and therefore a
naive definition taking just the set of points as being the hypersurface causes
a loss of essential information.

Let V1 : F1 = 0 and V2 : F2 = 0 be hypersurfaces of Pn. It is said that V1
is contained – or included – in V2, denoted V1 ⊂ V2, if and only if F1 divides
F2, this condition being clearly independent of the choices of the equations.
In such a case, it is equivalently said that V2 contains V1. Obviously, the
inclusion is an ordering on the set of hypersurfaces of Pn and V1 ⊂ V2 implies
|V1| ⊂ |V2|.

Assume that V1 : F1 = 0 and V2 : F2 = 0 are hypersurfaces of Pn. The
hypersurface V : F1F2 = 0 does not depend on the choices of the equations
F1, F2; it is called the hypersurface composed of V1 and V2, denoted V =
V1+V2. As is clear, deg(V1+V2) = deg V1+degV2, V1 ⊂ V1+V2, V2 ⊂ V1+V2
and |V1 + V2| = |V1| ∪ |V2| . Accordingly, if, for i = 1, . . . ,m, Vi : Fi = 0
are hypersurfaces of Pn and µi positive integers, then the hypersurface V :
Fµ1

1 . . . Fµm
m = 0 will be written V = µ1V1 + · · · + µmVm and called the

hypersurface composed of Vi : Fi = 0, i = 1, . . . ,m, each Vi counted µi
times, or taken with multiplicity µi.

The polynomial ring C[x0, . . . , xn] being factorial, any polynomial is a
product of irreducible factors which are uniquely determined by the polyno-
mial up to a non-zero constant factor (see [15], V.6, for instance). We will
make use of the following fact:

Lemma 1.1.1 If F is a homogeneous polynomial, then all its irreducible
factors are homogeneous too.

Proof: By induction on d = degF . The case d = 1 is obvious, as then F is
its only irreducible factor. Assume d > 1; if F is irreducible, then still F is
its only irreducible factor and the claim is satisfied. Otherwise F = GP with
G and P polynomials and r = degG < d, s = degP < d. Write both G and
P as sums of homogeneous polynomials, say

G = Gr + · · ·+G0, P = Ps + · · ·+ P0,

the subindices indicating the degree. From F = GP follows the equality of
the homogeneous parts of degree d = r + s of both sides: F = GrPs. Then
the claim follows by using the induction hypothesis on both Gr and Ps. ⋄
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A hypersurface V : F = 0 is called irreducible if and only if its equation
F is irreducible as a polynomial, or, equivalently, if and only if its associated
ideal is a prime ideal, these conditions being obviously independent of the
choice of the equation.

Assume that V : F = 0 is an arbitrary hypersurface. If F = Fµ1

1 . . . Fµm
m

is the decomposition of F into irreducible factors. By 1.1.1 above, all Fi, i =
1, . . . ,m, are homogeneous. For i = 1, . . . ,m, the irreducible hypersurfaces
Vi : Fi = 0 are called the irreducible components of V , and each µi the
multiplicity of Vi in (or as an irreducible component of ) V ; the irreducible
components Vi with µi > 1 are called multiple irreducible components of V .
By the uniqueness of the decomposition of F into irreducible factors, both
the irreducible components of V and their multiplicities are determined by
V . The equality V = µ1V1+ · · ·+µmVm is referred to as the decomposition of
V in its irreducible components. Clearly, |V | = |V1| ∪ · · · ∪ |Vm|. Elementary
properties of divisibility of polynomials easily give:

Proposition 1.1.2 If V1 and V2 are hypersurfaces of Pn and V1 ⊂ V2, then

(a) All irreducible components of V1 are irreducible components of V2.

(b) If V2 is irreducible, then V1 = V2.

A hypersurface is said to be reduced if and only if all the multiplicities
of its irreducible components are 1. If, as above, V = µ1V1 + · · · + µmVm
is the decomposition of V into irreducible components, it is usual to write
Vred = V1 + · · · + Vm. It is clear that |V | = |Vred| and therefore, for any
hypersurface W of Pn, Vred = Wred implies |V | = |W |. The converse is true
and allows us to identify the reduced hypersurfaces with their sets of points.
However it is not so easy to prove: it is a particular case of a deep theorem
due to Hilbert (Hilbert’s Nullstellensatz, see for instance [23], Vol. II, VII.3).
We will prove a particular case of the Nullstellensatz, for plane curves, in
forthcoming Corollary 3.2.7.

Let us have a look on the case n = 1. It is a well-known fact that
any homogeneous polynomial F ∈ C[x0, x1] is a product of linear factors,
these factors being thus its irreducible factors (for a proof, just write F =
xd0F (1, x1/x0), d = degF , decompose the second factor, as a polynomial in
the single variable x1/x0, into linear factors and then cancel the denomina-
tors).

As a consequence the irreducible homogeneous polynomials in x0, x1 are
those and only those which have degree one, and therefore the form ax0+bx1,
(a, b) 6= (0, 0). The irreducible hypersurfaces of P1 are thus those and only
those of the form V : ax0+bx1 = 0. Since the hypersurface V : ax0+bx1 = 0
has p = [b,−a] as its only point and in turn that point p determines V , in the
sequel no distinction will be made between the irreducible hypersurfaces and
the points of P1, the irreducible hypersurfaces of P1 themselves being called
just points.

The irreducible components of an arbitrary hypersurface V : F = 0 of P1

are thus points. More precisely, if F = (a1x0 + b1x1)
µ1 . . . (amx0 + bmx1)

µm ,
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then taking pi = [bi,−ai], it is V = µ1p1+. . . µmpm: any hypersurface of P1 is
composed of finitely many points counted with multiplicities, the points and
multiplicities being determined by, and determining in turn, the hypersurface.
Because of this the hypersurfaces of P1 are usually called groups of points or
effective divisors of P1, the name hypersurface being seldom used. (A divisor
is a formal linear combination of points with integral coefficients, we will deal
with divisors on curves in Chapter 4.) Note that deg V = µ1 + · · ·+ µm, so
the degree of a group of points equals the number of points, provided each
point is counted as many times as indicated by its multiplicity, which is called
counting the points with (or according to) multiplicities.

Back to the n-dimensional case, let as before V : F = 0 be a hypersurface
of Pn and assume to have fixed a line ℓ of Pn. The line ℓ is in particular a
one-dimensional projective space; if it is given by parametric equations

xi = c0i t0 + c1i t1, i = 0, . . . , n, (1.3)

then the parameters t0, t1 may be taken as projective coordinates of the point
[x0, . . . , xn] in ℓ. By substituting the above equations (1.3) into the equation
F of V one gets a polynomial in t0, t1

F̄ = F (c00t0 + c10t1, . . . , c
0
nt0 + c1nt1)

which either equals zero or is homogeneous of degree d = degV . In the first
case all the points of ℓ belong to V and it is said that ℓ is contained in V ,
written ℓ ⊂ V . Otherwise, F̄ defines a group of points of ℓ which is called
the intersection of ℓ and V , and also the section of ℓ by V , denoted by V ∩ ℓ.
Note that the number of points of the section, counted with multiplicities, is
d = degV .

Next we check that ℓ ∩ V does not depend on the coordinates. Assume
we have new projective coordinates y0, . . . , yn and write x and y the column
matrices with entries the coordinates x0, . . . , xn and y0, . . . , yn of a point. As
said before, they are related by an equality x =My, M a regular matrix, in
such a way that making in an equation F of V the substitution x =My gives
an equation G of V relative to the new coordinates. Put t for the column
matrix with entries t0, t1 and write x = Ct for the parameterization (1.3).
Then y = M−1Ct is a parameterization of ℓ using the new coordinates, and
it is clear that the results of substituting x = Ct into F and substituting
y =M−1Ct into G are the same.

Still take V and ℓ as above and assume ℓ 6⊂ V . For each p ∈ V ∩ ℓ, the
intersection multiplicity of V and ℓ at p is defined as being the multiplicity
of p in V ∩ ℓ, denoted [V · ℓ]p. If ℓ ⊂ V , we take V ∩ ℓ = ℓ and [V · ℓ]p =∞
for any p ∈ ℓ. The intersection multiplicity of V and ℓ at any p /∈ V ∩ ℓ is
taken to be zero. It follows:

Proposition 1.1.3 Given a hypersuperface V of a projective space Pn, any
line ℓ of Pn either is contained in V or intersects V in deg V points, the points
counted according to the intersection multiplicities of ℓ and V at them.
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Remark 1.1.4 As directly follows from the definitions,

(V1 + V2) ∩ ℓ = V1 ∩ ℓ+ V2 ∩ ℓ

and
[(V1 + V2) · ℓ]p = [V1 · ℓ]p + [V2 · ℓ]p

for any two hypersurfaces V1, V2, any line ℓ not contained in either of them,
and any point p, all of Pn.

A direct consequence of 1.1.3 is:

Corollary 1.1.5 |V | 6= ∅ for any hypersurface V of Pn.

The field of complex numbers C being infinite, if a polynomial P ∈
C[x0, . . . , xn] satisfies P (a0, . . . , an) = 0 for all (a0, . . . , an) ∈ Cn+1, then
P = 0 (see for instance [15],V.4). This in particular implies that Pn − V 6= ∅
for any hypersurface V of Pn, and also the following lemma that will be useful
later on:

Lemma 1.1.6 If V : F = 0 is a hypersurface of Pn and G a homogeneous
polynomial that vanishes on all the points of Pn − V , then G = 0.

Proof: Otherwise the set of points of the hypersurface FG = 0 would be
Pn, against the above. ⋄

1.2 Affine Hypersurfaces

Let An be a (complex) n-dimensional affine space with fixed (affine) coordi-
nates X1, . . . , Xn. An (algebraic) hypersurface of An – or affine hypersurface
– is defined as the class modulo C-proportionality of a non-constant polyno-
mial f ∈ C[X1, . . . , Xn]. As in the projective case, the polynomial f is said
to be an equation of the hypersurface. If n = 2 the affine hypersurfaces are
called affine curves or curves of A2. We leave to the reader the straightfor-
ward translation of all the definitions and considerations of Section 1.1 to
the affine case, by dropping throughout the homogeneity condition on the
equations. In particular the ideal (f) of C[X1, . . . , Xn] and the affine hyper-
surface V : f = 0 determine each other and (f) is still called the ideal of
or associated to V : the ideals associated to affine hypersurfaces are thus the
non-zero principal ideals of C[X1, . . . , Xn] and those associated to irreducible
affine hypersurfaces are the non-zero prime and principal ideals.

The only essential difference with the projective case comes when con-
sidering the intersection of a line ℓ and a hypersurface V of An. Then the
polynomial in a single variable f̄ , obtained by substituting affine parametric
equations of ℓ into an equation f of V , has degree at most degV = deg f .
The case deg f̄=0 may occur: then ℓ and V share no points and their in-
tersection is retained as empty. If, otherwise, 0 < deg f̄ ≤ deg f , one may
proceed as in the projective case, the intersection is an affine hypersurface
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V ∩ ℓ of ℓ and the statement similar to 1.1.3 gives just an upper bound for
the number of its points, still counted with multiplicities.

Our interest in affine hypersurfaces mainly comes from the fact that they
appear as parts of projective hypersurfaces and, for certain purposes, are
easier to handle. Next we describe how to cover a projective hypersurface
using affine hypersurfaces.

Assume we have fixed projective coordinates x0, . . . , xn in a projective
space Pn. The complementaries of the hyperplanes xi = 0, namely

Ain = {p = [x0, . . . , xn] | xi 6= 0}, i = 0, . . . , n,

are sets covering the whole of Pn. They are called the affine charts of Pn
relative to the coordinates x0, . . . , xn, the set Ain being referred to as the
i-th affine chart, or the affine chart xi 6= 0. Note that a different choice of
coordinates will result in a different set of affine charts.

An affine chart of a projective space Pn is any of the affine charts of
Pn relative to some given projective coordinates. Up to reordering the co-
ordinates, the affine chart may of course be assumed to be the 0-th affine
chart.

For the remainder of this section we assume that coordinates x0, . . . , xn
on Pn have been chosen and we will fix our attention on the 0-th affine chart
A0
n, denoted by An in the sequel, and its complement Π : x0 = 0. All our

considerations may be readily extended to the other charts. An appears as
an n-dimensional affine space by taking

Xi =
xi
x0
, i = 1, . . . , n (1.4)

as the affine coordinates of p = [x0, . . . , xn] ∈ An. Note that then p =
[1, X1, . . . , Xn].

Remark 1.2.1 Any other affine coordinates Y1, . . . , Yn on the affine chart
An are similarly related to projective coordinates on Pn. Indeed, if

Yi = bi +
n∑

j=1

aijXj , i = 1, . . . , n, det(aij) 6= 0,

it is enough to take as new projective coordinates on Pn

y0 = x0 and yi = bix0 +

n∑

j=1

aijxj , i = 1, . . . , n,

to have

Yi =
yi
y0
, i = 1, . . . , n,

and still

An = {p = [y0, . . . , yn] | y0 6= 0}.
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1.2.2 Absolute coordinate Once homogeneous coordinates x0, x1 are fixed
on a one-dimensional projective space P1, it is usual to use a single coordinate,
called an absolute coordinate, associated to the homogeneous coordinates
x0, x1: one takes x1/x0 as the absolute coordinate of the point [x0, x1] if
x0 6= 0, and the symbol ∞ as the absolute coordinate of [0, 1]. The absolute
coordinate extends the usual affine coordinateX1 = x1/x0, on the affine chart
x0 6= 0, to the whole of P1 and, clearly, mapping each point to its absolute
coordinate is a bijection between P1 and C∪{∞}. In the sequel, choosing an
absolute coordinate will mean choosing homogeneous coordinates and taking
the absolute coordinate associated to them. The reader may easily check
that if z is an absolute coordinate on P1, then so is z′ = (az+ b)/(cz+ d) for
any a, b, c, d ∈ C with ad− bc 6= 0, and any absolute coordinate on P1 arises
in this way.

Let V : F = 0 be a hypersurface of Pn and take

f(X1, . . . , Xn) = F (1, X1, . . . , Xn).

The polynomial f is constant if and only if, up to a constant factor, F = xd0 .
In such a case no point of V belongs to An and we retain the 0-th affine part
V0 of V as empty. Otherwise f defines a hypersurface V0 of An which we will
call the 0-th affine part of V . In the sequel we will drop the reference to the
0-th chart by saying just affine part unless some confusion may result.

Remark 1.2.3 If V and W are hypersurfaces of Pn, then it is straightfor-
ward to check that (V +W )0 = V0 +W0, the equality still being true if some
of the affine parts are empty, provided the convention T + ∅ = ∅+ T = T , T
an affine linear variety or T = ∅, is adopted. Also, in all cases |V0| = |V |∩An.

If d = deg V , the reader may note that

F (x0, . . . , xn) = xd0f(x1/x0, . . . , xn/x0) (1.5)

and therefore V can be recovered from V0 and deg V , even if V0 = ∅. Using
twice the equality (1.5) proves that projective hypersurfaces V : F = 0 and
W : G = 0 have the same affine part, V0 =W0, if and only if, up to a constant
factor, F = Gxr0, r ∈ Z. If Π is the hyperplane Π : x0 = 0, we have:

Proposition 1.2.4 Given a hypersurface B : f = 0 of A0
n, take B̄ to be the

hypersurface of Pn defined by

F (x0, . . . , xn) = xd0f(x1/x0, . . . , xn/x0) (1.6)

with d = deg f . Then B̄ is the only hypersurface of Pn which has deg B̄ =
degB and B̄0 = B. A hypersurface V of Pn has V0 = B if and only if
V = B̄ + rΠ for some r ≥ 0. In particular, if V does not have Π as an
irreducible component and V0 = B, then V = B̄.
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Proof: After its definition, it is straightforward to check that deg B̄ = d and
B̄0 = B. It is also clear that B̄ does not have Π as an irreducible component.
The uniqueness of B̄ and the remaining part of the claim follow from the
preceding considerations. ⋄

The hypersurface B̄ defined in 1.2.4 is called the projective closure of B.

Remark 1.2.5 If B and C are hypersurfaces of An, then it follows from the
definition of projective closure that B + C = B̄ + C̄ and (B̄)0 = B.

Corollary 1.2.6 Taking projective closures and taking affine parts are re-
ciprocal bijections between the set of all irreducible hypersurfaces of Pn other
than Π, and the set of all irreducible hypersurfaces of An.

Proof: If the projective hypersurface V is irreducible and V 6= Π, then
V0 6= ∅ and V = (V0) by 1.2.4. After this, a decomposition V0 = C + C′

would give, by 1.2.5, V = C̄ + C̄′ against the irreducibility of V : this proves
that V0 is irreducible.

Assume now that an affine hypersurface B is irreducible. If B̄ = V +W ,
then, by 1.2.3, B = (B̄)0 = V0 +W0 against the irreducibility of B, which
proves the irreducibility of B̄.

We have seen that the two maps of the claim are well defined. That they
are reciprocal has been seen in 1.2.4 and 1.2.3, as already noted in the course
of the proof. ⋄

The proof of the next corollary is straightforward and left to the reader:

Corollary 1.2.7 The irreducible components of the affine part V0 of a pro-
jective hypersurface V are the affine parts of the irreducible components of
V other than Π : x0 = 0. The multiplicity of each irreducible component
of V other than Π : x0 = 0 equals the multiplicity of its affine part as an
irreducible component of V0.

Remark 1.2.8 In the situation of 1.2.7, each irreducible component of V
other than Π may be recovered as the closure of its affine part, by 1.2.4.
Taking affine parts and closures are thus a pair of reciprocal bijections be-
tween the irreducible components of V other than Π and the irreducible
components of its affine part V0.

Let ℓ be a line of Pn not contained in Π : x0 = 0. The intersection ℓ ∩ Π
is a point; taking it and another point to span ℓ gives rise to parametric
equations of ℓ of the form

x0 = t0, xi = c0i t0 + c1i t1, i = 1, . . . , n. (1.7)

Then ℓ0 = ℓ∩An is an affine line and is also the 0-th chart of ℓ relative to the
coordinates t0, t1, because the points of ℓ0 are those with t0 6= 0. Parametric
equations of ℓ0 are

Xi = c0i + c1i t, i = 1, . . . , n, (1.8)
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where t = t1/t0 is the affine coordinate in the affine chart ℓ0.
Take a hypersurface V : F = 0 and, as above, f(X1, . . . , Xn) =

F (1, X1, . . . , Xn) as an equation of its affine part. The obvious equality

F (t0, c
0
1t0 + c11t1, . . . , c

0
nt0 + c1nt1)|t0=1,t1=t = f(c01 + c11t, . . . , c

0
n + c1nt) (1.9)

shows that the affine part of V ∩ ℓ is V0 ∩ ℓ0. Therefore, the hypothesis and
notations being as above, 1.2.7 gives:

Lemma 1.2.9 The points of V0 ∩ ℓ0 are the points of V ∩ ℓ other than ℓ∩Π;
their multiplicities in V0 ∩ ℓ0 and V ∩ ℓ are equal.

Since we are mainly interested in projective hypersurfaces (in plane pro-
jective curves in fact), in the sequel we will often refer to affine parts of
projective hypersurfaces rather than to affine hypersurfaces of an arbitrary
affine space An. However, such an affine space An may always be identified
with the 0-th affine chart of a projective space Pn by mapping (X1, . . . , Xn)
to [1, X1, . . . , Xn], after which any affine hypersurface of An appears as the
0-th affine part of its projective closure. Thus dealing with just the affine
parts of projective hypersurfaces, instead of dealing with arbitrary affine hy-
persurfaces, is not a more restricted situation.

1.3 Singular Points

Let V be an affine or projective hypersurface and p a point of its ambient
space. The multiplicity of p on V , sometimes also called the multiplicity of
V at p, is defined as being the minimal value of the intersection multiplicities
at p of V and the lines through p. It will be denoted ep(V ). As follows from
the definition of intersection multiplicity, ep(V ) = 0 if and only if p /∈ V ;
otherwise ep(V ) ≥ 1. The point p is said to be a smooth – or simple, or
non-singular – point of V if and only if ep(V ) = 1; V is then said to be
smooth or non-singular at p. The point p is called a multiple or singular
point of V if ep(V ) > 1. In such a case V is said to be singular, or to have a
singularity, at p. A hypersurface is called singular if and only if it is singular
at some point; otherwise it is said to be non-singular or smooth. Points p
with ep(V ) = e are called e-fold points of V (double points if ep(V ) = 2, triple
points if ep(V ) = 3, and so on).

A line ℓ through p is said to be tangent to V at p if and only if the
intersection multiplicity of ℓ and V at p is strictly higher than ep(V ). Then
the point p is said to be a contact point of ℓ. If V is a projective hypersurface,
the above notions depend only on an affine part of V containing p:

Proposition 1.3.1 If p is a point of the affine part V0 of a hypersurface V of
Pn, then ep(V0) = ep(V ). In particular, p is a singular (resp. non-singular)
point of V0 if and only it is a singular (resp. non-singular) point of V . A line
ℓ of Pn is tangent to V at p if and only if its affine part is tangent to V0 at
p.
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Proof: Due to 1.2.9, the intersection multiplicity at p of any line ℓ of Pn
through p and V equals the intersection multiplicity at p of their affine parts.
Since any affine line through p is the affine part of a line of Pn through p, all
the claims follow. ⋄

Let p be a point of an affine space An which has been taken as the origin
of the affine coordinates X1, . . . , Xn. Let V : f = 0 be a hypersurface of An
and write its equation as a sum of homogeneous polynomials of increasing
degrees, f = fe + · · · + fd, with each fi homogeneous of degree i, fe 6= 0
and e ≥ 0. In particular, fe is the initial form of f . Any line ℓ through the
origin p has parametric equations of the form Xi = ait, i = 1, . . . , n, and the
parameter of p is t = 0. The intersection multiplicity of ℓ and V at p is thus
the multiplicity of the factor t in

f(a1t, . . . , ant)) = tefe(a1, . . . , an) + · · ·+ tdfd(a1, . . . , an),

and therefore it equals e if fe(a1, . . . , an) 6= 0, and is strictly higher otherwise.
As a consequence, the multiplicity of p on V is e. Furthermore, ℓ is tangent
to V at p if and only if fe(a1, . . . , an) = 0. It follows that the points of
the lines tangent to V at p are just the points of the hypersurface fe = 0.
Summarizing:

Proposition 1.3.2 If V : f = 0 is a hypersurface of an affine space An, on
which affine coordinates with origin p have been fixed, then:

(a) the multiplicity of p on V is the degree e of the initial form fe of f , and

(b) a line through p is tangent to V at p if and only if it is contained in the
hypersurface fe = 0.

Since the initial form of a product is the product of the initial forms of
the factors, the next proposition is a direct consequence of 1.3.2 (using 1.3.1
for the projective case).

Proposition 1.3.3 For any two hypersurfaces V1, V2 of the same affine or
projective space and any point p of the latter,

(a) ep(V1 + V2) = ep(V1) + ep(V2).

(b) A point is a singular point of V1 + V2 if and only if either it belongs to
both V1 and V2, or it is a singular point of one of the Vi, i = 1, 2. In
particular, any point belonging either to a multiple irreducible component
of a hypersurface V , or to two different irreducible components of V , is
a singular point of V .

(c) A line ℓ is tangent to V1 + V2 at p if and only if it is tangent to either
V1 or V2 at p.

It is clear from the computation preceding 1.3.2 (and also from 1.1.3 and
the definition of multiplicity) that for any affine or projective hypersurface
V and any point p, ep(V ) ≤ degV . When equality holds, V is said to be a
(projective or affine, according to the case) cone with vertex p. Cones may
be easily recognized if suitable coordinates are used:
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Proposition 1.3.4 Assume that a point p ∈ An has been taken as the origin
of the coordinates. Then a hypersurface V : f = 0 of An is a cone with vertex
p if and only if f is a homogeneous polynomial. If a point p ∈ Pn has been
taken as the 0-th vertex of the projective reference (i.e., p = [1, 0, . . . , 0]), and
the coordinates are x0, . . . , xn, then a hypersurface V : F = 0 of Pn is a cone
with vertex p if and only if F does not depend on x0.

Proof: In the affine case, again write f =
∑d

i=e fi, with each fi homoge-
neous of degree i, fe, fd 6= 0. By 1.3.2 ep(V ) = e and, clearly, degV = d.
V is thus a cone with vertex p if and only if e = d or, equivalently, f = fe,
hence the first claim.

For the second claim, write F as a polynomial in x0,

F = xd−e0 Fe(x1, . . . , xn) + · · ·+ Fd(x1, . . . , xn), Fe 6= 0.

Then, using the affine coordinates Xi = xi/x0, i = 1, . . . , n, the point p is
the origin of coordinates and an equation of the 0-th affine part V0 of V is
f = Fe(X1, . . . , Xn) + · · ·+ Fd(X1, . . . , Xn). Each Fj being homogeneous of
degree j, still by 1.3.2, ep(V ) = ep(V0) = e. Hence, V is a cone with vertex
p if and only if d = e, which in turn is equivalent to being F = Fe. ⋄

Remark 1.3.5 The reader may easily check that the set of points of an
affine or projective cone with vertex p is composed of lines through p.

Remark 1.3.6 The projective closure of an affine cone is clearly a projective
cone with the same vertex.

Remark 1.3.7 If n = 2, according to 1.3.4, both the affine and the projec-
tive cones have equations that are homogeneous polynomials in two variables.
These equations, as already recalled in Section 1.1, factorize into homoge-
neous linear factors; it follows that all the irreducible components of a plane
cone with vertex p are lines through p. The converse is true and may easily
be checked by the reader. Once the irreducible components of a plane cone
C are known to be lines, it is clear that no other line may be contained in C,
because such a line shares at most one point with each irreducible component
of C and there are finitely many of the latter.

The hypersurface fe = 0 mentioned in 1.3.2 is a cone with vertex p, by
1.3.4. It is worth paying some attention to it, and also to a projective version
of it:

– If p is a point of an affine hypersurface V , and affine coordinates with
origin p have been taken, then the hypersurface fe = 0, defined by the
initial form fe of an equation f of V , is called the tangent cone to V at p,
denoted TCp(V ).

– If p is a point of a projective hypersurface V and V0 an affine part of V
containing p, then the projective closure of the tangent cone to V0 at p is
called the tangent cone to V at p, still denoted TCp(V ).
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Clearly, in both cases, TCp(V ) is a cone with vertex p. We need of course
to show that the above definitions are independent of the choices involved in
them:

Lemma 1.3.8 The tangent cone TCp(V ) remains the same if other affine
coordinates and – in the projective case – another affine chart are used in its
definition.

Proof: We will deal with the projective case; a similar – easier – argument
applies to the affine case. By 1.2.1, assume that x0, . . . , xn are projective
coordinates such that the affine chart and the affine coordinates with origin
p, used to define the tangent cone, are x0 6= 0 and Xi = xi/x0, i = 1, . . . , n.
If an equation of V is written as a polynomial in x0,

F = xd−e0 Fe(x1, . . . , xn) + · · ·+ Fd(x1, . . . , xn), Fe 6= 0,

then the corresponding equation f of the affine part of V appears as a sum
of homogeneous polynomials, each of degree equal to the index,

f = Fe(X1, . . . , Xn) + · · ·+ Fd(X1, . . . , Xn).

Hence, e = ep(V ), the tangent cone to the affine part of V at p is Fe(X1, . . . , Xn)
= 0, and so the tangent cone to V at p is Fe(x1, . . . , xn) = 0.

If another affine chart and other affine coordinates with origin p are used,
then still there will be projective coordinates y0, . . . , yn for which the affine
chart is y0 6= 0 and the affine coordinates Yi = yi/y0, i = 1, . . . , n. If an
equation of V is now

G = yd−e
′

0 Ge′(y1, . . . , yn) + · · ·+Gd(y1, . . . , yn), Ge′ 6= 0,

then, as before, e′ = ep(V ) = e and the tangent cone is Ge(y1, . . . , yn) = 0.

New and old projective coordinates are related by equalities

xi =

n∑

i=0

ajiyj, i = 0, . . . , n, det(aji ) 6= 0. (1.10)

In them, a0i = 0 for i = 1, . . . n because, both systems of affine coordinates
having origin p, we have p = [1, 0, . . . , 0] in either system of projective coor-
dinates. We may thus assume in addition a00 = 1. Up to multiplying it by a
non-zero constant factor, we may assume that G comes from F by performing
the substitution of variables (1.10), and then it is straightforward to check
that Ge results from Fe by the same substitution of variables. Therefore both
Fe and Ge define the same hypersurface of Pn, as wanted. ⋄

Remark 1.3.9 The proof of 1.3.8 shows how to get an equation of TCp(V )
in the projective case, if coordinates with p = [1, 0, . . . , 0] are used.
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Remark 1.3.10 Let C be an affine or projective plane curve and p ∈ C.
Remark 1.3.4 applies to TCp(C) showing that its irreducible components are
lines, and, using 1.3.2, also that the irreducible components of TCp(C) are
the lines tangent to C at p. Thus, in particular, there are finitely many of
the latter.

The next two theorems provide a characterization of the e-fold points of
a hypersurface in both the affine and the projective cases. Any polynomial
is taken as being its only 0-th derivative:

Theorem 1.3.11 A point p is singular for an affine hypersurface V : f = 0
if and only if f and all its first-order derivatives vanish at p. The same p is
an e-fold point of V if and only if all the derivatives of f of orders 0, . . . , e−1
have value 0 at p, and one of the e-th derivatives has not.

Proof: Clearly, only the second claim needs to be proved. Assume that p
has affine coordinates α1, . . . , αn. Then the lines through p are those with
parametric equations

Xi = αi + βit, i = 1, . . . , n,

with β = (β1, . . . , βn) an arbitrary non-zero vector. On any of them p has
parameter t = 0 and therefore we need to ensure that the polynomial f̄ =
f(α1 + β1t, . . . , αn + βnt) has the factor t (or, equivalently, the root 0) with
multiplicity at least e for all β, and equal to e for some β. Since this is
equivalent to having

(
dif̄

dti

)

t=0

=
∑

j1,...,ji

(
∂if

∂Xj1 . . . ∂Xji

)

p

βj1 . . . βji = 0, (1.11)

for all non-zero β and i = 0, . . . , e− 1, and furthermore
(
def̄

dte

)

t=0

=
∑

j1,...,je

(
∂ef

∂Xj1 . . . ∂Xje

)

p

βj1 . . . βje 6= 0, (1.12)

for some non-zero β, the claim follows. ⋄

Theorem 1.3.12 A point p is singular for a projective hypersurface V : F =
0 if and only if all the first-order derivatives of F have value 0 at p. The
same p is an e-fold point of V if and only if all the derivatives of F of order
e− 1 have value 0 at p, while at least one of the e-th derivatives has not.

Proof: Recall first that for any homogeneous G ∈ C[x0, . . . , xn] of degree d,
dG = x0(∂G/∂x0) + · · ·+ xn(∂G/∂xn) (Euler’s formula). This in particular
implies that, if all the derivatives of a certain order i of a homogeneous
polynomial F are zero at a point, then so are all the derivatives of F of order
at most i. This fact and arguments similar to those used in the proof of
1.3.11, this time using parametric equations

xi = αit0 + βit1, i = 0, . . . , n,

with p = [α0, . . . , αn], and t1 in the place of t, prove the claim. ⋄
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1.4 Rational Functions on Projective Spaces

Assume, as before, that we have fixed coordinates x0, . . . , xn in Pn. For any
two homogeneous polynomials F,G ∈ C[x0, . . . , xn], of the same degree d and
with G 6= 0, consider the map

(F : G) : Pn − |G = 0| −→ C

[a0, . . . , an] 7−→
F (a0, . . . , an)

G(a0, . . . , an)
.

The polynomials F and G being both homogeneous of degree d, the arbi-
trary factor up to which the coordinates of the point are defined is irrelevant
to the definition, because for any non-zero λ ∈ C,

F (λa0, . . . , λan)

G(λa0, . . . , λan)
=
λdF (a0, . . . , an)

λdG(a0, . . . , an)
=
F (a0, . . . , an)

G(a0, . . . , an)
.

Remark 1.4.1 The set of all maps (F : G), for F,G ∈ C[x0, . . . , xn] homo-
geneous of the same degree, G 6= 0, is the same if different coordinates on
Pn are used, as a linear and invertible substitution of the variables does not
affect the conditions on F and G.

Usually these maps are taken up to the extensions or restrictions resulting
from cancelling or adding common non-zero homogeneous factors to F and
G. To this end, take as equivalent two of the above maps if and only if there
is a hypersurface V of Pn such that the maps are both defined and agree
on all points of Pn − V . Symmetric and reflexive properties are obviously
satisfied; for the transitivity, if (F : G) and (F ′ : G′) are defined and agree
on Pn − V and the same holds for (F ′ : G′) and (F ′′ : G′′) on Pn − V ′, just
note that (F : G) and (F ′′ : G′′) are defined and agree on Pn − (V + V ′).
Two important facts are:

Proposition 1.4.2

(a) Maps (F : G) and (F ′ : G′) are equivalent if and only if F/G = F ′/G′

as elements of C(x0, . . . , xn).

(b) If maps (F : G) and (F ′ : G′) are equivalent, then they take the same
value at any point at which both are defined.

Proof: If (F : G) and (F ′ : G′) are equivalent, then the polynomial FG′ −
F ′G takes value zero on the complement of a hypersurface, and therefore,
due to 1.1.6, FG′ − F ′G = 0. From this, claim (b) and the only if part of
claim (a) follow. The if part of claim (a) is clear. ⋄

Let χ be one of the above equivalence classes. Claim (b) of 1.4.2 allows us
to patch together all the representatives of χ to obtain a single map ϕ defined
on a subset of Pn. Note that any of the representatives of χ determines
χ, and therefore also ϕ. The map ϕ is called the rational function on Pn
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represented or defined by any of the representatives of χ, which in turn are
called representatives of ϕ. Clearly, the rational function ϕ determines its
representatives – as these are the maps (F : G) that are restrictions of ϕ – and
therefore determines χ. Thus ϕ and χ determine each other and the difference
between them is purely formal: ϕ is a map locally defined by maps (F : G),
while χ is the class of all the maps (F : G) that patch together to define ϕ.
In the sequel we will refer to the rational function ϕ, its corresponding class
χ being seldom mentioned.

A rational function ϕ is thus defined – as a map – at a point p if and only
if so is one of its representatives. When this is the case, ϕ is equivalently said
to be regular at p, p is called a regular point of ϕ, and the value of ϕ at p,
ϕ(p), is the common value at p of all the representatives of ϕ that are defined
at p. In the sequel, when writing ϕ(p) we will often implicitly assume that ϕ
is defined at p.

Remark 1.4.3 The fact that the ring C[x0, . . . , xn] is factorial allows a sim-
pler description of the rational functions on Pn that fails in other cases (for
the rational functions on a curve, for instance). By claim (a) of 1.4.2 and
1.1.1, any rational function ϕ has a representative of the form (F : G) with
F and G coprime (irreducible representative). This representative is then
maximal in the sense that it is defined at any point at which a representative
of ϕ – and hence ϕ itself – is defined: indeed, again by 1.4.2(a) and 1.1.1,
any representative of ϕ has then the form (FA : GA) with A homogeneous.

If ϕ and ψ are rational functions on Pn defined, respectively, by (F : G)
and (F ′ : G′), then ϕ+ψ is defined as being the rational function represented
by (FG′ +F ′G : GG′), and ϕψ as being the one represented by (FF ′ : GG).

The reader may take care of checking that these definitions do not depend
on the representatives, and that (ϕ + ψ)(p) = ϕ(p) + ψ(p) and (ϕψ)(p) =
ϕ(p)ψ(p) for all p ∈ Pn at which both ϕ and ψ are defined. It is also direct
to check that the set of all the rational functions on Pn equipped with these
operations is a field: it is called the field of rational functions of Pn and
denoted C(Pn). We will identify each complex number a with the rational
function represented by (a : 1), which is the constant function with value a.
This identification being obviously compatible with the operations, it turns
C(Pn) into a C-algebra.

Among the regular points of a rational function ϕ, those at which the
value of ϕ is 0 are called zeros of ϕ. If ϕ 6= 0, then the zeros of ϕ−1 are called
poles of ϕ. Clearly ϕ is not defined at its poles, as no complex number a
satisfies a0 = 1. It is usual to take the symbol ∞ as the value of ϕ at each of
its poles: this extends the rational function to a map with values in C∪{∞}
which still may fail to be defined in the whole of Pn (see below). The reader
may see C ∪ {∞} either as a Riemann sphere, or as a projective line P1 on
which an absolute coordinate has been fixed.

The points which are neither regular points nor poles of a rational func-
tion ϕ are called indetermination points of ϕ. For an easy example, the
rational function on P2 represented by (x1 : x2) has p = [1, 0, 0] as its only
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indetermination point, the points of x1 = 0 other than p as zeros, and the
points of x2 = 0 other than p as poles.

The notion of rational function and the related notions introduced above
are all independent of the choice of the homogeneous coordinates due to
1.4.1. Once coordinates x0, . . . , xn have been fixed on Pn, by 1.4.2(a), it
is clear that mapping the rational function represented by (F : G) to the
element F/G ∈ C(x0, . . . xn) is an isomorphism of C-algebras between C(Pn)
and the subfield of C(x0, . . . xn) of all the quotients with numerator and
denominator homogeneous and of the same degree. Being strictly formal,
one should say that F/G is the representation in the coordinates x0, . . . xn
– or a projective representation – of the function represented by the map
(F : G); the representation in other coordinates is of course obtained by the
corresponding linear substitution of variables. Once the coordinates have
been fixed, we will identify the functions with their representations, thus
making no distinction between the rational function defined by (F : G) and
the quotient F/G ∈ C(x0, . . . , xn). Accordingly, C(Pn) will be identified with
the subfield of C(x0, . . . xn) of all the quotients F/G with F,G homogeneous
of the same degree and G 6= 0.

Fix a point p ∈ Pn and consider the subset of C(Pn) of all rational func-
tions which are defined at p: they obviously compose a subring of C(Pn)
containing C (hence a C-algebra), which is called the local ring of Pn at p,
and sometimes also the local ring of p in Pn. It will be denoted OPn,p. Still
OPn,p does not depend on the coordinates. Once coordinates x0, . . . xn are
fixed, the elements of OPn,p are (identified with) the quotients F/G, with
F,G ∈ C[x0, . . . xn] homogeneous of the same degree and G(p) 6= 0.

The subset

MPn,p = {ϕ ∈ OPn,p | ϕ(p) = 0}
clearly is an ideal of OPn,p, and any element of OPn,p −MPn,p is invertible:
therefore MPn,p is the only maximal ideal of OPn,p and the latter is, by
definition, a local ring, hence its name.

Assume we have fixed projective coordinates x0, . . . , xn on Pn. The other
affine charts giving rise to similar considerations, let us fix our attention on
the 0-th affine chart x0 6= 0, denoted An and equipped as usual with the
affine coordinates Xi = xi/x0, i = 1, . . . , n. It is straightforward to check
that the maps

F/G =
F (x0, . . . , xn)

G(x0, . . . , xn)
7−→ F̂/G =

F (1, X1, . . . , Xn)

G(1, X1, . . . , Xn)
(1.13)

and
f(X1, . . . , Xn)

g(X1, . . . , Xn)
7−→ f(x1/x0, . . . , xn/x0)

g(x1/x0, . . . , xn/x0)
, (1.14)

are reciprocal isomorphisms of C-algebras between C(Pn) and C(X1, . . . , Xn).

The rational fraction F̂/G allows us to compute in the obvious way the values
of F/G on the points of An, using the affine coordinates of the points; we will
call it the affine representation of the rational function F/G in coordinates
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X1, . . . , Xn. In the sequel, once the projective coordinates and the affine chart
have been fixed, we will identify each rational function F/G with its affine

representation F̂/G, and therefore the C-algebras C(Pn) and C(X1, . . . , Xn)
through the above isomorphisms.

Example 1.4.4 If n = 1, with the above conventions, any absolute coordi-
nate z is a rational function and C(P1) = C(z).

Example 1.4.5 Using affine representations, the local ring of a point p ∈ An
appears as being

OPn,p = {f/g ∈ C(X1, . . . , Xn) | g(p) 6= 0}.

It is sometimes called the local ring of An at p and written OAn,p.

The rational functions of Pn that are regular at all points of An clearly
describe a subring of C(Pn) that contains C: it is called the affine ring of An,
denoted in the sequel by A(An). After its definition, the affine ring A(An)
does not depend on the choice of the coordinates x0, . . . , xn, but only on the
choice of the affine chart An. The next proposition describes the elements of
A(An) by means of their representations as elements of C(x0, . . . , xn):

Proposition 1.4.6 A rational function f ∈ C(Pn) belongs to A(An) if and
only if it is represented by an irreducible fraction of the form F/xd0 with
F ∈ C[x0, . . . , xn] homogeneous of degree d.

Proof: The if part is obvious. For the converse we leave the reader to check
that any homogeneous polynomial in C[x0, . . . , xn] effectively depending on
one of the variables xi, i > 0, is zero at at least one point of An. If f = P/Q,
P and Q are coprime and Q effectively depends on one variable other than
x0, then, by the above, Q(p) = 0 for a point p ∈ An and, the representative
(P : Q) being irreducible (1.4.3), f is not regular at p. ⋄

Using affine representations with affine coordinates Xi = xi/x0, i =
1, . . . , n gives an easier description of A(An) that follows directly from 1.4.6:

Corollary 1.4.7 After identifying C(Pn) = C(X1, . . . , Xn), we have A(An) =
C[X1, . . . , Xn].

1.5 Linear Families and Linear Conditions

By its own definition, the projective hypersurfaces of degree d of Pn are the
points of the projective space associated to the vector space of the homoge-
neous polynomials in x0, . . . , xn of degree d, the equations of a hypersurface
being its representatives. We will denote it by Hd(Pn) or just Hnd if no
mention of Pn is needed.

An easy count shows that the number of monomials of degree d in x0, . . . , xn
is
(
n+d
n

)
. Since these monomials compose a basis of the vector space of all
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homogeneous polynomials of degree d, the dimension of the projective space
of the hypersurfaces of degree d of Pn is dimHd(Pn) =

(
n+d
n

)
− 1. In par-

ticular, the curves of degree d of P2 describe a projective space of dimension(
d+2
2

)
− 1 = (d2 + 3d)/2.

The coefficients of a homogeneous polynomial F being its components
relative to the above basis of monomials, for F 6= 0, the coefficients of F may
be taken as homogeneous coordinates of the hypersurface F = 0, which we
will often do in the sequel without further mention.

Having a projective structure on the set of all hypersurfaces of Pn of fixed
degree is a very relevant fact regarding their geometry. This structure is
handled, as said above, by taking either any equation F as a representative of
the hypersurface F = 0, or the coefficients of F as homogeneous coordinates
of F = 0. From now on, notions that apply to the points of a projective
space will be freely used for hypersurfaces, by taking them as elements of
the corresponding Hnd . For instance, hypersurfaces F0 = 0, . . . , Fr = 0, of
the same degree d, are said to be linearly independent when they are so as
elements of Hnd , which is in turn equivalent to the linear independence of
their equations F0, . . . , Fr.

Remark 1.5.1 Fix the affine chart A0
n : x0 6= 0 of Pn and conventionally

take the empty set ∅, with equation any non-zero complex number, as the
affine part of the hypersurface xd0 = 0. Then the rule

F (x0, . . . , xn) 7→ F (1, X1, . . . , Xn)

defines an isomorphism between the space of homogeneous polynomials of
degree d in x0, . . . , xn and the space of polynomials of degree at most d in
X1, . . . , Xn, its inverse being

f(X1, . . . , Xn) 7→ xd0f(x1/x0, . . . , xn/x0).

Since, as seen in Section 1.2, this isomorphism maps the equations of any
projective hypersurface of degree d to the equations of its affine part, the
projective structure of Hnd may be handled by using as representatives the
equations of the affine parts of the hypersurfaces V ∈ Hnd instead of the equa-
tions of the hypersurfaces themselves. Note in particular that the coefficients
of any equation F of a projective hypersurface V – coordinates of V – are
the coefficients of the corresponding equation F (1, X1, . . . , Xn) of the affine
part of V .

The linear varieties of Hd(Pn) are called linear systems (or linear fam-
ilies) of hypersurfaces of Pn. Note that the empty set appears as a linear
system, the only one with dimension −1. An r-dimensional linear system Λ
of hypersurfaces of Pn may thus be presented in the form

Λ = {V : F = 0 | F ∈ S − {0}},
for S an (r+1)-dimensional subspace of the vector space of all homogeneous
polynomials of a certain given degree, or, more explicitly, if r ≥ 0,

Λ = {Vλ0,...,λr
: λ0F0 + · · ·+ λrFr = 0 | (λ0, . . . , λr) ∈ Cr+1 − {0}},
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where F0, . . . , Fr are linearly independent homogeneous polynomials of the
same degree. In the latter case the linear system Λ is usually denoted

Λ : λ0F0 + · · ·+ λrFr = 0,

λ0, . . . , λr then being retained as free variables. According to the usual con-
vention in linear projective geometry, the linearly independent hypersurfaces
F0 = 0, . . . , Fr = 0 are said to span – or to be generators of – Λ. In the
case when F0, . . . , Fr are coprime, no hypersurface is contained in all mem-
bers of Λ and Λ is said to have no fixed part. Otherwise, the hypersur-
face G = gcd(F0, . . . , Fr) = 0 is called the fixed part of Λ: it is contained
in all members of Λ and the linear system spanned by the hypersurfaces
F0/G = 0, . . . , Fr/G = 0, obtained by removing the fixed part from all mem-
bers of Λ and called the variable part of Λ, has no fixed part.

The one-dimensional linear systems of hypersurfaces – the lines of Hd(Pn)
– are called pencils . A pencil of hypersurfaces of degree d thus has the form

P = {Vλ0,λ1
: λ0F0 + λ1F1 = 0 | (λ0, λ1) ∈ C2 − {0}}.

The two-dimensional linear systems of hypersurfaces are called nets , while
those of dimension three are called webs .

A condition imposed on the hypersurfaces of degree d of Pn is called
linear of order s if and only if the hypersurfaces satisfying it describe a linear
variety of codimension s of Hd(Pn). The linear conditions of order 1 are
called simple. The hypersurfaces satisfying a simple linear condition thus
describe a hyperplane of Hd(Pn).

In other words, a condition is linear of order s if and only if it translates
into s independent linear equations to be satisfied by the coefficients of the
equations of the hypersurfaces. Simple linear conditions translate into a single
non-trivial linear equation.

The easiest example of a simple linear condition is going through a given
point p: indeed, after fixing p = [α0, . . . , αn], the hypersurface V : F = 0, of
degree d, goes through p if and only if F (α0, . . . , αn) = 0, which is a linear
equation in the coefficients of F . The equation is non-trivial because at least
one of the αi is non-zero. Such a condition is often referred to as the condition
imposed by p on the hypersurfaces of degree d.

Example 1.5.2 Let e be a non-negative integer and take n = 2 for simplic-
ity. Having multiplicity at least e at a given point is a linear condition of
order e(e+1)/2 on the plane curves of a fixed degree d ≥ e− 1. For, take the
coordinates such that the point is the origin of coordinates of an affine chart
of P2. By 1.3.1 and 1.3.12 we may use the equations of the affine parts of
the curves and then, by 1.3.2 the condition is equivalent to equating to zero
all the coefficients of degree less than e, a total of e(e + 1)/2 obviously in-
dependent equations. The reader may deal similarly with the n-dimensional
case.

Elementary facts about incidence of linear varieties of projective spaces
give non-obvious results on hypersurfaces once applied to Hd(Pn). Here are
some examples:
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Lemma 1.5.3 A simple linear condition on the hypersurfaces of Pn is sat-
isfied by either all or exactly one of the hypersurfaces of a given pencil.

Proof: Just use that, in a projective space, for any line ℓ and any hyperplane
H , the intersection ℓ ∩H is either ℓ or a single point. ⋄

Proposition 1.5.4 There is always a plane curve of degree d through m
given points of P2 provided m ≤ (d2+3d)/2. The curves through these points
describe a linear system of dimension at least (d2 + 3d)/2−m; in particular
there are infinitely many such curves if m < (d2 + 3d)/2.

Proof: This follows from the fact that the intersection of m hyperplanes of
a projective space is a linear variety of codimension at most m. ⋄

Simple conditions imposed on hypersurfaces of degree d are said to be
linearly independent – or just independent – when so are the linear equations
they translate into, or, equivalently, when the intersection of the hyperplanes
of Hd(Pn) they determine has codimension equal to the number of hyper-
planes. The next statement is then almost tautological:

Proposition 1.5.5 (d2 + 3d)/2 points of P2 impose independent conditions
on the curves of degree d if and only if there is exactly one curve of degree d
going through them.

Remark 1.5.6 More generally, in an arbitrary projective space the inter-
section of linear varieties of codimensions c1, . . . , cr is a linear variety of
codimension at most c1 + · · · + cr: in our case this means that imposing
simultaneously linear conditions of orders c1, . . . , cr makes a linear condition
of order at most c1 + · · ·+ cr. Also in this case, when the equality holds the
conditions are said to be independent .

Remark 1.5.7 After 1.5.6 and 1.5.2, imposing curves of a given degree d
to have given points q1, . . . , qr as points of multiplicities at least e1, . . . , er,
respectively, is a linear condition of order at most

∑r
i=1 ei(ei + 1)/2.

Next we improve Remark 1.5.7 above by showing that the conditions of
having each qi as a ei-fold point are independent if d is high enough. The
argument of the proof has been taken from [1, XI.4]. For a different one, see
[12, Chap. 5, Th. 1].

Proposition 1.5.8 Imposing the curves of a fixed degree d to have given
distinct points q1, . . . , qr as points of multiplicities at least e1, . . . , er, re-
spectively, is a linear condition of order

∑r
i=1 ei(ei + 1)/2, provided d ≥

e1 + · · ·+ er − 1.

Proof: We know from 1.5.7 that the curves of degree d that have multiplic-
ities at least e1, . . . , er at q1, . . . , qr, respectively, describe a linear system L
whose codimension in Hd(P2) is

dimHd(P2)− dimL ≤
r∑

i=1

ei(ei + 1)

2
.
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Assume d ≥ e1 + · · · + er − 1. To prove that equality holds, we will use
induction on r. The case r = 1 has been seen in 1.5.2; we thus assume r > 1.
By the induction hypothesis, the curves of degree d having q1, . . . , qr−1 as
points of multiplicities at least e1, . . . , er−1 describe a linear system L′ that
contains L and whose codimension in Hd(P2) equals

∑r−1
i=1 ei(ei + 1)/2: we

thus have

dimL′ − dimL ≤ er(er + 1)

2
(1.15)

and it will suffice to prove that equality holds.

For each i = 1, . . . , r − 1 choose a cone Ki : Gi = 0 of degree ei with
vertex qi and missing qr (use 1.3.4). The curves of the form

C = K1 + · · ·+Kr−1 + C′,

where C′ is an arbitrary curve of degree d′ = d −∑r−1
i=1 ei, describe a lin-

ear system S′ whose corresponding vector space is G1 . . .Gr−1C[x0, x1, x2]d′ ,
where C[x0, x1, x2]d′ denotes the vector space of the homogeneous polyno-
mials of degree d′. Since eqi(Ki) = ei for i = 1, . . . , r − 1, it is clear that
S′ ⊂ L′.

The map

σ : Hd′(P2) −→ S′

C′ 7−→ C =

r−1∑

i=1

Ki + C′

is the projectivity induced by the multiplication of equations by
∏r−1
i=1 Gi.

Since d′ ≥ er−1, again by 1.5.2, the curves of degree d′ that have multiplicity
at least er at qr compose a linear system T of codimension er(er + 1)/2 in
Hd′(P2). On the other hand, since none of the cones Ki goes through qr, a
curve C ∈ S′ has eqr (C) ≥ er if and only if its variable part C′ = σ−1(C) has
eqr (C

′) ≥ er. This shows that the curves C ∈ S′ with eqr (C) ≥ er describe
the linear system S = σ(T ) and that

dimS′ − dimS =
er(er + 1)

2
. (1.16)

From the definitions, we have L∩S′ = S. Then, (1.16), elementary arguments
of incidence of linear varieties and (1.15) give

er(er + 1)

2
= dimS′ − dimL ∩ S′ ≤ dimL′ − dimL ≤ er(er + 1)

2
,

showing that equality holds in (1.15). ⋄
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1.6 Analytic Curves and Analytic Maps

If A2 is an affine chart of a projective plane P2 (or just an affine plane),
fix p ∈ A2 and let U be an open neighbourhood of p in A2. Once affine
coordinates x, y for which p = (0, 0) have been taken, we will consider the
sets of the form

γ = {(x, y) ∈ U |s(x, y) = 0},

where s is a complex power series in x, y convergent in U ; we will call them
analytic curves , the series s then being called an equation of γ. Our consid-
erations being local at p, these curves will be considered up to reduction of
the neighbourhood in which they are defined. Being more formal, this means
taking as equivalent two analytic curves γ and γ′ when there is a small enough
open neighbourhood V of p with γ ∩ V = γ′ ∩ V , and dealing then with the
resulting equivalence classes; these classes are called germs of analytic curve
at p or just germs of curve if no confusion may arise.

We will also consider maps ψ : W → An where W is an open neighbour-
hood of 0 in C and An is an affine chart of a projective space Pn – or just
an affine space. When the affine coordinates of ψ(t) are analytic functions
on W we will say that ψ is an analytic map. If ψ is analytic, then there is a
smaller neighbourhoodW ′ ⊂W of 0 and power series S1, . . . , Sn, convergent
in W ′, such that

ψ(t) = (S1(t), . . . , Sn(t))

for t ∈W .

If An and A′
n are affine charts of a projective space Pn, say the 0-th charts

corresponding to projective coordinates x0, . . . , xn and y0, . . . , yn, the affine
coordinates Xi = xi/x0 and Yi = yi/y0, i = 1, . . . , n, of the points of An∩A′

n

are related by the equalities

Xi =
ai0 +

∑n
j=1 a

i
jYj

a00 +
∑n
j=1 a

0
jYj

,

i = 1, . . . , n, the coefficients aji being the entries of the matrix changing
coordinates y0, . . . , yn into coordinates x0, . . . , xn. Since x0 =

∑n
j=0 a

0
jyj 6= 0

for all points in An∩A′
n, the right-hand sides of these equalities are rational –

and hence analytic – functions on An ∩A′
n and therefore it is clear that both

the above definitions of analytic curve and analytic map are independent of
the choices of the affine chart and the affine coordinates on it.



24 1 Hypersurfaces, Elementary Facts

1.7 Exercises

1.1 Find the singular points of each of the curves of P2 defined by the equations
below. Give the corresponding multiplicities and tangent cones.

(a) x2
0x

2
1 + x2

0x
2
2 + x4

2 = 0,

(b) x4
0 − x3

1x2 + x2
0x1x2 = 0,

(c) x2
0x2 + x0x

2
1 − 2x0x

2
2 − 2x2

1x2 + x3
2 = 0.

1.2 Prove that the cubic of P2 x3
1 − x0x

2
2 − x2

0x1 = 0 is smooth. Use 1.1.3 to
prove that an irreducible cubic of P2 has at most one singular point, and that the
multiplicity of such a point, if it exists, is two. Give two examples of irreducible
cubics having a double point, one with two different tangent lines at it, and the
other with a single one (nodal cubic and cuspidal cubic respectively, see 3.5.3 and
3.5.4 for the names). Give two examples of reducible cubics, one with two different
double points and the other with a single triple point.

1.3 Prove that all points of a multiple irreducible component W of a (projective
or affine) hypersurface V are singular points of V of multiplicity at least the mul-
tiplicity of W in V .

1.4 Prove that if W is a (projective or affine) hypersurface, then the following
conditions are equivalent:

(i) W is a cone with vertex p.

(ii) Any line pq, q ∈ W , q 6= p, is contained in W .

1.5 Let C be a curve of P2 of degree d ≥ 3. Show that the following conditions
are equivalent:

(i) C is irreducible and has a point of multiplicity d− 1.

(ii) Using suitable coordinates, C has equation Fd+x0Fd−1 = 0, where Fd, Fd−1 ∈
C[x1x2] are homogeneous, coprime and have degrees d and d− 1, respectively.

1.6 Let C be a curve of P2 with equation Fd + Fd−rx
r
0 = 0, where Fd, Fd−r ∈

C[x1, x2] are homogeneous of degrees d and d− r respectively, and d− 2 ≥ r ≥ 1.

(1) Prove that [1, 0, 0] is a singular point of C, of multiplicity d− r.

(2) Prove that the points [0, a1, a2] for which a2x1 − a1x2 is a multiple factor of
Fd, are singular points of C in the case when r ≥ 2.

(3) Prove that if C is irreducible, then it has no singular point other than the
above ones.

1.7 Consider the curve C of P2 defined by xd
1 + xd−1

0 x2 + x0x
d−1
2 = 0, d ≥ 2.

(1) Prove that C is smooth, thus proving the existence of smooth curves of degree
d in P2 for any d > 0.

(2) Describe the intersection of C and the line x2 = 0.

(3) Prove that for any d ≥ 2 there exist reducible curves of degree d in P2 which
have a double point and no other singular point.
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1.8 Let L1, . . . , Lr, r > 1, be simple linear conditions on the hypersurfaces of
degree d of Pn.

(1) Prove that L1, . . . , Lr are dependent if and only if there is an i, 1 ≤ i ≤ r,
such that all the hypersurfaces satisfying Lj for all j 6= i, also satisfy Li.

(2) Prove that L1, . . . , Lr are independent if and only if for any i, 1 < i ≤ r, there
is a hypersurface satisfying L1, . . . , Li−1 and not satisfying Li.

(3) Prove that different points p1, . . . , p5 ∈ P2 impose independent conditions on
the conics of P2 – or, equivalently, lie on a single conic – if and only if no four
of them belong to the same line.

1.9 Assume given positive integers e1, . . . , er. Determine an integer k such that,
for any distinct points p1, . . . , pr ∈ P2 and any d ≥ k, there is a curve of degree d
of P2 having multiplicity at least ei at pi, i = 1, . . . , k.

Proving a converse is more difficult. The following statement is known as the
Nagata conjecture; it was conjectured by Nagata in 1959 and remains unproved at
the time of writing (see [6], [7]):

For r > 9, if an integer d satisfies that for any distinct points p1, . . . , pr ∈ P2

there is a curve of degree d having multiplicity at least ei at pi, i = 1, . . . , k, then
d ≥ (e1 + · · ·+ er)/

√
r.

1.10 Extend 1.5.4, 1.5.7 and 1.5.8 to the n-dimensional case.

1.11 In a projective plane P2, with coordinates x0, x1, x2, let

N : λ0F0 + λ1F1 + λ2F2 = 0

be a net of curves of degree d. Take J(N ) – the Jacobian locus of N – to be the
set of points of P2 at which the polynomial

J(N ) = det

(

∂Fi

∂xj

)

i,j=0,1,2

is zero.

(1) Prove that p ∈ J(N ) if and only if p is a singular point of at least one curve
of N . This in particular proves that J(N ) is independent of the choices of the
coordinates on P2 and the generators of N .

(2) Let A2 be the affine chart x0 6= 0, x = x1/x0, y = x2/x0 and fi = Fi(1, x, y),
i = 0, 1, 2. Prove that J(N ) ∩ A2 is the locus of zeros of the polynomial

∣

∣

∣

∣

∣

∣

f0 f1 f2
f0
∂x

f1
∂x

f2
∂x

f0
∂y

f1
∂y

f2
∂y

∣

∣

∣

∣

∣

∣

.

(3) Take
N ′ : λ0x

2
0 + λ1x0x1 + λ2x

2
1 = 0

and prove that J(N ′) = P2.

(4) When J(N ) 6= P2 (or, equivalently, J(N ) 6= 0) the Jacobian locus J(N ) is
the set of points of the curve J(N ) : J(N ) = 0, which is called the Jacobian

curve of N . Prove that the Jacobian curve is independent of the choices of the
coordinates on P2 and the generators of N . (More on the Jacobian curve is in
Exercise 4.14.)
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1.12 The dual plane. Assume we have fixed homogeneous coordinates x0, x1, x2

on a projective plane P2. The set of all lines of P2 is turned into a projective plane
P∨
2 (dual plane or plane of lines) by taking as homogeneous coordinates of a line

(line coordinates) the coefficients of any of its equations.

(1) Prove that if new coordinates y0, y1, y2 are taken on P2, related to the old
ones by (y0, y1, y2)

t = A(x0, x1, x2)
t, A a regular 3 × 3 matrix, then the new

line coordinates v0, v1, v2 are related to the old ones u0, u1, u2 by the rule
(u0, u1, u2)

t = At(v0, v1, v2)
t. This shows that the projective structure of P∨

2

does not depend on the choice of the coordinates.

(2) Prove that the lines of P∨
2 are the pencils of lines of P2, namely the families of

lines p∗ = {L ∈ P∨
2 | p ∈ L} for p ∈ P2.

(3) Prove that the line coordinates of p∗ (as a line of P∨
2 ) are the coordinates of p.

This allows us to identify the bidual plane P∨∨
2 with P2 by identifying p∗ with

p.



Chapter 2

Local Properties of Plane

Curves

2.1 Power Series

Let f ∈ C[x, y]. Our first aim in this chapter is to find some sort of power
series s = s(x), in the variable x, such that f(x, s(x)) is identically zero in x;
in other words s is a root of f viewed as a polynomial in y with coefficients
in C[x]. Actually, we will look for series s subjected to the further condition
s(0) = 0. These series, once proved to be convergent, will provide a paramet-
ric representation of the affine curve C : f(x, y) = 0 locally at (0, 0), in the
sense that the points of C in a neighbourhood of (0, 0) are those and only
those of the form (x, s(x)), for s one of the series above and |x| small enough.
As the reader may have noted, the implicit function theorem gives a direct
solution of our problem in the case when (∂f/∂y)(0,0) 6= 0; nevertheless, we
will make no assumption on the y-derivative of f and therefore what we will
get is, for polynomials in two variables, an extension of the implicit function
theorem.

Since at the first stages we will not be concerned with convergence, we
will consider formal power series in x, namely expressions of the form

∑

i≥0

aix
i

where the ai are complex numbers and x is a free variable. These series,
with the usual sum and product, compose an integral ring we will denote,
as already said, by C[[x]]: the ring of formal complex power series in the
variable x. Among these series, those which are convergent (that is, have
non-zero radius of convergence) compose a subring C{x} ⊂ C[[x]], called the
ring of convergent power series in x.

Actually, to solve our problem we need to consider series of a more general
type, called fractionary power series . Next we sketch the main facts we need
about them. For a more formal introduction to fractionary power series, the
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reader may see [3, Section 1.2]. Fractionary power series in the variable x
are complex formal power series in a fixed root of x, namely elements of a
ring C[[x1/n]], n a positive integer, written in the form

∑

i≥0

ai(x
1/n)i =

∑

i≥0

aix
i/n,

where the ai are complex numbers. They are subjected to the convention

∑

i≥0

aix
i/n =

∑

i≥0

aix
ri/rn (2.1)

for any positive integer r.
Note that, by the definition, all the exponents effectively appearing in

a fractionary power series may be written with the same denominator. If
cancellations are made, they may appear with different denominators but
in any case there is a multiple common to all denominators. Therefore, a
series such as

∑
i≥0 x

1/2i is not a fractionary power series according to our
definition, Note also that, for any positive integer n, through the identification
(2.1), C[[x]] appears as a subring of C[[x1/n]]; the elements of the former are
sometimes called integral power series to avoid confusions.

Using (2.1) any two (or finitely many) fractionary power series s, s′ may
be written with the same common denominator in their exponents and hence
viewed as elements of the same C[[x1/n]]. After this the sum s+ s′ and the
product ss′ are defined and do not depend on the choice of the common
denominator n, because the elements identified by the rule (2.1) are those
corresponding by injective ring-homomorphisms

C[[x1/n]]→ C[[x1/rn]].

As a consequence, the set of all fractionary power series compose a domain;
its fraction field is usually denoted C〈〈x〉〉.

The order in x of a fractionary power series s 6= 0, oxs, is the least degree
in x of the monomials effectively appearing in s; it is a non-negative rational
number. If s = 0 we take oxs =∞.

Remark 2.1.1 As is clear, for any fractionary power series s, s′,

ox(ss
′) = oxs+ oxs

′ and ox(s+ s′) ≥ min(oxs, oxs
′).

Furthermore, the inequality is an equality in the case when oxs 6= oxs
′.

The minimal common denominator of all the exponents effectively ap-
pearing in a fractionary power series s is called its polydromy order , denoted
ν(s) in the sequel.

A fractionary power series s =
∑
i≥0 aix

i/n is called convergent when so

is the integral power series
∑

i≥0 ait
i. If the latter has radius of convergence

ρ, then for any complex number z with |z| < nρ and any n-th root z1/n of
z the numerical series

∑
i≥0 aiz

i/n is convergent. If its sum is written s(z),
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s defines in general a multi-valued complex function z 7→ s(z), defined in a
neighbourhood of 0 in C. Convergent fractionary power series obviously form
a subring of the ring of formal fractionary power series.

For a fixed positive integer n and an n-th root of unity ε, it is straight-
forward to check that the map

σε : C[[x
1/n]] −→ C[[x1/n]]

∑

i≥0

aix
i/n 7−→

∑

i≥0

aiε
ixi/n

is a ring-automorphism that leaves invariant all the integral power series. It
is also clear that σεσε′ = σεε′ for any two n-th roots of unity ε, ε′, σε−1 = σ−1

ε

and σ1 = Id. The automorphisms σε are called conjugation automorphisms .
If s ∈ C[[x1/n]], its images under the conjugation automorphisms

σε(s), ε ∈ C, εn = 1,

are called the conjugates of s. A relevant fact is

Lemma 2.1.2 The set of conjugates of a fractionary power series s does not
depend on the ring C[[x1/n]], with s ∈ C[[x1/n]], used to define them.

Proof: Assume s to be
∑
i≥0 aix

i/ν , where ν = ν(s) is the polydromy order

of s. Using C[[x1/ν ]], the conjugates of s are

∑

i≥0

aiε
ixi/ν , ε ∈ C, εν = 1.

If s ∈ C[[x1/n]], then n = rν for a positive integer r and, using this time
C[[x1/n]], the conjugates of s are

∑

i≥0

aiη
rixri/rν , η ∈ C, ηrν = 1.

Since while η describes the set of the (rν)-th roots of unity, ηr describes the
set of the ν-th roots of unity, the claim follows. ⋄

Proposition 2.1.3 The number of different conjugates of a fractionary power
series s is its polydromy order ν(s).

Proof: As above take ν = ν(s) and write s =
∑

i≥0 aix
i/ν . By the definition

of ν(s), there are indices i1, . . . , ik such that aij 6= 0, j = 1, . . . , k, and
gcd(ν, i1, . . . , ik) = 1. Then, for suitable integers c0, . . . , ck, we have

c0ν + c1i1 + · · ·+ ckik = 1. (2.2)

On the other hand, the number of ν-th roots of unity being ν, assume we
have ∑

i≥0

aiε
ixi/ν =

∑

i≥0

aiη
ixi/ν ,
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with εν = ην = 1. Then

∑

i≥0

ai(ε
i − ηi)xi/ν = 0

and so, for every i, ai(ε
i − ηi) = 0; in particular εij = ηij for j = 1, . . . , k.

Using (2.2) gives ε = η and hence the claim. ⋄
A direct consequence of 2.1.2 and 2.1.3 is:

Corollary 2.1.4 A series s ∈ C[[x1/n]] belongs to C[[x]] if and only if σε(s) =
s for every n-th root of unity ε.

2.2 The Newton–Puiseux Algorithm

Assume given f ∈ C[x, y]. In this section we present the Newton–Puiseux
algorithm, which, under a suitable hypothesis on f , gives a constructive proof
of the existence of a fractionary power series s in x such that f(x, s) = 0 and
s(0) = 0; s will thus be a root of f if f is taken as a polynomial in y with
coefficients in C[x], which we will call a y-root of f in the sequel. Actually,
we will place ourselves in a slightly more general setting by assuming that f
is a polynomial in y with coefficients formal power series in x, namely f ∈
C[[x]][y], as this will be useful in the next section. In fact the Newton–Puiseux
algorithm works even in the more general situation in which f is a convergent
power series in x, y (see [3, Chap. 1]). The algorithm was developed and
intensively used by Newton in the second half of the seventeenth century;
proofs were given by Puiseux in 1850.

Thus take
f =

∑

α≥0, β=0,...,r

Aα,βx
αyβ ∈ C[[x]][y].

On the real plane R2, plot the points (α, β) for which Aα,β 6= 0, thus
getting the set

∆(f) = {(α, β) ∈ R2 | Aα,β 6= 0},
called the Newton diagram of f .

The boundary of the convex envelope of ∆ is called the Newton polygon
N(f) of f . It is a broken line, a polygon in the case when f ∈ C[x, y]. Since
we are interested in just a part of it, we will take

∆′(f) = ∆(f) + (R+)2,

R+ being the set of non-negative real numbers. Then the boundary of the
convex envelope of ∆′(f) is composed of two half-lines, each parallel to one of
the coordinate axes, and a polygonal line – maybe reduced to a single point –
joining their ends. This polygonal line will be called the local Newton polygon
of f , and denoted N(f).

In the sequel we will conventionally assume that the second axis of R2 is
vertical, oriented upwards. We will take N(f) oriented so that its first vertex
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Figure 2.1: ∆(f) and N(f) for f = y4 − x2y2 − 2x4y2 + x4y + x5y + x7.

is the one with highest second coordinate, while its last vertex is the one with
highest first coordinate. When its last vertex belongs to the α-axis, we will
say that N(f) ends on the axis. As the reader may easily check, this occurs
if and only if f has no factor y. Similarly, f has no factor x if and only if the
first vertex of N(f) lies on the β-axis.

The ordinate of the first vertex of N(f) is called the height of N(f),
denoted h(N(f)). Also, for any side Γ of N(f), the difference between the
ordinates of the first and last vertices of Γ is called the height of Γ. The proof
of the next lemma is direct:

Lemma 2.2.1 h(N(fg)) = h(N(f)) + h(N(g)).

Take z to be a free variable. If Γ is a side of N(f) whose last end is
(α0, β0), then

FΓ =
∑

(α,β)∈Γ

Aα,βz
β−β0

will be called the equation associated to Γ. Clearly FΓ is a non-zero polyno-
mial whose degree equals the height of Γ. Note also that FΓ(0) = Aα0,β0

6= 0
and therefore FΓ has no zero root. We will need:

Lemma 2.2.2 If Γ has slope −n/m, gcd(n,m) = 1, then FΓ ∈ C[zn].

Proof: If (α0, β0) is the last vertex of Γ, then any integral point on Γ has
the form (α0 − km, β0 + kn), for a non-negative integer k, and therefore the
corresponding monomial of FΓ has degree kn, as claimed. ⋄

Remark 2.2.3 If h(N(f)) = 0, then f = xℓf ′ with f ′(0, 0) 6= 0 and no
fractionary power series s with s(0) = 0 satisfies f(x, s) = 0; otherwise the
last equality would give f ′(x, s) = 0 and so f ′(0, 0) = f ′(0, s(0)) = 0.

Thus assume that f ∈ C[x, y] has h(N(f)) > 0; then either N(f) does
not end on the α-axis or it has at least one side. Accordingly, the 0-th step of
the Newton–Puiseux algorithm for a y-root s of f with s(0) = 0 is performed
by either

β

α
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step 0.a: if N(f) does not end on the α-axis, take s = 0 and end the
algorithm at this point, or

step 0.b: if there is a side Γ ofN(f), assuming it has equation nα+mβ = k,
(n,m) = 1, take

s = xm/n(a+ s(1))

where a is a – necessarily non-zero – root of FΓ and s(1) is to be deter-
mined.

If step 0.b has been performed, take new variables x1, y1 related to x, y
by the rules

x = xn1 ,

y = xm1 (a+ y1).

Then, since all (α, β) ∈ ∆(f) are on or above the line spanned by Γ, all
have nα+mβ ≥ k and so

f̄ = f(xn1 , x
m
1 (a+ y1)) =

∑

(α,β)∈∆(f)

Aα,βx
nα+mβ
1 (a+ y1)

β

= xk1
∑

(α,β)∈∆(f)

Aα,βx
nα+mβ−k
1 (a+ y1)

β

= xk1f1

with

f1 =
∑

(α,β)∈∆(f)

Aα,βx
nα+mβ−k
1 (a+ y1)

β

=
∑

(α,β)∈Γ

Aα,β(a+ y1)
β +

∑

(α,β)∈∆(f)
nα+mβ>k

Aα,βx
nα+mβ−k
1 (a+ y1)

β ∈ C[[x1]][y1].

(2.3)
The above equalities directly give

f(xn1 , s(x
n
1 )) = f̄(x1, s

(1)) = xk1f1(x1, s
(1)), (2.4)

which is in fact the reason behind the definition of x1, y1.
The following lemma will be useful next, and also later on:

Lemma 2.2.4 The height of N(f1) is the multiplicity of a as a root of FΓ.

Proof: By the definition FΓ and (2.3) above,

f1(0, y1) = (a+ y1)
β0FΓ(a+ y1),

where β0 is still the ordinate of the last end of Γ. In particular f1(0, y1) 6= 0,
which ensures that the first vertex of N(f1) lies on the second axis and
therefore h(N(f1)) equals the multiplicity of 0 as a root of f1(0, y1). Since
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a 6= 0, by the equality above, the latter equals the multiplicity of a as a root
of FΓ, hence the claim. ⋄

In particular, h(N(f1)) > 0 and the procedure may be repeated from
x1, y1 and f1. Inductively, if no step j.a has already been performed, at step
i, i > 0 either

step i.a: if N(fi) does not end on the α-axis, take si = 0 and end the
algorithm at this point, or

step i.b: if there is a side Γi ofN(fi), assuming it has equation niα+miβ =
ki, (ni,mi) = 1, take

s(i) = x
mi/ni

i (ai + s(i+1))

where ai is a – necessarily non-zero – root of FΓi
and si+1 is to be

determined.

If step i.b has been performed, then still

fi(xi, s
(i)) = xkii+1fi+1(xi+1, s

(i+1)) (2.5)

and

s = xm/n(a+ x
m1/n1

1 (a1 + · · ·+ x
mi/ni

i (ai + s(i+1)) . . . ))

= xm/n(a+ xm1/nn1(a1 + · · ·+ xmi/n...ni(ai + s(i+1)) . . . )).
(2.6)

If step i.a has been performed, then

s = xm/n(a+ x
m1/n1

1 (a1 + · · ·+ x
mi−1/ni−1

i−1 ai−1) . . . )

= xm/n(a+ xm1/nn1(a1 + · · ·+ xmi−1/n...ni−1ai−1) . . . ).
(2.7)

Thus, if for some i ≥ 0 the step i.a is performed, then s has i summands
and is determined by the equality (2.7). Otherwise, the equalities (2.6),
varying i, determine all summands composing s.

Now we are going to see that s, determined as above, satisfies our require-
ments. First of all, we need to show that s is a fractionary power series: this
is clear from equality (2.7) if one step i.a is performed, but otherwise the
denominators appearing in the equality (2.6) could be unbounded. The next
lemma shows that this is never the case and therefore settles the problem:

Lemma 2.2.5 If no step a is performed, then ni = 1 for all but finitely many
indices i.

Proof: By 2.2.2, FΓ = P (zn). After factoring P into linear factors, it is clear
that FΓ has roots εa, εn = 1, all with the same multiplicity. This multiplicity
has been seen to be h(N(f1)) in Lemma 2.2.4, therefore degFΓ ≥ nh(N(f1)).
On the other hand it is clear that degFΓ, which is the height of Γ, is at most
h(N(f)). It follows that h(N(f)) ≥ nh(N(f1)). Repeatedly using this gives:

h(N(f)) ≥ nh(N(f1)) ≥ nn1h(N(f2)) ≥ · · · ≥ nn1 . . . nih(N(fi+1))

for all i, and therefore the claim. ⋄
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Remark 2.2.6 In the proof of 2.2.5 we used the fact that the number of n-th
roots of unity is n. Therefore the same argument would not apply if a field
of positive characteristic were taken instead of C; the fact is that Puiseux’s
theorem below does not hold in positive characteristic, see Exercise 2.7.

The next theorem completes our job in this section.

Theorem 2.2.7 (Puiseux, 1850) If f ∈ C[[x]][y] has h(N(f)) > 0, then
the Newton–Puiseux algorithm applied to f produces a fractionary power se-
ries s that satisfies s(0) = 0 and f(x, s) = 0.

Proof: We have seen above that any output s of the Newton–Puiseux the-
orem is a fractionary power series, and it is also clear that s(0) = 0. For the
remaining claim, assume we have performed steps 0.b,. . . , i.b, i ≥ −1. Then
the equalities (2.4) and (2.5) give

f(x, s) = xk1x
k1
2 . . . xkii+1fi+1(xi+1, s

(i+1)). (2.8)

If step (i + 1).a is then performed, yi+1|fi+1 and s(i+1) is taken equal to 0,
after which f(x, s) = 0, as wanted.

If, otherwise, no step a is ever performed, the equality (2.8) does hold for
all i. By taking orders in x we get, for all i > 0,

oxf(x, s) =
k

n
+

k1
nn1

+ · · ·+ ki
nn1 . . . ni

+ oxfi+1(xi+1, s
(i+1)). (2.9)

By 2.2.5, ni = 1 for all but finitely many i. Then the right-hand sides of
the equalities (2.9) are unbounded, which gives oxf(x, s) =∞ and therefore,
also in this case, f(x, s) = 0 as claimed. ⋄

Remark 2.2.8 There may be different choices at each step of the Newton–
Puiseux algorithm, not only because steps a and b may be both possible,
but also because when performing a step b, there may be many choices of
both the side Γ of N(fi) and the root a of FΓ. We have seen above that all
these choices give fractionary power series s that are y-roots of f and have
s(0) = 0. We will see in 2.3.7 below that there is no other such root.

2.3 Further y-roots. Convergence

Once we know how to get a y root of f , getting all y-roots of f – still with
s(0) = 0 – is an easy task. Assume that s is a fractionary power series and has
polydromy order ν(s) = ν. Still denote by σε the conjugation automorphisms
of C[[x1/ν ]] (see Section 2.1). We will make use of the next lemma; its easy
proof is left to the reader:

Lemma 2.3.1 If s is a y-root of P ∈ C[[x]][y], then all the conjugates of s,
σε(s), ε

ν = 1, are y-roots of P too.
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Take
gs =

∏

εν=1

(y − σε(s)).

We have:

Lemma 2.3.2 The polynomial gs belongs to C[[x]][y] and is irreducible there.

Proof: Since the coefficients of gs, as a polynomial in y, are symmetric
functions of its roots σε(s), ε

ν = 1, they are invariant under all the conjuga-
tion automorphisms and therefore, by 2.1.4, they belong to C[[x]]. For the
irreducibility, assume that P ∈ C[[x]][y] is a divisor of gs that has the root
s. Then, by 2.3.1, P (σε(s)) = 0 for all ε. The ν conjugates σε(s) of s being
pairwise different by 2.1.3, P has at least degree ν and therefore cannot be a
proper divisor of gs. ⋄

The next lemma gives an alternative expression of gs that will be useful
in the next Section 4.

Lemma 2.3.3 If s = axm/n + . . . , where a 6= 0, n,m are coprime and the
dots mean terms of higher order, and ν = ν(s), then

gs = (yn − anxm)ν/n +
∑

ni+mj>νm

ai,jx
iyj

for some ai,j ∈ C.

Proof: This follows by direct computation from the definition of gs. ⋄
Here is a more complete version of Puiseux’s theorem:

Theorem 2.3.4 (Puiseux’s theorem, second version) If f ∈ C[[x]][y]
has h(N(f)) > 0, then there are fractionary power series in x, s1, . . . , sk,
k > 0, such that si(0) = 0, i = 1, . . . , k and

f = xℓgs1 . . . gsk f̃ (2.10)

with ℓ ≥ 0, f̃ ∈ C[[x]][y] and f̃(0, 0) 6= 0.

Proof: By 2.2.7, take a fractionary power series s1 which is a y-root of f
and ν1 = ν(s1). The Euclidean division

f = gs1f
′ +R

may be performed in C[[x]][y] because gs1 is monic. By 2.3.1, the conjugates
σε(s1), ε

ν1 = 1, are y-roots of f and, clearly, also of gs1 . The number of these
conjugates being ν1 = deg gs1 > degR, we have R = 0 and so f = gs1f

′. By
2.2.1, h(N(f ′)) = h(N(f))− h(N(gs1)) = h(N(f))− ν1.

Now, if h(N(f ′)) = 0, f ′ has the form f ′ = xℓf̃ , with f̃(0, 0) 6= 0, and
we are done. Otherwise f ′ has a y-root and we repeat the procedure from
f ′. Since the heights of the local Newton polygons are strictly decreasing,
after finitely many factorizations we will eventually get a last factor xℓf̃ with
f̃(0, 0) 6= 0 and the proof is complete. ⋄
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Remark 2.3.5 Since xℓf̃ has no y-roots s with s(0) = 0 (see 2.2.3), the
y-roots s of f with s(0) = 0 are s1, . . . , sk and their conjugates. Each sj and
its conjugates have the same multiplicity, which equals the number of times
that the factor gsj appears in (2.10).

Remark 2.3.6 Since h(N(gsj )) = νj , the number of y-roots s of f with

s(0) = 0, counted with their multiplicities, equals
∑k

1 h(N(gsi)) = h(N(f)),

as obviously h(N(xℓf̃)) = 0.

Actually, all the roots found above result from the Newton–Puiseux algo-
rithm:

Proposition 2.3.7 If f ∈ C[[x]][y] and a fractionary power series s, with
s(0) = 0, is a y-root of f , then the Newton–Puiseux algorithm applied to f
gives rise to s, provided suitable choices are made.

Proof: If s = 0 the claim is obvious. Otherwise assume s = axm/n + . . . ,
where a 6= 0 and the dots indicate terms of higher degree. If k = min{nα+
mβ | (α, β) ∈ ∆(f)}, direct substitution into f gives

f(x, s) =


 ∑

nα+mβ=k

Aα,βa
β


 xk/n + . . .

where the dots still indicate terms of higher degree. Since the initial term
exhibited above needs to be zero and a 6= 0, there should be at least two
different non-zero Aα,β with nα + mβ = k, and so N(f) has a side Γ on
the line nα +mβ = k. This set, the annulation of the initial term above is
equivalent to FΓ(a) = 0. So the initial term of s arises from the 0.b step of
the Newton–Puiseux algorithm with the choices of Γ and a. After this, take
s(1), x1, y1 and f1 as indicated by that 0.b step; then f1(x1, s

(1)) = 0, and
the argument may be repeated. ⋄

Next we give a couple of results about the multiplicities of the y-roots.
Still assume f ∈ C[[x]][y] and let s 6= 0, s(0) = 0, be a y-root of f . The
notations being as above, let f1 and s

(1) arise from the 0.b step of the Newton–
Puiseux algorithm for s. Then

Lemma 2.3.8 The multiplicity of s 6= 0 as a root of f equals the multiplicity
of s(1) as a root of f1.

Proof: Assume f = (y − s)µf ′ with f ′(x, s) 6= 0. Then

xk1f1 = xµm1 (y1 − s(1))µf ′(xn1 , x
m
1 (a+ y1))

and
f ′(xn1 , x

m
1 (a+ s(1))) = f ′(x, s) 6= 0,

hence the claim ⋄
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Remark 2.3.9 Of course 2.3.8 may be applied at successive steps
1.b,. . . ,(i − 1).b of the Newton–Puiseux algorithm, showing that the mul-
tiplicities of s and s(i), as roots of f and fi respectively, are equal.

If in particular s is a simple y-root and the algorithm for it does not end
at a step i.a, the s(i), i ≥ 0, are simple yi-roots of the corresponding fi.
Assume furthermore that i is taken such that no y-root of f different from
s has the same first i monomials as s. Then, since different yi-roots of fi
would give rise to different y-roots of f with the same first i monomials, s(i)

is the only yi-root of fi, and further we already know it to be simple. By
2.3.6, h(N(fi)) = 1, and so:

Lemma 2.3.10 Assume that the Newton–Puiseux algorithm for a simple y-
root s of f has no step j.a: then there is an i for which h(N(fi)) = 1.
Conversely if, for a certain i, the Newton–Puiseux algorithm gives h(N(fi)) =
1, then the corresponding y-root of f is simple.

Proof: The first claim has been proved above. The second claim is straight-
forward from 2.3.6 and 2.3.9. ⋄

Often the computations for a y-root s of f are not continued once a
local Newton polygon of height one appears, as then enough terms of s to
distinguish it from all other y-roots of f have been computed. The y-root s
is then said to have been separated from the other y-roots. This in particular
implies that the terms computed so far are shared by no conjugate of s
other than s itself, and hence that the minimal common denominator of their
exponents is the polydromy order ν(s) of s. By 2.3.10, the above applies only
to simple y-roots, and it is guaranteed to occur if the y-root is already known
to be simple and no step i.a is performed.

Regarding convergence, we are now able to prove:

Theorem 2.3.11 If f ∈ C{x}[y] – in particular if f is a polynomial – then
all the y-roots s of f with s(0) = 0 are convergent.

Proof: Assume that s, s(0) = 0, is a y-root of f of multiplicity e. Then
s is a y-root of ∂e−1f/∂ye−1 of multiplicity 1. Since f is convergent, so is
∂e−1f/∂ye−1. We may thus replace f with ∂e−1f/∂ye−1 and assume without
restriction that s is a simple root of f . The claim is obvious if the Newton–
Puiseux algorithm for s involves a step i.a, as then s has finitely many mono-
mials. Otherwise, by 2.3.11, there is an i for which h(N(fi)) = 1. Then on
one hand fi has as only yi-root s

(i) while, on the other, (∂fi/∂y)(0,0) 6= 0.
By the implicit function theorem, there is an integral convergent power series
which is a yi-root of fi; since such a yi-root needs to be s(i), the series s(i) is
convergent. After this, s, related to s(i) by the equality (2.6), is convergent
too. ⋄
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2.4 Branches of a Plane Curve

In the first half of this section we will define the branches of an algebraic
curve of P2 at a point and some objects associated to them, using an affine
chart of P2 and coordinates on it. Later on, in 2.4.9, 2.5.4 and 2.6.3, we
will see that neither the branches nor those associated objects depend on the
choice of the affine chart and the coordinates. Our considerations being local,
with obvious changes they apply to affine curves as well.

Let C be a curve of P2 and O a point of C. In the sequel we assume
to have fixed an affine chart A2 of P2 containing O, with affine coordinates
x, y, and that the corresponding affine part C0 of C has equation f = 0.
The coordinates are further assumed to be taken such that O = (0, 0) and
the y-axis, x = 0, is not contained in C; then (2.2.3) h(N(f)) > 0 and x
does not divide f . The y-roots s of f with s(0) = 0 are called the Puiseux
series of C – or C0 – at O. Since two conjugate power series carry the same
information, it is usual to list just one Puiseux series per conjugacy class. If
these are s1, . . . , sk, k > 0, say with sj(x) =

∑
i>0 a

j
ix
i/νj , νj = ν(sj), the

factorization given by Puiseux’s theorem 2.3.4 reads

f = gs1 . . . gsk f̃ , gsi =
∏

ενi=1

(y − σε(si)). (2.11)

The fact that f̃(0, 0) 6= 0 causes the factor f̃ to have no zero in a neigh-
bourhood of O, and hence to be irrelevant locally at O. Each factor gsj ,
j = 1, . . . , k, is convergent by 2.3.11 and therefore defines an analytic – in
general non-algebraic – curve γj = {(x, y) ∈ U | gsj (x, y)} = 0 in a suitable
neighbourhood U of O. The germs of these analytic curves (i.e. their classes
modulo reduction of the neighbourhood in which they are defined, see Sec-
tion 1.6) are called the branches of C – or C0 – at O. The point O is often
referred to as being the origin of each of these branches.

Remark 2.4.1 In view of the definition of the gsj , each sj gives a parame-
terization of the corresponding γj

{
x = x

y = sj(x) =
∑
i>0 a

j
ix
i/νj

, (2.12)

in the sense that the points of γj in a neighbourhood of O are those and only
those of the form (x, sj(x)) for x ∈ C and |x| small enough.

To avoid fractionary powers, a ν-th root t of x is often taken as new
parameter, after which (2.12) is turned into

{
x = tνj

y = sj(t
νj ) =

∑
i>0 a

j
i t
i.

(2.13)

Both (2.12) and (2.13) are referred to as Puiseux parameterizations of γj .
Obviously both the branches and their parameterizations are unaffected by a
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different choice of the sj , j = 1, . . . , k, within their conjugacy classes, but for
a change of parameter t → εt, ενj = 1, in (2.13). It is convenient to define
the set of branches of a curve C at a point O /∈ C as empty.

The notations being as above, we have:

Lemma 2.4.2 The polynomial gsj ∈ C{x}[y] is irreducible and monic, and
takes value zero at all the points of γj in a certain neighbourhood of O. Fur-
thermore gsj is the only element of C{x}[y] satisfying these conditions.

Proof: It has already been seen that gsj satisfies the conditions of the
claim. If h ∈ C{x}[y] also does, then, by 2.4.1, we have h(x, sj(x)) = 0 for
all complex values of x with |x| small enough; this shows that h(x, sj(x)) = 0
as an element of C{x}, and therefore sj is a root of h. The conjugates of sj
are then roots of h too, after which gsj divides h. Since h is irreducible and
both gsj and h are monic, we have h = gsj and the claim is proved. ⋄

It is clear from the definition of γj that both the equation gj and the
conjugacy class of sj determine it. Conversely, it follows from 2.4.2 that each
branch γj determines its equation gj . In turn gj obviously determines its set
of roots {σε(sj)}ενj=1, which is the conjugacy class of sj . We thus see that
the branches of C at O are in one to one correspondence with the conjugacy
classes of the Puiseux series of C at O. Any of the conjugate Puiseux series
corresponding to a branch is called a Puiseux series of the branch.

The multiplicity of γj in, or as a branch of, C – or C0 – is defined as
being the multiplicity of the corresponding factor gsj in the decomposition
(2.11). It is, of course, the multiplicity of sj as a y-root of f .

Remark 2.4.3 The equations gsj of the branches of C at O are the irre-
ducible factors of f in C{x, y} that vanish at the origin. After this, clearly,
γ is a branch at O of a curve C = C1 + C2 if and only if γ is a branch at O
of either C1 or C2. Also, the multiplicity of γ as a branch of C is the sum of
its multiplicities as a branch of C1 and as a branch of C2.

The definitions of multiplicity of a point and tangent cone at a point,
already given for curves, are extended to the branches of a curve using their
monic equations of 2.4.2:

The multiplicity on γj of the origin O of γj is eO(γj) = deg In(gsj ).

The tangent cone to γj at O is the algebraic curve TCO(γj) : In(gsj ) = 0.

The multiplicity eO(γj) is often called the multiplicity of γj. It has no relation
to – and therefore should not be confused with – the multiplicity of γj as a
branch of C. It is also called the order of γ. Branches of multiplicity one are
called smooth branches . As for algebraic curves, the tangent cone to a branch
γj at O is an algebraic curve of degree eO(γj), composed of lines which are
called the tangent lines to the branch. In fact, each branch of a curve has a
single tangent line, as shown next:
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Proposition 2.4.4

(a) Each branch γ of a curve C at a point O has a single tangent line at O,
which therefore has multiplicity eO(γj) in TCO(γ).

(b) The multiplicity of O on C is the sum of its multiplicities on the branches
of C at O.

(c) The tangent cone to C at O is composed of the tangent cones to the
branches of C at O. In particular, a line is tangent to C at O if and
only if it is the tangent line to one of the branches of C at O.

Proof: For claim (a) use 2.3.3: using the conventions therein, if the Puiseux
series of the branch is s = axm/n + . . . , then its tangent cone is either

xνm/n = 0 if m/n < 1, or

yν = 0 if m/n > 1, or

(y − ax)ν = 0 in the case when m/n = 1.

In all cases it is composed of a single line. For the remaining claims just use
the obvious equality In(f) =

∏k
i=1 In(gsi). ⋄

Remark 2.4.5 It follows from 2.4.4(b) that if O is a smooth point of C,
then C has a single branch at O. The converse is not true: for any e ∈ Z,
e > 1, the curve C : xe+1 − ye = 0 has multiplicity e and a single branch at
(0, 0), as the reader may easily check.

While proving 2.4.4 we have seen in particular:

Corollary 2.4.6 (of the proof of 2.4.4) The multiplicity and tangent line
at the origin of the branch with Puiseux series s = axm/n + . . . , a 6= 0,
(m,n) = (1), ν(s) = ν, are, respectively:

(a) νm/n and the y-axis if m/n < 1;

(b) ν and the x-axis if m/n > 1;

(c) ν and the line y − ax = 0 if m/n = 1.

In the case in which x is an irreducible factor of multiplicity ℓ > 0 of f ,
one may proceed as above; nevertheless, to have a complete representation
of the points of the curve around the origin, the y-axis x = 0 should be taken
as a further branch of C, of multiplicity ℓ as a branch of C. Such a branch,
unlike the other ones, does not have an associated Puiseux series or a Puiseux
parameterization with parameter x.
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Assume that s is a Puiseux series of a branch γ: from the exponents of
the non-zero monomials composing s we collect:

– the first fractionary exponent: m1/n1, where gcd(m1, n1) = 1, n1 > 1;

– the first exponent which cannot be reduced to denominator n1: m2/n1n2,
where gcd(m2, n2) = 1, n2 > 1;

– the first exponent which cannot be reduced to denominator n1n2:
m3/n1n2n3, where gcd(m3, n3) = 1, n3 > 1, and so on, until eventually
getting

– the first exponent which cannot be reduced to denominator n1 . . . nh−1:
mh/n1 . . . nh−1nh, where gcd(mh, nh) = 1, nh > 1 and n1 . . . nh = ν(s).

The exponents m1/n1, . . . ,mh/n1 . . . nh (none if ν(s) = 1) are called the
characteristic exponents of s; they were introduced by Smith in 1876. An
important fact which will not be proved here (see [3, 5.5.3]) is that the char-
acteristic exponents are the same for all Puiseux series of γ, no matter which
coordinates are used, provided the coordinates are taken with the y axis non-
tangent to γ. If this is the case, the characteristic exponents of the Puiseux
series are called the characteristic exponents of γ. The characteristic expo-
nents of a branch retain all its relevant algebro-geometric properties and,
therefore, the branches of the plane curves are classified according to their
characteristic exponents ([3, 5.5.4]).

As said, most of the above appears as dependent on the choice of the
affine chart and the coordinates, and the Puiseux series as such certainly
are: for an easy example consider the parabola y − x2 = 0; it has x2 as its
only Puiseux series at the origin if coordinates x, y are used, while it has
the two conjugate Puiseux series ±y1/2 if the coordinates are y, x. In the
remainder of this section we will see that, even if the Puiseux series depend
on the choice of the coordinates, their corresponding parameterizations (2.13)
define analytic maps from neighbourhoods of 0 in C into the curve which are
essentially intrinsic.

In order to avoid modifying domains of definition, we will use germs of
maps instead of maps. Limiting ourselves to the case we will use – the
definition may obviously be made much more general – and leaving the details
to the reader, consider maps defined in a neighbourhood of 0 ∈ C with image
in a certain set S; take two of them as equivalent when they have the same
restriction to a neighbourhood of 0 in C contained in the intersection of their
definition domains. Each equivalence class is called a germ of map – or just
a germ if no confusion may result – at 0, indicated

ϕ : (C, 0) −→ (S, ϕ(0)),

where ϕ(0) denotes the common image of 0 by all the representatives of ϕ.
Germs of maps are usually understood as being maps defined locally at the
point and taken up to shrinking their domains of definition.
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We will say that ϕ has image in S′ ⊂ S when one of its representatives
has image in S′, and that it is constant when so is one of its representatives.
The germ of an identical map will be denoted just by Id.

Our target S will be either S = C, or S = A2, or S = P2; then we will say
that a germ is analytic if and only if it has an analytic representative (see
Section 1.6).

We will consider in particular germs of analytic maps ϕ : (C, 0)→ (C, 0);
their representatives are analytic functions ϕ̄ defined in a neighbourhood
of 0 and such that ϕ̄(0) = 0. Any such ϕ may be represented by a map
t 7→ ∑

i>0 ait
i where the power series u =

∑
i>0 aix

i is convergent: then it
is said that u represents ϕ. The series u clearly determines ϕ, and is in turn
determined by ϕ because its coefficients are determined by the values at 0 of
the derivatives of any representative of ϕ.

Germs of analytic maps ϕ : (C, 0) → (C, 0) and ϕ′ : (C, 0) → (S, ϕ′(0))
may be composed by just composing suitable representatives and taking the
corresponding germ; the composite germ ϕ′◦ϕ : (C, 0)→ (S, ϕ′(0)) is analytic
too. In particular, a germ ϕ : (C, 0) → (C, 0) is called an analytic isomor-
phism if and only if it is analytic and there exists a ϕ′ : (C, 0)→ (C, 0), also
analytic, such that both ϕ′ ◦ ϕ and ϕ ◦ ϕ′ are the germ of the identity.

The inverse map theorem proves that a germ of analytic map ϕ : (C, 0)→
(C, 0) is an analytic isomorphism if and only if the value at 0 of the deriva-
tive of any representative of ϕ is not zero, or, equivalently, a1 6= 0 if ϕ is
represented by

∑
i>0 aix

i. This in particular shows that either of the condi-
tions ϕ′ ◦ ϕ = Id and ϕ ◦ ϕ′ = Id, posed in their definition above, suffices to
characterize analytic isomorphisms.

We will say that a germ of map ϕ : (C, 0) → (S, ϕ(0)) is taken up to
isomorphism on the source when it is taken up to replacement with ϕ ◦ δ,
where δ : (C, 0) → (C, 0) is an isomorphism. Taking a germ up to isomor-
phism on the source may be understood as taking it up to a change of the
local parameter t at the source, t =

∑
i>0 bi t̄

i, b1 6= 0.

In the sequel, if s =
∑
i≥0 aix

i/ν , ν = ν(s) is a convergent fractionary

power series we will write s(tν) =
∑

i≥0 ait
i for t ∈ C and |t| small enough.

The next theorem being local, it holds for both affine and projective plane
curves. Below is presented the projective version; the affine version results
from it by obvious changes.

Theorem 2.4.7 Let C be an algebraic curve of P2 and O a point of C.

(a) There are non-constant analytic germs

ϕj : (C, 0) −→ (P2, O),

j = 1, . . . , k, with image in |C| such that for any non-constant analytic
germ

ψ : (C, 0) −→ (P2, O)

with image in |C|, there is a unique j = 1, . . . , k and a unique analytic
germ ψ̄ : (C, 0)→ (C, 0) such that ψ = ϕj ◦ ψ̄.
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(b) Germs ϕj, j = 1, . . . , k, satisfying the conditions of (a) above, are
uniquely determined by C and O up to isomorphisms on the sources.

(c) Take an affine chart A2 of P2 containing O and affine coordinates on
A2 such that O = (0, 0) and the y-axis is not contained in C. If sj,
j = 1, . . . , k are Puiseux series of C at O, one per conjugacy class, and
νj = ν(sj), then the maps

Uj −→ P2

t 7−→ (tνj , sj(t
νj )),

where the Uj are suitable neighbourhoods of 0 in C, represent analytic
germs ϕ1, . . . , ϕk satisfying the conditions of part (a).

Proof: We will begin by proving part (b). Assume we have two sets of
germs {ϕj}j=1,...,k and {ϕ′

j}j=1,...,k′ , each satisfying the conditions of (a); up
to swapping them over, we assume k ≥ k′.

Remark 2.4.8 If there exists a δ : (C, 0) → (C, 0) such that ϕℓ = ϕj ◦ δ,
then, since also ϕℓ = ϕℓ ◦ Id, by the uniqueness claimed in (a), taking ϕℓ in
the role of ψ yields ℓ = j and δ = Id.

By the hypothesis, ϕ1 factorizes through a certain ϕ′
j1
,

ϕ1 = ϕ′
j1 ◦ ϕ̄1,

and ϕ′
j1

factorizes in turn through a ϕℓ,

ϕ′
j1 = ϕℓ ◦ ϕ̄′

j1 .

It follows that
ϕ1 = ϕℓ ◦ ϕ̄′

j1 ◦ ϕ̄1

and therefore, by 2.4.8, ℓ = 1 and ϕ̄′
j1
◦ ϕ̄1 = Id. It follows that both ϕ̄′

j1
and ϕ̄1 are isomorphisms, after which ϕ′

j and ϕ1 differ by an isomorphism
between their sources.

Now the argument is repeated from ϕ2; just note that it needs to factor
through a ϕ′

j2 with j2 6= j1: otherwise, since ϕ′
j1 and ϕ1 differ by an iso-

morphism between their sources, ϕ2 would factor through ϕ1 against 2.4.8.
Continuing in this way, eventually each ϕℓ is paired to a ϕ′

jℓ
from which it

differs by an isomorphism between the sources, and all these ϕ′
jℓ
are different.

In particular k ≤ k′, which gives k = k′ and no ϕ′
j remains unpaired.

The existence of part (a) will result from proving (c), which we will do
next. The situation being as described in (c), take, as above,

sj(x) =
∑

i>0

ajix
i/νj , νj = ν(sj).

Assume that the affine part of C has equation f ∈ C[x, y]. Given ψ as in (a),
assume that t̃ 7→ (u1(t̃), u2(t̃)) is a representative of ψ, with u1, u2 convergent



44 2 Local Properties of Plane Curves

series. Since ψ is assumed to be non-constant, if u1 = 0, then C and the y
axis share infinitely many points, against the choice of the coordinates and
1.1.3. Then we may write u1 = t̃mw where m is a positive integer, w is a
convergent series in t̄ and w(0) 6= 0. The implicit function theorem and the
latter inequality guarantee the existence of a convergent series v such that
vm = w (the reader may also use Exercise 2.4 below). Since, clearly, v(0) 6= 0
we may take t = t̃v as a new local coordinate around 0 in C in such a way
that, using it, the representative of ψ now has the form t 7→ (tm, u(t)) with
u a convergent power series, u(0) = 0.

Since the image of ψ is contained in |C|, we have f(tm, u(t)) = 0 for all
t in a neighbourhood of 0. Using the factorization (2.11) at the beginning
of this section, for some j we have gsj (t

m, u(t)) = 0 for all t close enough
to 0. In view of the definition of gsj , there is ε ∈ C, ενj = 1, such that
u(t) = σε(sj)(t

m) as series. In other words,

u =
∑

i>0

ajiε
itmi/νj .

Since u is an integral power series and νj = ν(sj), νj dividesm, saym = m̃νj .
Then ψ is represented by

t 7−→ (tm,
∑

i>0

ajiε
itm̃i).

Since by the hypothesis ϕj is represented by

t 7−→ (tνj ,
∑

i>0

aji t
i)

it is clear that it suffices to take ψ̄ represented by

t 7−→ εtm̃.

To close, it remains to prove the uniqueness of j and ψ̄ above. Assume
we have ψ = ϕℓ ◦ δ for an analytic germ δ : (C, 0)→ (C, 0) represented by

t 7−→ α(t), α ∈ C{t}.

ϕℓ ◦ δ is thus represented by the map

t 7−→ (α(t)νℓ ,
∑

h>0

aℓhα(t)
h).

By comparing with the above representative of ψ, we first get α(t)νℓ = tm,
for all t close enough to 0: it follows that m/νℓ = m̃νj/νℓ is an integer
and α(t) = ηtm̃νj/νℓ for a certain νℓ-root of unity η. Equating the second
components gives ∑

i>0

ajiε
itm̃i =

∑

h>0

aℓhη
hthm̃νj/νℓ . (2.14)
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All exponents effectively appearing in the left-hand side being multiples of
m̃, the same occurs on the right-hand side and therefore hνj/νℓ is an integer
for all h for which aℓh 6= 0. Using that these h and νℓ share no divisor, it
turns out that νj is a multiple of νℓ, say νj = nνℓ. Then (2.14) reads

∑

i>0

ajiε
itm̃i =

∑

h>0

aℓhη
htm̃nh.

Comparing again both sides shows that n divides all i for which aji 6= 0. Since
n divides νj too, this yields n = 1. Then νj = νℓ and so

∑

i>0

ajiε
itm̃i =

∑

h>0

aℓhη
htm̃h.

It follows that, for all i,

ajiε
i = aℓiη

i (2.15)

with ενj = ηνj = 1. Therefore sj and sℓ are conjugate series, and hence

equal. Thus ℓ = j, and aji = aℓi for all i, and then the equalities (2.15) give
σε(sj) = ση(sj) and so ε = η by 2.1.3. It follows δ = ψ̄, thus ending the
proof. ⋄

On one hand, the analytic germs ϕj , j = 1, . . . , k, of 2.4.7(a), are uniquely
determined by C and O up to isomorphism on the source by 2.4.7(b). On
the other, by 2.4.7(c), once a local chart and suitable coordinates have been
chosen, they correspond one to one to the conjugacy classes of Puiseux series,
which in turn are in one to one correspondence with the branches of C atO, as
defined at the beginning of this section. More precisely, for j = 1, . . . , k, the
representative of the germ ϕj given in 2.3.10(c) is just the parameterization
(2.13) of the corresponding branch γj , which may in turn be taken to be the
germ of the image of that parameterization.

Remark 2.4.9 The above shows that the branches of C at O are uniquely
determined by C and O, the choices of the affine chart and the coordinates
already used to define them being irrelevant.

It is usual to refer to each germ ϕj as the uniformizing germ of the
corresponding branch γj . Its representatives are called uniformizing maps of
γj : locally at O, they parameterize it. The reader may note that a Puiseux
parameterization of a branch γ may be recovered from any uniformizing map
t 7→ (u1(t), u2(t)) of γ by just reparameterizing the latter with new parameter

u
1/ν
1 , with ν = ot(u1), as done for the map ψ in the proof of 2.4.7. The next

lemma shows that any uniformizing map becomes injective once restricted to
a suitable neighbourhood of 0 in C.

Lemma 2.4.10 If ϕ : U → C is a uniformizing map of a branch of a curve
C, then there is a smaller open neighbourhood U ′ ⊂ U of 0 in C such that
the restriction ϕ|U ′ is injective.
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Proof: Up to a first reduction of U to a smaller neighbourhood, by 2.4.7(c)
we may assume ϕ to be given by the rule z 7→ (zν , s(zν)) where s =

∑
i>0 aix

i/ν

and ν = ν(s). If z and z′, z 6= z′, have the same image, then we have z′ = εz
with εν = 1, ε 6= 1. In particular, z 6= 0. Further, we should have

∑

i>0

aiz
i =

∑

i>0

aiε
izi,

that is, ∑

i>0

(ai − εiai)zi = 0.

The power series
∑

i>0(ai − εiai)ti, εν = 1, ε 6= 1, are not zero due to 2.1.3,
hence they define analytic functions which have no zeros other than t = 0 in
a neighbourhood U ′ ⊂ U of 0 in C: such a U ′ fulfills the claim ⋄

Remark 2.4.11 The polynomial x obviously has no y-root and therefore no
Puiseux series comes associated to it. Hence the need of the hypothesis of
the y-axis being not contained in the curve C, repeatedly used above; other-
wise the local representation of C by Puiseux series and their corresponding
uniformizing maps would not be complete.

Remark 2.4.12 As is quite usual – for simplicity – when working locally
at a point O, we have been using affine coordinates with the origin at O.
However, there is no problem in using coordinates x, y for which O = (a, b)
provided the line x − a = 0 is not contained in the curve C. Indeed, using
coordinates x̄ = x−a and ȳ = y−b, the point O becomes the origin. Then, for
each Puiseux series s̄ =

∑
i>0 aix̄

i/ν associated to C at O using coordinates
x̄, ȳ,

s = b+ s̄(x− a) = b+
∑

i>0

ai(x− a)i/ν

is taken as a Puiseux series of C at O relative to the coordinates x, y. Then
still f(x, s) = 0 if f(x, y) is an equation of C. It is easy to get a factorization
of f similar to (2.11) and parameterizations like (2.12) and (2.13) – with
x = tνi + a for the latter. If ν = ν(s) = ν(s̄), s gives rise to the uniformizing
map t 7→ (a+ tν , s(tν)).

2.5 Branches and Irreducible Components

Let us begin by recalling some quite easy algebraic facts. Assume that K is a
field of characteristic zero and s an element algebraic over K, that is, a root,
in an extension of K, of a polynomial Q ∈ K[y]. Then {P ∈ K[y] | P (s) = 0}
is a principal non-zero prime ideal; any basis of it is an irreducible polynomial
M called a minimal polynomial of s.
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Remark 2.5.1 Not only does P (s) = 0 if and only if M |P , by the above
definition of M , but also the multiplicity of M as an irreducible factor of P
equals the multiplicity of s as a root of P . Indeed, s is a simple root of M ,
as otherwise it would be a root of dM/dy which is non-zero and has degree
less that degM , against the definition of M . If P = M rP̄ , M not dividing
P̄ , then P̄ (s) 6= 0 again by the definition of M , and so the multiplicity of s
as a root of P is r.

We will deal with the case K = C(x), the field of complex rational frac-
tions in x, and need to relate divisibility in the rings of polynomials C(x)[y]
and C[x, y]. A polynomial F ∈ C[x, y] is said to be primitive as a polynomial
in y – we will say just primitive – if and only if, viewed as an element of
C[x][y], F =

∑d
i=0 ai(x)y

i, its coefficients ai(x), i = 0, . . . , d, are coprime.
We have:

Lemma 2.5.2 A primitive F ∈ C[x, y] divides G ∈ C[x, y] in C(x)[y] if and
only if F divides G in C[x, y].

Proof: If G = AF , A ∈ C(x)[y], then write A = A′/P , with A′ ∈ C[x, y]
and P ∈ C[x], to get PG = A′F . If degP = 0, we are done. Otherwise take
a root a of P . Then

0 = P (a)G(a, y) = A′(a, y)F (a, y)

as polynomials in C[y]. Necessarily F (a, y) 6= 0, because F is primitive and
therefore its coefficients cannot have a common root. a is thus a common
root of the coefficients of A′ as a polynomial in y and therefore x− a divides
A′ in C[x, y]. After dividing both sides of PG = A′F by x − a, it is enough
to use induction on degP . The converse is obvious. ⋄

Lemma 2.5.3 A primitive F ∈ C[x, y] is irreducible in C(x)[y] if and only
if it is irreducible in C[x, y].

Proof: The polynomial F =
∑d

i=0 ai(x)y
i being primitive, it has no non-

trivial factor P ∈ C[x], as otherwise P would divide all (∂iF/∂yi)x,0 and
therefore all the coefficients ai(x), i = 0, . . . , d. Therefore, if F = F1F2 is a
non-trivial factorization in C[x, y], then both F1 and F2 have positive degree
in y and so F = F1F2 is also a non-trivial factorization in C(x)[y]. Conversely,
a factorization F = F1F2, Fi ∈ C(x)[y], 0 < degy Fi < degy F , i = 1, 2, may
be easily modified to F = F ′

1F
′
2, where F

′
2 is a primitive element of C[x, y]

and degy F
′
2 = degy F2. Then 2.5.2 applies. ⋄

Back to geometry, the next proposition also applies to affine curves with
obvious modifications. Its second claim shows in particular that the multi-
plicities of the branches, introduced at the beginning of Section 2.3, do not
depend on the choices of the affine chart and the coordinates.
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Proposition 2.5.4 Let C be a curve of P2, O a point of C and γ a branch
of C at O. Then:

(a) γ is a branch of one and only one irreducible component C1 of C.

(b) If after choosing an affine chart containing O and coordinates x, y on it,
with the y-axis not contained in C, f is an equation of the affine part of
C and s any of the – conjugate – Puiseux series of C corresponding to γ,
the multiplicity of s as a y-root of f – that is, the multiplicity of γ as a
branch of C – equals the multiplicity of C1 as an irreducible component
of C.

Proof: Take the affine chart A2, coordinates x, y, and the Puiseux series s
as described in part (b). Choose a minimal polynomial f1 of s belonging to
C[x, y] and primitive, which clearly is always possible. Since f has the root
s, f1 is irreducible and divides f in C(x)[y]. By 2.5.2 and 2.5.3, the same
occurs in C[x, y]; therefore C0

1 : f1 = 0 is an irreducible component of the
affine part C0 of C. Furthermore, it has γ as one of its branches at O because
f1(x, s) = 0.

If f = f r1f
′, with f1 6 |f ′, then f ′(x, s) 6= 0, as otherwise, arguing as

above, f1 would divide f ′. It follows that no other irreducible component
of C0 has branch γ. Again by 2.5.2 and 2.5.3, f1 is an irreducible factor
of multiplicity r of f in C(x)[y]. Therefore, the multiplicity r of C0 as an
irreducible component of C0 is the multiplicity of s as a y-root of f by 2.5.1.

We have seen that C0 has a unique irreducible component C0
1 with branch

γ and also that the multiplicities of C0
1 and γ as an irreducible component

and as a branch of C0, respectively, do agree. By 1.2.7 the same holds for C
and the irreducible component of C whose affine part is C0

1 . ⋄
In particular

Corollary 2.5.5 If a curve C is reduced, then all its branches have multi-
plicity one in C.

Corollary 2.5.6 If two irreducible plane curves share a branch, then they
are equal.

Proof: If C1 and C2, both irreducible, are different and share a branch,
then C1 + C2 contradicts 2.5.4. ⋄

Remark 2.5.7 Assume that γ is a branch of a curve of P2. Due to 2.5.4
and 2.5.6, there is a unique irreducible curve Cγ of P2 which has γ as a
branch, and all the curves which have the branch γ have Cγ as an irreducible
component.
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2.6 Intersection Multiplicity

In this section we define the intersection multiplicity of two plane curves at
a point and prove its basic properties. The intersection multiplicity is a very
important local invariant which will be widely used in the sequel. We will
deal with projective curves; the interested reader may easily give a similar
definition for affine curves and prove similar results.

Fix a point p ∈ P2 and let γ be a branch at p of a curve C′ of P2.
If F/G is a rational function on P2 defined at p, then F/G is analytic in
a neighbourhood of p and therefore its germ (F/G)p at p may be composed
with the uniformizing germ ϕ of γ to give a germ of complex analytic function
(F/G)p ◦ ϕ at 0 ∈ C. The infinitesimal order at 0 of (any representative of)
(F/G)p ◦ϕ will be called the order of F/G along γ, denoted by oγ(F/G): it is
either a non-negative integer or∞, the latter possibility occurring if and only
if (F/G)p ◦ ϕ = 0. It is clear from the definition that oγ((F/G)(F

′/G′)) =
oγ(F/G) + oγ(F

′/G′) for any other rational function F ′/G′ defined at p,
and also that oγ(F/G) = 0 if and only if F (p) 6= 0. Therefore, if G′ is
homogeneous of the same degree as F and G′(p) 6= 0,

oγ(F/G
′) = oγ(F/G) + oγ(G/G

′) = oγ(F/G)

and so oγ(F/G) depends only on the numerator F : we will put oγ(F ) =
oγ(F/G) for any homogeneous G for which degG = degF and G(p) 6= 0; we
will call it the order of F along γ.

Assume now to have given the branch γ of C′ at p, as above, and another
curve C : F = 0 of P2. Then oγ(F ) is called the intersection multiplicity of
the curve C and the branch γ, denoted [C · γ] in the sequel. It is either a
non-negative integer or ∞. Next is a more effective expression of it:

Proposition 2.6.1 Let p ∈ P2 be a point, C and C′ curves of P2 and γ a
branch of C′ at p. Assume that projective coordinates x0, x1, x2 have been
taken such that p = [1, 0, 0] and the line x1 = 0 is not contained in C′, and
take x = x1/x0, y = x2/x0 as coordinates on the 0-th affine chart A2 : x0 6= 0.
If f is an equation of the affine part of C′, s a Puiseux series of γ and
ν = ν(s), then

[C · γ]p = otf(t
ν , s(tν)).

Proof: Up to a non-zero scalar, in A2 we have

f(x, y) = F (1, x, y) = F (1, x1/x0, x2/x0) =
F (x0, x1, x2)

xd0
,

d = degF . Therefore, by its definition, oγF may be computed using f . Then
the claim follows from the definition of oγf and 2.4.7(c). ⋄
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Proposition 2.6.2 If p is a point and C,C1, C2, C
′ are curves, all of P2,

and γ is a branch of C′ at p, then

(a) [(C1 + C2) · γ] = [C1 · γ] + [C2 · γ].

(b) [C · γ] = 0 if and only if the point p does not belong to C.

(c) [C · γ] =∞ if and only if γ is a branch of C.

(d) If C1, C2 and C have the same degree and equations F1, F2 and F1+F2,
respectively, then

[C · γ] ≥ min([C1 · γ], [C2 · γ])

and equality holds if [C1 · γ] 6= [C2 · γ].

Proof: Direct from 2.6.1 using 2.1.1 ⋄

Remark 2.6.3 An easy computation shows that all the lines ℓ through the
origin O of γ have [ℓ · γ] = eO(γ), with the only exception of the tangent
line ℓ0 to γ, whose intersection multiplicity with γ is higher. This proves
that neither the multiplicity of γ nor the tangent line to γ depend on the
coordinates used in their definition in Section 2.4. The tangent cone to γ
is also independent of the choice of the coordinates, as it is eO(γ)ℓ0. The
positive integer [ℓ0 · γ]− eO(γ) is called the class of γ.

The intersection multiplicity of a curve and a branch will play an impor-
tant role in Chapter 4. At present, we are more interested in the intersection
multiplicity of two curves, defined next:

The intersection multiplicity – or intersection number – of the curves C
and C′ at p is defined by either of the equivalent equalities

[C · C′]p =
∑

γ

[C · γ] =
∑

γ

oγ(F )

with the summations extended to all branches γ of C′ at p, each repeated
as many times as indicated by its multiplicity as a branch of C′, and still
C : F = 0. The intersection multiplicity [C ·C′]p is thus either a non-negative
integer or ∞.

Remark 2.6.4 If the curve C′ is reduced, then, by 2.5.5, one may ignore
the multiplicities of the branches involved in the definition and just take the
summation extended to all the branches of C at p.

It follows at once from 2.6.1:

Proposition 2.6.5 Let p be a point and C and C′ curves of P2. Assume
that projective coordinates x0, x1, x2 have been taken such that p = [1, 0, 0]
and the line x1 = 0 is not contained in C′, and take x = x1/x0, y = x2/x0
as coordinates on A2 : x0 6= 0. Let f and g be equations of the affine parts
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of C and C′, respectively. If s′1, . . . , s
′
r are Puiseux series of C′ at p, one per

conjugacy class and repeated according to their multiplicities as y-roots of g,
and νi = ν(s′i), then we have

[C · C′]p =
∑

i=1,...,r

otif(t
νi
i , s

′
i(t

νi
i )).

Remark 2.6.4 still applies: if C′ is reduced, then the multiplicities of the
Puiseux series as y-roots are all equal to 1 and may be ignored.

The reader may use 2.6.5 to check that the intersection multiplicity in-
troduced here does agree, for n = 2, with the intersection multiplicity of a
line and a hypersurface as defined in Section 1.1.

The most expressive presentation of the intersection multiplicity is the
following:

Theorem 2.6.6 (Halphen’s formula; Halphen, 1874) Let p be a point,
and C and C′ be curves of P2. Assume that projective coordinates x0, x1, x2
have been taken such that p = [1, 0, 0] and the line x1 = 0 is not contained
in C or C′, and take x = x1/x0, y = x2/x0 as coordinates on A2 : x0 6= 0.
Then

[C · C′]p =
∑

s,s′

ox(s− s′), (2.16)

where the summation runs over the Puiseux series s of C at p and the Puiseux
series s′ of C’ at p, in both cases including all conjugates and each series
repeated according to its multiplicity as a root of the corresponding equation.

Proof: Take the notations as in 2.6.5. For each i = 1, . . . , r,

otif(t
νi
i , s

′
i(t

νi
i )) = νioxf(x, s

′
i(x)).

Furthermore, since f is invariant under conjugation, clearly

oxf(x, σε(s
′
i)(x)) = oxf(x, s

′
i(x))

for any νi-th root of unity ε. Therefore, the number of conjugates of s′i being
νi,

νioxf(x, s
′
i(x)) =

∑

ενi=1

oxf(x, σε(s
′
i)(x)).

All together, the equality of 2.6.5 may be written

[C · C′]p =
∑

s′

oxf(x, s
′(x)),

the summation running over all the Puiseux series of C′ at p, including con-
jugates and repeating the series according to multiplicities.

On the other hand, making explicit the Puiseux series in the factorization
(2.4.7) shown at the beginning of Section 2.4,

f =
∏

s

(y − s(x))f̃ (x, y),
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where the summation runs over all Puiseux series s of C at p, including
conjugates, repeated according to multiplicities. Since f̃(0, 0) 6= 0, the factor
f̃ is irrelevant and the last two displayed equalities together give

[C · C′]p =
∑

s′

ox
∏

s

(s′(x) − s(x)),

and hence the claim. ⋄
Again, the multiplicities of Puiseux series as roots may be safely ignored

in 2.6.6 if both curves C and C′ are reduced.
Formal properties of the intersection multiplicity of curves at a point are:

Proposition 2.6.7 If p is a point and C,C1, C2, C
′ curves of P2, then

(a) [C · C′]p = [C′ · C]p.

(b) [(C1 + C2) · C′]p = [C1 · C′]p + [C2 · C′]p.

(c) [C ·C′]p = 0 if and only if the point p does not belong to one of the curves
C,C′.

(d) [C · C′]p = ∞ if and only if the curves C,C′ share an irreducible com-
ponent that goes through p.

Proof: Claim (a) is clear from Halphen’s formula 2.6.6. Claim (b) follows
from 2.6.2(a). For claim (c), note that if the intersection multiplicity is zero,
then either the summation in the definition (2.16) is empty and then p /∈ C′,
or 2.6.2(b) applies to at least one branch of C′ at p and then p /∈ C; the
converse is clear. For claim (d), if [C · C′]p =∞, then by 2.6.2(c) (or 2.6.6),
C and C′ share a branch γ with origin at p; as a consequence, the irreducible
components of C and C′ with branch γ (2.5.4) do agree by 2.5.6. Again, the
converse is clear. ⋄

Halphen’s formula easily gives a lower bound for the intersection multi-
plicity in terms of the multiplicities of the curves:

Corollary 2.6.8 If as above p is a point and C and C′ curves of P2 with
respective multiplicities ep(C) and ep(C

′) at p, then

[C · C′]p ≥ ep(C)ep(C′)

and equality holds if and only if C and C′ share no tangent at p.

Proof: Throughout the proof, dots indicate terms of higher degree. Take a
local chart and affine coordinates on it such that the origin is p and neither of
the coordinate axes is tangent to C or C′ (see Remark 1.3.10). Put e = ep(C)
and e′ = ep(C

′). By 1.3.2, there are no monomials of degree less than e in
the equation f of C, f = fe + . . . with fe non-zero and homogeneous of
degree e. The coordinate axes being not tangent to C, they have intersection
multiplicity with C at p equal to e and therefore f has non-zero monomials in
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both xe and ye, which in particular ensures that the y-axis is not contained
in C. The local Newton polygon of C thus has a single side Γ, which goes
from (0, e) to (e, 0) and whose associated equation is fe(1, z). Since the lines
tangent to C at p are the lines ax−y = 0 for which fe(1, a) = 0, by performing
the first step of the Newton–Puiseux algorithm in all possible ways, we see
that the Puiseux series of C at p all have the form s = ax + . . . where a is
the slope of a line tangent to C at p, each of the slopes of the tangent lines
occurring at least once. Furthermore, the number of these series, repeated
according to multiplicities, is e = h(N(f)) by 2.3.6.

All the arguments above apply to C′. Therefore, the differences in the
right-hand side of Halphen’s formula are ee′ in number and all have the form

s− s′ = (a− b)x+ . . . ,

where a and b are slopes of lines tangent to C and C′, respectively, at p and
every pair of these slopes occurs. Then the claimed inequality is clear, and
so is the characterization of the equality because the curves share a tangent
if and only if a = b for at least one pair of series s, s′. ⋄

Remark 2.6.9 By 2.6.8, [C · C′]p = 1 if and only if ep(C) = ep(C
′) = 1 –

that is, both curves are smooth at p – and C and C′ have different tangents
at p. If this is the case, it is said that the intersection of C and C′ at p is
simple or transverse, and then the curves are said to be transverse at p.

The reader may easily adapt 2.6.5 and 2.6.6 to the case in which p is
not taken as the origin of the coordinates, say p = (a, b), using 2.4.12. In
particular, no change is required in Halphen’s formula other than taking ox−a
instead of ox.

2.7 Exercises

2.1 Determine partial sums of the y-roots of each of the polynomials below, one
per conjugacy class, enough to show the polydromy order of each root and to
distinguish it from the other roots.

(a) −x5 + x7 + 2x3y + x4y − x6y − xy2 − 2x2y2 + y3.

(b) −x5 + x6 + 2x3y + x4y − x5y − xy2 − 2x2y2 + y3.

(c) −x7 + x8 + x4y + x5y − 2x2y2 − x3y2 + y3.

(d) −x3 − 3x4 − 9x5 − 13x6 − 17x7 − 11x8 − 6x9 +3x2y+6x3y+15x4y+12x5y+
11x6y − 3xy2 − 3x2y2 − 6x3y2 + y3.

(e) x8 − 2x9 − 3x10 − x11 − 4x6y + 4x7y + 4x8y + 6x4y2 − 2x5y2 − 4x2y3 + y4.

(f) x4 − x7 − xy + x4y + 2x5y − 2x2y2 − x3y2 + y3.

(g) x8−2x10+x12−4x13−x16−4x6y+4x8y+4x11y+6x4y2−2x6y2−4x2y3+y4.

(h) x8 − 2x9 − x10 − 2x11 + x12 − 4x6y + 4x7y + 4x8y + 6x4y2 + 2x5y2 − 2x6y2 −
4x2y3 + y4.

(i) x4 − 5x6 + 4x8 − 4x3y + 10x5y + 6x2y2 − 5x4y2 − 4xy3 + y4.



54 2 Local Properties of Plane Curves

2.2 The converse being obvious, prove that any u ∈ C{x} with u(0) 6= 0 is in-
vertible in C{x}. Hint: reduce to the case u(0) = 1 and use the Newton–Puiseux
algorithm and 2.3.11 on (y + 1)u− 1.

2.3 Prove that the elements of C〈〈x〉〉 (cf. Section 2.1) are the series
∑

i≥r aix
i/n,

ai ∈ C and n, r ∈ Z, n > 0 (Laurent fractionary power series).

2.4 For any positive integer m, prove that any u ∈ C{x} with u(0) 6= 0 has one
m-th root in C{x}. Hint: Reduce to the case u(0) = 1 and proceed as for Exercise
2.2, this time using (y + 1)m − u.

2.5 Prove that the field C〈〈x〉〉 is algebraically closed (which is sometimes also
called Puiseux’s theorem) following the steps below:

(1) Prove that for any positive integer n we have C〈〈x1/n〉〉 = C〈〈x〉〉, after which
it suffices to prove that any positive-degree polynomial P (x, y) ∈ C[[x]][y] with
no factor x has a root in C〈〈x〉〉.

(2) If degP (0, y) > 0 take a ∈ C to be a root of P (0, y), the new variable ȳ = y−a
and use Puiseux’s theorem 2.2.7.

(3) If, otherwise, degP (0, y) = 0, take d = degy P and P ′ = ydP (x, 1/y), and use
2.2.7 again.

2.6 Continuity of (some) algebraic functions. For any complex number z
and any real number ε > 0, write B(z, ε) for the open ball with centre z and radius
ε. Assume that P ∈ C[x][y] is monic and has degree d > 0 as a polynomial in y.
For any complex value x̄ of x denote by Λ(x̄) the set of roots of P (x̄, y) and write
Λ = Λ(0). Prove that for any real ε > 0 there is a δ > 0 such that if |x̄| < δ, then
Λ(x̄) is contained in the union

⋃

z∈ΛB(z, ε) and, furthermore, B(z, ε) ∩ Λ(x̄) 6= ∅
for any z ∈ Λ. A similar claim holds if the leading coefficient of P has positive
degree in x, but then some roots converge to infinity, see [3, Ex. 1.9].

2.7 Prove that the Newton–Puiseux algorithm still works if C is replaced with an
arbitrary algebraically closed field of characteristic zero, but it does not give any
root of yp + yp+1 + x if the characteristic of the base field is p. Find the point at
which the proof of 2.2.5 fails if C is replaced with a field of positive characteristic.

2.8 In P2, consider the conic C : x0x1 + x0x2 − x2
1 = 0. Prove that the rule

u 7−→ [1− u, u2,−u+
∑

i≥0

u4+i]

defines a germ of analytic map

ψ : (C, 0) −→ C ⊂ P2.

Prove that ψ is not a uniformizing germ of a branch of C, but factors ψ = ϕ ◦ ψ̄,
where ψ̄ : (C, 0) → (C, 0) is analytic and ϕ, given by

t 7−→ [1, t,−t+ t2],

is a uniformizing germ of the only branch of C at [1, 0, 0]. Make ψ̄ explicit.
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2.9 Compute the intersection multiplicities at the origin of the following pairs of
curves of A2, using Halphen’s formula 2.6.6:

(1) C1 : y3 − x4y = 0, C′
1 : y2 − y3 − 4x4 + 4x4y = 0.

(2) C2 : y3 − x4 = 0, C′
2 : y3 − 2x4 = 0.

(3) C′
3 : (y2 − x3)2 + x5y = 0, C′

3 : (y2 − x3)2 + 2x2y3 = 0.

2.10 Assume that γ is a branch of a curve at (0, 0) ∈ A2, of multiplicity n > 1
and whose Puiseux series

∑

i>0 a1x
i/n has highest characteristic exponent m/n.

Prove that for each j ≥ 0, there is an algebraic curve Cj of A2 whose only branch
at (0, 0) has Puiseux series

∑m+j
i=1 aix

i/n + bx(m+j+1)/n, b 6= am+j+1. Prove that
[Cj · γ] = [Cj−1 · γ] + 1 for all j > 0.

2.11 Let γ be a branch of a curve of A2.

(1) Prove that the subset of N

Γ = {[C · γ] | C a curve of A2}

is a semigroup. It is called the semigroup of γ.

(2) Prove that Γ = N if and only if γ is smooth.

(3) Prove that N− Γ is a finite set.

Hint: Use Exercise 2.10 for claim (3).

2.12 Fulton’s axioms for intersection multiplicity, see [12], 3.3. Fix a
projective plane P2 and a point p ∈ P2. Denote by C the set of all curves of P2.

(1) Prove that there is at most one map

C2 −→ N ∪ {∞}
(C,C′) 7−→ |C · C′|p

satisfying the following conditions for any C,C′, C′′ ∈ C:

(a) |C · C′|p = ∞ if and only if C and C′ share an irreducible component
going through p.

(b) |C · C′|p = 0 if and only if p /∈ C ∩ C′.

(c) |C · C′|p = |C′ · C|p.
(d) |C · C′|p ≥ ep(C)ep(C

′) and equality holds if and only if C and C′ share
no tangent at C.

(e) |C · (C′ +C′′)|p = |C · C′|p + |C · C′′|p.
(f) |C · C′|p = |C · C′′|p if C′′ is defined by any equation of the form G +

AF = 0, where F is an equation of C, G is an equation of C′ and A is
any homogeneous polynomial of degree degG − degF in the projective
coordinates.

Hint: fix coordinates such that p = [1, 0, 0], let F and G be equations of C
and C′, respectively, and prove that |C · C′|p is well determined using double
induction on |C ·C′|p and min{degx1

F (x0, x1, 0),degx1
G(x0, x1, 0)}, condition

(f) being used to decrease the latter.

(2) Prove that the intersection multiplicity map (C,C′) 7→ [C · C′]p satisfies the
conditions (a) to (f) above, and therefore is the only map satisfying them.
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(3) Following the proof of (1), describe a rational algorithm which computes
[C · C′]p from homogeneous equations of C and C′. Use it to compute the in-
tersection multiplicity of C : x2

1−x0x2+2x2
2 = 0 and C′ : x3

1−x1x
2
2−x2

0x2 = 0
at [1, 0, 0].



Chapter 3

Projective Properties of

Plane Curves

3.1 Sylvester’s Resultant

This section is devoted to introducing and proving the main properties of the
resultant, in the form due to Sylvester. Roughly speaking the resultant of two
polynomials is a polynomial expression in the coefficients of the polynomials
that is zero if and only if either the polynomials have a common root or they
both have degree strictly less than prescribed.

Assume that A is a ring with no zero divisors; denote by K its fraction
field and by K̄ the algebraic closure of K. Assume given two polynomials
written in the form

P = a0y
n + a1y

n−1 + · · ·+ an−1y + an,

Q = b0y
m + b1y

m−1 + · · ·+ bm−1y + bm,
(3.1)

both belonging to A[y] and with n,m > 0. We do not assume a0 6= 0 or
b0 6= 0 and therefore we have just degP ≤ n and degQ ≤ m. We will refer to
n and m as being the formal degrees of the polynomials. The usual degrees
degP, degQ will be called effective degrees if some confusion may occur.

The resultant (or Sylvester’s resultant) of the polynomials P,Q, taken
with respective formal degrees n,m, is defined as being the element of A

R(P,Q) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

a0 a1 . . . an−1 an 0 . . . 0
0 a0 a1 . . . an−1 an . . . 0
...

...
...

0 . . . 0 a0 a1 . . . an−1 an
b0 b1 . . . bm−1 bm 0 . . . 0
0 b0 b1 . . . bm−1 bm . . . 0
...

...
...

0 . . . 0 b0 b1 . . . bm−1 bm

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

, (3.2)
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the (n+m)×(n+m) determinant havingm rows with coefficients of P and n
rows with coefficients of Q. The reader may note that the resultant depends
not only on P and Q, but also on the formal degrees n,m, which are not
determined by P and Q. In the sequel, when no mention of formal degrees
is made, they are taken equal to the effective degrees.

The main property of the resultant is as follows:

Theorem 3.1.1 (Sylvester 1853) If P,Q ∈ A[y] are taken with respective
formal degrees n,m, then the following conditions are equivalent:

(i) R(P,Q) = 0.

(ii) Either P and Q have a common root in K̄ or degP < n and degQ <
m.

(iii) Either P and Q have a common factor in K[y] or degP < n and
degQ < m.

Proof: The equivalence of (ii) and (iii) is clear: a minimal polynomial (see
the beginning of Section 2.5) of a common root is a common factor and any
root of a common factor is a common root. We will prove that (ii) and (iii)
are also equivalent to the following claim:

(iv) There exist non-zero polynomials M,N ∈ K[y], with degM < m and
degN < n, such that MP +NQ = 0.

Indeed, assume (iii): if degP < n and degQ < m, just take M = Q and
N = −P ; if F is a common factor of P and Q, take M = Q/F and N =
−P/F . For the converse we will prove (ii). If degP < n and degQ < m there
is nothing to do. Otherwise, the arguments being the same in both cases,
assume degP = n; then P = a0

∏h
j=1(y − αj)rj , where α1, . . . , αh are the

roots of P (in K̄) and r1+ · · ·+ rh = n. Since we assumeMP +NQ = 0, the

polynomial
∏h
j=1(y − αj)rj divides NQ, and then at least one of its factors

divides Q because degN < n. The corresponding root is thus a common
root.

Now taking
N = z0y

n−1 + · · ·+ zn−1,

M = t0y
m−1 + · · ·+ tm−1,

the equality MP + NQ = 0 translates into a system of n + m linear and
homogeneous equations in z0, . . . , zn−1, t0, . . . , tm−1 which has a non-trivial
solution if and only if claim (iv) is satisfied. The reader may take care
of checking that the determinant of such a system of equations is R(P,Q),
which proves the equivalence of (i) and (iv) and hence ends the proof. ⋄

Using two homogeneous variables allows us to replace the two possibilities
of 3.1.1(ii) with a single one. Indeed, assume given homogeneous polynomials

P̄ = a0y
n
1 + a1y0y

n−1
1 + · · ·+ an−1y

n−1
0 y1 + any

n
0 ,

Q̄ = b0y
m
1 + b1y0y

m−1
1 + · · ·+ am−1y

m−1
0 y1 + ym0 bm,
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with coefficients in A and positive degrees and take

R(P̄ , Q̄) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

a0 a1 . . . an−1 an 0 . . . 0
0 a0 a1 . . . an−1 an . . . 0
...

...
...

0 . . . 0 a0 a1 . . . an−1 an
b0 b1 . . . bm−1 bm 0 . . . 0
0 b0 b1 . . . bm−1 bm . . . 0
...

...
...

0 . . . 0 b0 b1 . . . bm−1 bm

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

,

which is also called the resultant of P̄ , Q̄. Then we have

Corollary 3.1.2 R(P̄ , Q̄) = 0 if and only if there is (α, β) ∈ K̄2 − {(0, 0)}
such that P̄ (α, β) = Q̄(α, β) = 0.

Proof: Take P,Q as in (3.1) above. After an easy computation, we have
P̄ (α, β) = Q̄(α, β) = 0 with α 6= 0 if and only if P (β/α) = Q(β/α) = 0,
while P̄ (0, β) = Q̄(0, β) = 0, β 6= 0, if and only if a0 = b0 = 0. Since
R(P̄ , Q̄) = R(P,Q), the claim follows from 3.1.1. ⋄

The properties of the resultant we will need in the sequel are proved below.
In all of them P,Q are given by the equalities (3.1) above.

Proposition 3.1.3 The resultant R(P,Q) belongs to the ideal generated by
P,Q in A[y].

Proof: Successively add to the last column of the determinant in (3.2) the
first column multiplied by ym+n−1, then the second column multiplied by
ym+n−2 and so on, until adding the last but one column multiplied by y.
This obviously does not modify the value of the determinant and turns its
last column into a new one all whose entries are either multiples of P or
multiples of Q. Taking the development by this new last column proves the
claim. ⋄

Remark 3.1.4 According to 3.1.3, there are N,M ∈ A[y] such that
R(P,Q) = MP + NQ. The computation made in the proof of 3.1.3 proves
that they may be taken with degM < m and degN < n.

For the next proposition, take the coefficients ai, bj , i = 0 . . . , n, j =
0, . . . ,m, of P and Q, as being free variables. The weight of a non-zero
monomial cai1 · · · airbj1 · · · bjk , c ∈ C, is taken to be the sum i1 + · · · + ir +
j1+· · ·+jk of the indices of the variables appearing in it. A polynomial in the
ai, bj is called isobaric of weight m if and only if all its non-zero monomials
have weight m.
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Proposition 3.1.5 The resultant R(P,Q) is:

– homogeneous of degree n as a polynomial in a0, . . . , an,

– homogeneous of degree m as a polynomial in b0, . . . , bm, and

– isobaric of weight nm as a polynomial in a0, . . . , an, b0, . . . , bm.

Proof: The determinant on the right of (3.2) is the sum of all products of
n+m non-zero entries taken from different rows and columns, each product
taken with a suitable sign. After this, the first and second claims are clear
because the determinant has m rows whose non-zero entries are coefficients
of P and n rows whose non-zero entries are coefficients of Q. For the last
claim, consider any of the above products, say

ai1 · · · aimbj1 · · · bjn
where each aiℓ has been picked from the ℓ-th row and each bjk from the
(m + k)-th row. Then, by the form of the determinant, aiℓ comes from the
(iℓ + ℓ)-th column and bjk from the (jk + k)-th column, for ℓ = 1, . . . ,m and
k = 1, . . . , n. Since these columns all need to be different,

{i1 + 1, . . . , im +m, j1 + 1, . . . , jn + n} = {1, . . . , n+m}

and therefore, by adding up the elements on each side,

m∑

ℓ=1

iℓ +
m(m+ 1)

2
+

n∑

k=1

jk +
n(n+ 1)

2
=

(n+m)(n+m+ 1)

2
.

This results in
m∑

ℓ=1

iℓ +
n∑

k=1

jk = nm,

as claimed. ⋄
Next we will get an expression for the resultant in terms of the roots of

the polynomials. We will make use of the following:

Lemma 3.1.6 Assume that F ∈ K[z1, . . . , zh] becomes zero when the vari-
able zi is replaced with zj, i 6= j. Then zi − zj divides F in K[z1, . . . , zh].

Proof: Up to reordering the variables assume i = 1 and j = 2 for simpler
notations. Taking both F and z1 − z2 as polynomials in the single variable
z1 and coefficients in K[z2, . . . , zh], we can perform the Euclidean division of
F by z1 − z2 in K[z2, . . . , zh][z1], because the divisor is monic. It will give

F = (z1 − z2)F ′ +G,

with F ′, G ∈ K[z1, . . . , zh] and degz1 G = 0. Replacing z1 with z2 in the
above equality gives 0 = G, because G does not contain z1, and hence F =
(z1 − z2)F ′, as claimed. ⋄
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Theorem 3.1.7 Assume that P and Q as above have a0 6= 0 and b0 6= 0,
that the roots of P are s1, . . . , sn and that the roots of Q are s′1, . . . , s

′
m, these

roots being in both cases repeated according to multiplicities. Then

R(P,Q) = am0 b
n
0

∏

i=1,...,n
j=1,...,m

(si − s′j). (3.3)

Proof: Since dividing both sides of the equality (3.3) by am0 b
n
0 gives the

equivalent equality

R(
1

a0
P,

1

b0
Q) =

∏

i=1,...,n
j=1,...,m

(si − s′j),

we are allowed to assume the supplementary hypothesis a0 = b0 = 1.
Take free variables over K(y), S1, . . . , Sn, S

′
1, . . . , S

′
m, and write

K[S, S′] = K[S1, . . . , Sn, S
′
1, . . . , S

′
m].

Consider the polynomials

P =

n∏

i=1

(y − Si),

Q =

m∏

i=1

(y − S′
i).

If they are written as polynomials in y with coefficients in K[S, S′],

P =

n∑

i=0

Aiy
n−i,

Q =

m∑

i=0

Biy
m−i,

each coefficient Ai is a homogeneous polynomial of degree i in S1, . . . , Sn
with coefficients in K, and so is each Bi in S

′
1, . . . , S

′
m.

Take R = R(P ,Q) to be the resultant of P ,Q still taken as polynomials
in y.

Replacing Si with S
′
j induces a ring-homomorphism

Ψ : K[S, S′] −→ K[S, S′],

and its obvious extension

K[S, S′][y] −→ K[S, S′][y]

still denoted Ψ. Since still degyΨ(P) = n and degy Ψ(Q) = m and the
resultant is a polynomial function of the coefficients of the polynomials,

Ψ(R(P ,Q)) = R(Ψ(P),Ψ(Q)).
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Now, R(Ψ(P),Ψ(Q)) = 0 because the polynomials share the root S′
j (3.1.1).

This shows that R(P ,Q), which is an element of K[S, S′], becomes zero when
any of the Si, i = 1, . . . , n, is replaced with any of the S′

j , j = 1, . . . ,m. By
Lemma 3.1.6, any Si − S′

j , i = 1, . . . , n, j = 1, . . . ,m, divides R(P ,Q); these
polynomials being coprime, its product also divides R(P ,Q), that is,

R(P ,Q) =
∏

i=1,...,n
j=1,...,m

(Si − S′
j)M (3.4)

with M ∈ K[S, S′].
We already know the coefficients Ai and Bi, of P and Q, to be ho-

mogeneous of degree i in S1, . . . , Sn and S′
1, . . . , S

′
m, respectively. By the

third claim of 3.1.5, R(P ,Q) is homogeneous of degree nm in S1, . . . , Sn,
S′
1, . . . , S

′
m. Back to (3.4), we see that M ∈ K.

The reader may compare the product of the elements on the principal
diagonal of the determinant giving R(P ,Q), which is the only monomial
involving no Si, with the corresponding monomial on the right of (3.4) to see
that M = 1 and therefore

R(P ,Q) =
∏

i=1,...,n
j=1,...,m

(Si − S′
j), (3.5)

which is a sort of transcendent version of the equality we want to prove.
Now, consider the specialization ring-homomorphism

χ : K[S, S′] −→ K̄,

obtained by replacing Si with si and S
′
j with s′j , i = 1, . . . , n, j = 1, . . . ,m,

and its extension to polynomials in y, still denoted χ. Once χ is applied to
both sides of (3.5), we have

χ(R(P ,Q)) =
∏

i=1,...,n
j=1,...,m

(si − s′j).

On the other hand, clearly, χ(P) = P and χ(Q) = Q. Since the degrees in y
of P and Q are preserved by χ, again, as for Ψ above,

χ(R(P ,Q)) = R(χ(P), χ(Q)) = R(P,Q)

and the proof is complete. ⋄

3.2 Plane Curves and their Points

We will deal with curves C : F = 0 of P2, F ∈ C[x0, x1, x2] and their affine
parts. As done before, we will usually fix our attention on the 0-th affine
chart x0 6= 0, taken with affine coordinates x = x1/x0, y = x2/x0. The
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corresponding affine part of C is then C0 : f = 0, f(x, y) = F (1, x, y). If the
line ℓ0 : x0 = 0 is not an irreducible component of C and therefore x0 is not
a factor of F , then d = degC = degC0. Assume further that f is written as
the sum of its homogeneous parts,

f = f0 + · · ·+ fd,

with fi homogeneous of degree i; then fd 6= 0 and the intersection C ∩ ℓ0 is
the group of points defined by

F (0, x1, x2) = fd(x1, x2).

Remark 3.2.1 Notations being as above, in the sequel we will often choose
the projective coordinates such that the third vertex of the reference, [0, 0, 1],
does not belong to C, which in particular ensures that ℓ0 is not an irreducible
component of C. The condition [0, 0, 1] /∈ C is clearly equivalent to the
monomial of F in xd2, d = degF , being non-zero, and also to the monomial
in yd of f being non-zero. After such a choice, x0 = 0 not being a component
of C, the irreducible components of the affine part C0 are the affine parts of
the irreducible components of C (by 1.2.7).

In the sequel, for any two affine or projective curves C,C′ of the same
plane, we will write C ∩ C′ = |C| ∩ |C′|; we will call it the intersection of C
and C′ and its points the intersection points of C and C′.

Let us begin by proving an almost obvious fact:

Lemma 3.2.2 Any algebraic curve C, of either A2 or P2, contains infinitely
many points.

Proof: For the affine case, assume the curve to be C : f = 0. Since f
is non-constant, up to swapping the affine coordinates, let us assume that
ordered as a polynomial in y it is

f(x, y) = a0(x)y
d + · · ·+ ad(x)

with d > 0 and a0(x) 6= 0. Then, for infinitely many z ∈ C, a0(z) 6= 0, the
polynomial in y, f(z, y), has at least one root and therefore there is a point
of C with abscissa z. In the projective case we know from 1.1.5 that C has
some point, and therefore some non-empty affine part to which the affine
statement applies. ⋄

The key to the remaining results in this section is the following:

Proposition 3.2.3 Two curves C,C′ of P2 either have a common irreducible
component, and then they share infinitely many points, or they intersect in
finitely many points.

Proof: Choose the projective coordinates x0, x1, x2 such that [0, 0, 1] does
not belong to C or C′ and, as usual, take x = x1/x0 and y = x2/x0 as affine
coordinates on the 0-th affine chart. Since the line x0 = 0 is not contained in
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C or C′, it is not an irreducible component of either curve and therefore, by
1.2.8, C and C′ share an irreducible component if and only if so do their 0-th
affine parts C0 and C′

0. On the other hand, the intersection of x0 = 0 with
either curve being finite, the intersection of C and C′ is finite if and only if
so is the intersection of their 0-th affine parts. Therefore, it will be enough
to prove the claim for C0 and C′

0, which we will do next.
Let f and g to be affine equations of C0 and C

′
0, d = deg f and d′ = deg f ′.

The choice of the reference guarantees that d = degy f and d′ = degy f
′ (see

3.2.1). Consider the resultant Ry(f, g) of f and g taken as polynomials in y
of degrees d and d′, R(f, g) ∈ C[x].

Assume that Ry(f, g) = 0, as a polynomial in x. Then, by 3.1.1, f and
g share a factor h, of positive degree in y, in C(x)[y]. Write h = uh′/v with
u, v ∈ C[x] and h′ ∈ C[x][y] primitive. Then, h′ still has positive degree in y
and divides f and g in C(x)[y]. Using 2.5.2, h′ = 0 is a curve any of whose
irreducible components is shared by C0 and C′

0. The set C0 ∩ C′
0 is then

infinite due to 3.2.2.
Assume now Ry(f, g) 6= 0, as a polynomial in x. Fix any a ∈ C. By the

choice of the reference (again, see 3.2.1) f(a, y) has effective degree d and
g(a, y) has effective degree d′; therefore, the replacement of x with a being a
ring-homomorphism

C[x, y] −→ C[x]

P (x, y) 7−→ P (a, y),

we have Ry(f, g)|x=a = R(f(a, y), g(a, y)). Since, by 3.1.1, the latter is 0 if
and only if f(a, y) and g(a, y) share a root in C (C is algebraically closed),
it follows that Ry(f, g)(a) = 0 if and only if there is a b ∈ C such that
f(a, b) = g(a, b) = 0: the abscissae of the intersection points of C0 and C′

0

are the roots of Ry(f, g). Since there are finitely many roots of Ry(f, g) and,
for any a, there are at most d roots of f(a, y), there are finitely many points
in C0 ∩ C′

0. In particular, C0 and C′
0 share no irreducible component in this

case. ⋄

Remark 3.2.4 The proof of 3.2.3 shows how to use the resultant to detect
if the curves C and C′ – both still assumed to be missing the point [0, 0, 1] –
share an irreducible component and, this being not the case, how to compute
the intersection points of their 0-th affine parts. There is a shared irreducible
component if and only if Ry(f, g) = 0. Otherwise, the abscissae of the inter-
section points are the roots a of Ry(f, g) and, for each such a, the roots of
gcd(f(a, y), g(a, y)) are the ordinates of the intersection points with abscissa
a.

The intersection of two curves C,C′ of P2 is the union of all the intersec-
tions Ci∩C′

j where Ci is an irreducible component of C and C′
j an irreducible

component of C′. Therefore C∩C′ consists of all the points of the irreducible
components shared by C and C′, together with the points of the pairwise in-
tersections of the non-shared irreducible components of C and C′. There
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are finitely many of the latter by 3.2.3. From the points of C ∩ C′, those
which do not belong to any shared irreducible component are called isolated
intersection points of C and C′. They are of course finitely many. Repeating
the argument and including the obvious case r = 1, we have:

Corollary 3.2.5 If C1, . . . , Cr, r ≥ 1, are curves of P2, the points of C1 ∩
· · · ∩Cr are the points belonging to one of the irreducible components shared
by C1, . . . , Cr (if there is one) plus finitely many points.

Still from 3.2.3, we have:

Corollary 3.2.6 If infinitely many points of an irreducible curve C of P2

belong to another curve C′ – which in particular occurs if |C| ⊂ |C′| – then
C is an irreducible component of C′. If C′ is irreducible, then C = C′.

Proof: By 3.2.3 C and C′ share an irreducible component which, C being
irreducible, by 1.1.2, necessarily equals C; it also equals C′ if the latter is
irreducible too. ⋄

The next corollary is the particular case of Hilbert’s Nullstelensatz already
mentioned in Section 1.1.

Corollary 3.2.7 Two curves C,C′ of P2 have the same points if and only if
they have the same irreducible components, that is, Cred = C′

red.

Proof: If |C| = |C′|, then the points of any irreducible component C1 of
C all belong to C′; therefore, by 3.2.6, C1 is an irreducible component of
C′. The same argument applies to the irreducible components of C′. The
converse is clear. ⋄

Remark 3.2.8 Due to 3.2.7, the reduced curves – in particular the irre-
ducible curves – are determined by their sets of points. In the sequel we will
make no distinction between irreducible curves and their sets of points.

3.3 Bézout’s Theorem

Assume that f ∈ C{x}[y] and has no factor x. In Section 2.3 we have found
all the y-roots s of f with s(0) = 0. Now we will drop the latter condition
and look for all the y-roots of f . Thus assume that a fractionary power
series s in x satisfies f(x, s) = 0. On one hand, the polynomial f(0, y) is
not zero, as otherwise f would have a factor x. On the other, f(x, s) = 0
obviously implies f(0, s(0)) = 0, and so the independent term s(0) of s is a
root of f(0, y). Therefore, if deg f(0, y) = 0, no fractionary power series is
a y-root of f . Otherwise, take b ∈ C such that f(0, b) = 0. If ȳ = y − b
and f̄(x, ȳ) = f(x, ȳ + b), then it is clear that f̄(0, 0) = 0 and therefore
h(N(f̄)) > 0. More precisely, h(N(f̄)) is the multiplicity of 0 as a root of
f̄(0, ȳ), which in turn equals the multiplicity of b as a root of f(0, y). If
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h = h(N(f̄)), by 2.3.4 and 2.3.6, there are h convergent fractionary power
series s̄1, . . . , s̄h – possibly repeated – such that

f̄(x, ȳ) =
h∏

i=1

(ȳ − s̄i)f̄ ′(x, ȳ) (3.6)

with f̄ ′(x, ȳ) ∈ C{x}[y] and f̄ ′(0, 0) 6= 0.
Taking si = b+ s̄i and making in (3.6) the substitution ȳ = y − b we get

f(x, y) =

h∏

i=1

(y − si)f ′(x, y)

where h is the multiplicity of b as a root of f(0, y), f ′(x, y) ∈ C{x}[y] and
f̄ ′(0, b) 6= 0.

Clearly, f(0, y) = (y − b)hf ′(0, y). Therefore, the roots of f ′(0, y) are the
roots of f(0, y) other than b, with the same multiplicities. If deg f ′(0, y) = 0,
then no other fractionary power series is a y-root of f . Otherwise deg f ′(0, y) =
deg f(0, y)− h and we use induction on deg f(0, y) to get:

Proposition 3.3.1 Assume that f ∈ C{x}[y] and has no factor x. Let
b1, . . . bℓ be the roots of f(0, y) and h1, . . . hℓ their respective multiplicities.
Then for each j = 1, . . . , ℓ there are convergent fractionary power series sj,i,
i = 1, . . . , hj, possibly repeated, such that sj,i(0) = bj and

f(x, y) =
ℓ∏

j=1

hj∏

i=1

(y − sj,i)f̂(x, y), (3.7)

where f̂(0, y) has degree zero.

Remark 3.3.2 For a more geometric view, the reader may consider the
analytic curve ξ : f = 0, which is defined in a suitable neighbourhood of
the y axis because f is a polynomial in y. The equality (3.7) shows its
Puiseux series at each of the points in which it intersects the y-axis. It is
worth comparing with the similar equality (2.10) in Puiseux’s theorem 2.3.4:
in the latter only the Puiseux series at the origin are explicit, the other factors
appearing in (3.7) are hidden in the factor f̃ in (2.10). While f̃ is irrelevant
locally at the origin, it is not so if the whole of ξ is considered. Even the
factor f̂ in (3.7) may be relevant, as it gives the asymptotic part of ξ, see
Exercise 3.1.

Back to the algebraic case, 3.3.1 gives:

Proposition 3.3.3 Assume that the algebraic curve C : F = 0 does not
contain [0, 0, 1]. Then the y-roots of the equation of its 0-th affine part
f(x, y) = F (1, x, y) are the Puiseux series of C at the points of C lying
on the y-axis.
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Proof: Proposition 3.3.1 applies to f and the Puiseux series appearing in
the factorization (3.7) are the Puiseux series of C at the points of the y-axis.

Thus, we need only to show that the last factor f̂ has no y-roots. To this
end we will compare the degrees in y of both sides of (3.7). On one hand, if
d = degC, then, by 3.2.1, d = degy f = deg f(0, y). On the other, the hj ,
j = 1, . . . , ℓ are the multiplicities of the roots of f(0, y) and therefore

degy

ℓ∏

j=1

hj∏

i=1

(y − sj,i) =
ℓ∑

j=1

hj = deg f(0, y) = d.

It follows that degy f̂ = 0 and hence f̂ has no y-root. ⋄
The next proposition is an important step to Bézout’s theorem; it shows

the relationship between the resultant and the intersection multiplicity, and
is far more precise than just saying that the abscissae of the intersection
points are the roots of the resultant (see Remark 3.2.4).

Proposition 3.3.4 Let C : F = 0 and C′ : G = 0 be curves of P2 of
degrees d and d′. Assume that they share no irreducible component and that
neither of them contains the point [0, 0, 1]. Take f(x, y) = F (1, x, y) and
g(x, y) = G(1, x, y) as equations of their 0-th affine parts and Ry(f, g) the
resultant of f and g as polynomials in y of degrees d and d′, respectively. For
any a ∈ C call La the line x− a = 0. Then the multiplicity µa of a as a root
of Ry(f, g) is

µa =
∑

p∈La

[C · C′]p.

Proof: After replacement of x with x̄ + a, it is not restrictive to assume
a = 0. Then, by 3.2.1, still d = degy f and d′ = degy g, from which, by 3.1.7
and 3.3.3,

µ0 = oxRy(f, g) =
∑

s,s′

ox(s− s′),

where in the summation s runs over the Puiseux series of C, and s′ over
the Puiseux series of C′, both at the points of the y-axis L0 and repeated
according to multiplicities. Now, if s and s′ are Puiseux series at different
points, their independent terms are different, because they equal the ordinates
of the points, and therefore ox(s − s′) = 0. Hence, the above equality may
be written

µ0 =
∑

p∈L0

∑

sp,s′p

ox(sp − s′p),

where in the second summation sp and s′p run over the Puiseux series of C
and C′, respectively, at p, both repeated according to multiplicities. Using
Halphen’s formula 2.6.6 ends the proof. ⋄

Here is the main result in this section. It is named after the French
mathematician Bézout, who gave a version of it in 1779. Many other versions
appear in the old literature since at least Cramer (1750); most are obscure
regarding the case of non-transverse intersections or just do not cover it:



68 3 Projective Properties of Plane Curves

Theorem 3.3.5 (Bézout’s theorem) If C and C′ are curves of P2, of de-
grees d and d′ and sharing no irreducible component, then

dd′ =
∑

p∈P2

[C · C′]p.

Proof: The curves sharing no irreducible component, their intersection is
finite by 3.2.3. Therefore we may choose a projective reference such that
[0, 0, 1] does not belong to C or C′ and, furthermore, the line L : x0 = 0
misses all the points in C ∩ C′. Take A2 = P2 − L and all notations as in
3.3.4. Since there are no intersection points on L,

∑

p∈P2

[C · Cp] =
∑

p∈A2

[C · C′]p =
∑

a∈C

∑

p∈La

[C · C′]p = degRy(f, g),

the last equality due to 3.3.4.

To complete the proof we will prove that degRy(f, g) = dd′. For the
remainder of the proof, dots . . . at the end of an expression indicate terms
of lower degree. Write

f = a0y
d + a1y

d−1 + · · ·+ ad−1y + ad,

g = b0y
d′ + b1y

d′−1 + · · ·+ ad′−1y + ad′ ,

and

ai = αix
i + . . . , i = 0, . . . , d,

bi = βix
i + . . . , i = 0, . . . , d′.

Splitting the columns of the resultant according to the above,

R(f, g) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

α0 α1x . . . αd−1x
d−1 αdx

d 0 . . . 0
0 α0 α1x . . . αd−1x

d−1 αdx
d . . . 0

...
...

...
0 . . . 0 α0 α1x . . . αd−1x

d−1 αdx
d

β0 β1x . . . βd′−1x
d′−1 βd′x

d′ 0 . . . 0

0 β0 β1x . . . βd′−1x
d′−1 βd′x

d′ . . . 0
...

...
...

0 . . . 0 β0 β1x . . . βd′−1x
d′−1 βd′x

d′

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

+ . . . .

By 3.1.5, the determinant shown above is a homogeneous polynomial
of degree dd′ in the single variable x, hence a monomial cxdd

′

. Since its
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coefficient c results from replacing x with 1,

R(f, g) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

α0 α1 . . . αd−1 αd 0 . . . 0
0 α0 α1x

1 . . . αd−1 αd . . . 0
...

...
...

0 . . . 0 α0 α1 . . . αd−1 αd
β0 β1 . . . βd′−1 βd′ 0 . . . 0
0 β0 β1x . . . βd′−1 βd′ . . . 0
...

...
...

0 . . . 0 β0 β1x . . . βd′−1 βd′

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

xdd
′

+ . . . .

(3.8)
Now we will examine the intersections of C and C′ with L. By recovering

F and G from f and g, it is easy to see that they may be written

F = α0x
d
2 + α1x1x

d−1
2 + · · ·+ αd−1x

d−1
1 x2 + αdx

d
1 + x0F

′,

G = β0x
d′

2 + β1x1x
d′−1
2 + · · ·+ βd′−1x

d′−1
1 x2 + βd′x

d′

1 + x0G
′,

where F ′ and G′ are homogeneous polynomials. The groups of points C ∩ L
and C′ ∩ L thus have equations

α0x
d
2 + α1x1x

d−1
2 + · · ·+ αd−1x

d−1
1 x2 + αdx

d
1

and
β0x

d′

2 + β1x1x
d′−1
2 + · · ·+ βd′−1x

d′−1
1 x2 + βd′x

d′

1 .

Since we have assumed C ∩ C′ ∩ L = ∅, by 3.1.2, the resultant of these
equations is not zero; it being just the determinant appearing in (3.8) above,
the proof is complete. ⋄

Obviously, by 2.6.9, Bézout’s theorem gives the true number of intersec-
tion points if all the intersections are transverse:

Corollary 3.3.6 In the hypothesis of 3.3.5, if C and C′ are transverse at
all their intersection points, then the number of points in C ∩ C′ is dd′.

The following are other direct corollaries of Bézout’s theorem.

Corollary 3.3.7 Any two curves of P2 have at least one intersection point

Corollary 3.3.8 Any reducible curve of P2 has at least one singular point.

Proof: A reducible curve C is composed of two curves C1, C2, C = C1+C2,
which share a point p by 3.3.7. Then p is a singular point of C by 1.3.3. ⋄

Corollary 3.3.9 If C and C′ are curves of P2, of degrees d and d′, and there
is a finite set T ⊂ P2 such that

dd′ <
∑

p∈T

[C · C′]p,

then C and C′ share an irreducible component. In particular, if one of them
is irreducible, then it is contained in the other.
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3.4 Pencils of Curves

According to the definition in Section 1.5, once coordinates have been chosen
on a projective plane P2, a pencil of plane curves of P2 is any family of curves
of the form

P = {Cλ0,λ1
: λ0F0 + λ1F1 = 0 | (λ0, λ1) ∈ C2 − {0}},

where F0, F1 are linearly independent homogeneous polynomials of the same
degree d > 0 in the coordinates. We will say just ‘pencil’ if no confusion may
occur. Note that all curves in P have degree d. The complex numbers λ0, λ1
are usually referred to as the parameters of Cλ0,λ1

; they determine the curve
and are determined by it up to a non-zero complex factor, as in fact they are
projective coordinates of Cλ0,λ1

. The curves C1,0, C0,1 span P and any two
different curves of P may be also taken as generators: doing this causes a
linear and invertible substitution of the parameters.

Pencils are nice families of curves, very easy to deal with. In this section
we will see some of their properties and their use in applications of the Bézout
theorem.

Next is a fundamental property which is a particular case of 1.5.3. Any-
way, its proof is straightforward after taking the curves as generators:

Lemma 3.4.1 If p ∈ P2 belongs to two different curves of a pencil P, then
it belongs to all curves of P.

The points that belong to two – and therefore to any – of the curves of a
pencil P are called the base points of P .

The pencil P being as above, if D = gcd(F0, F1) has positive degree, all
the points of the fixed part D = 0 of P are base points of P . If, otherwise,
D = 1 (that is, P has no fixed part), then P has finitely many base points
by 3.2.3. More precisely, by Bézout’s theorem 3.3.5, a pencil P with no fixed
part and whose curves have degree d has at most d2 base points.

Two other basic properties of pencils are:

Proposition 3.4.2 If p is not a base point of a pencil P, then there is one
and only one curve of P through p

Proof: This is a particular case of 1.5.3. For a direct argument, if p =
[a0, a1, a2], then the equation in λ, µ

λF0(a0, a1, a2) + µF1(a0, a1, a2) = 0

is not trivial because p is not a base point. ⋄
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Proposition 3.4.3 Assume that P is a pencil of curves, C0, C1 are two
different curves of P and γ is a branch of curve. Then

(a) If [Ci · γ] ≥ δ for i = 0, 1, then [C · γ] ≥ δ for any C ∈ P.

(b) If still [Ci · γ] ≥ δ for i = 0, 1 and one of the inequalities is an equality,
then [C · γ] = δ for all C ∈ P but for a single curve C′ ∈ P for which
[C′ · γ] > δ.

Proof: Take an affine chart and affine coordinates on it so that p = (0, 0).
Let f0 and f1 be affine equations of C0 and C1 and t 7→ (u(t), v(t)) a
uniformizing map of γ. An affine equation of an arbitrary C ∈ P being
λf0 + µf1 = 0, we have

[C · γ] = ot(λf0(u(t), v(t)) + µf1(u(t), v(t))).

Since [Ci · γ] = otfi(u(t), v(t)), i = 0, 1, claim (a) is clear. For claim (b), the
argument being the same in both cases, assume we have [C0 · γ] = δ. Then
the initial form of f0(u(t), v(t)) has degree δ, and the same occurs with all
λf0(u(t), v(t))+µf1(u(t), v(t)), but for a single ratio λ : µ for which the part
of degree δ cancels. ⋄

Remark 3.4.4 By adding up the intersection multiplicities with the branches
of E at p, claim (a) of 3.4.3 still holds if the branch γ is replaced with an
arbitrary curve E and the intersection multiplicities are all taken at a fixed
p ∈ P2.

The next proposition is often used in the applications:

Proposition 3.4.5 Assume that a curve E has C0∩E = C1∩E = {p1, . . . , pr}
and [C0 · E]pi ≤ [C1 · E]pi , i = 1, . . . , r, for two different curves C0, C1 of a
pencil P. Then there is a curve in P sharing an irreducible component with
E.

Proof: Assume that the curves of P have degree d and that E has degree
d′. Take any q ∈ E, q 6= pi, i = 1, . . . , r. By 3.4.2 there is a C ∈ P going
through q. Then, by 3.4.4, [C ·E]pi ≥ [C0 ·E]pi , i = 1, . . . , r. Using Bézout’s
theorem 3.3.5,

r∑

i=1

[C · E]pi + [C ·E]q >

r∑

i=1

[C0 · E]pi = dd′

and then, by 3.3.9, C and E share an irreducible component. ⋄

Remark 3.4.6 If the curve E of 3.4.4 is in addition assumed to be irre-
ducible, then there is one curve in P containing it.

Here is one application dating from the first half of the 19th century:
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Corollary 3.4.7 (Gergonne 1827) Assume that C0 and C1 are curves of
degree d of P2 that intersect in different points pi, i = 1, . . . d2. If md of these
points lie on an irreducible curve E of degree m < d, then the remaining
d(d−m) points lie on a curve of degree d−m.

Proof: Up to renumbering the intersection points, assume that E contains
p1, . . . , pdm. Then E misses all the remaining points pdm+1, . . . , pd2 , as oth-
erwise (3.3.9) E would be contained in both C0 and C1 which by hypothesis
intersect in finitely many points. By 3.4.6, there is a curve C in the pencil
spanned by C0 and C1 that contains E, say C = E +E′; then E′ has degree
d−m and necessarily contains pdm+1, . . . , pd2 by 3.4.1. ⋄

We close this section with a description of the local behaviour of the
curves of a pencil at the base points. We delay to the forthcoming Section
4.8 an important result concerning the singular points of the curves of a pencil
(Bertini’s theorem 4.8.10).

Proposition 3.4.8 Let p be a base point of a pencil of curves P. Then either

(a) all curves of P have the same multiplicity at p and no two of them have
the same tangent cone at p, or

(b) all curves of P have the same multiplicity and tangent cone at p, except
a single one which has higher multiplicity at p.

Proof: Fix an affine chart of P2 and affine coordinates x, y in it, so that
p = (0, 0). Then the affine equations of the curves of P will have the form
λf+µg = 0, (λ, µ) ∈ C2−{0, 0}, where f, g ∈ C[x, y] are linearly independent
and have f(0, 0) = g(0, 0) = 0. Assume that the initial forms of f and g are
fe and gr, with positive degrees e and r, respectively. Up to swapping over
f and g, assume e ≤ r and take ge to be the form of degree e of g: ge = gr if
e = r, and ge = 0 otherwise.

If fe and ge are linearly independent, then for all pairs (λ, µ) 6= (0, 0),
the initial form of λf + µg is λfe + µge and two of these initial forms are
proportional if and only if so are the corresponding pairs of parameters (λ, µ).
We are thus in case (a).

Otherwise, the initial forms of the λf +µg are λfe+µge, all proportional,
but for a single ratio λ : µ which gives λfe + µge = 0 and therefore causes
λf + µg to have an initial form of higher degree. This is case (b). ⋄

3.5 Singular Points, Tangent Lines and

Polar Curves

The local structure of a plane algebraic curve at singular point may be rather
complicated (see for instance [3] or [22]); fortunately, for developing the in-
trinsic geometry on a curve there is no need to deal with all types of singular
points, but only with the simplest ones; they will be presented next. Recall
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first from Section 1.3 that if p is a point of an algebraic curve C of P2, and
an affine chart and coordinates on it have been taken in such a way that p
is the origin of coordinates, then the equation of the affine part of C has the
form

f = fe + fe+1 + · · ·+ fd

where each fi is homogeneous of degree i, fe 6= 0 and e = ep(C) is the
multiplicity of p. The tangent cone to C at p, TCp(C), is the projective
closure of fe = 0; its irreducible components are the tangent lines to C at p
(1.3.10). The multiplicity of each tangent line as an irreducible component
of TCp(C) will be called just the multiplicity of the tangent; of course it is
the multiplicity of the corresponding linear factor of fe.

Remark 3.5.1 The sum of the multiplicities of the tangents to C at p is the
multiplicity ep(C) of C at p.

In the descriptions that follow, an affine chart and affine coordinates have
been taken as above, still p = (0, 0), f = fe + fe+1 + · · ·+ fd is an equation
of the affine part of C, e = ep(C) and dots . . . at the end of an expression
indicate terms of higher degree.

3.5.2 Simple points: Simple points p of a curve C have been defined as
being those with ep(C) = 1. By 3.5.1 above, if p is a simple point of C,
then C has a single – necessarily simple – tangent line T at p, and of course
[C · T ]p ≥ 2. Simple points p of C with [C · T ]p > 2 are called flexes of C,
[C · T ]p− 2 then being called the order of the flex. The flexes with order one
are called ordinary flexes .

With the conventions set above, the point p is a simple point of C if and
only if e = 1, or, equivalently, at least one of the points (1, 0) and (0, 1) is a
vertex of the local Newton polygon N(f) of f .

If neither of the coordinate axes is T , then oxf(x, 0) = oyf(0, y) = 1 and
then N(f) has the segment with ends (0, 1) and (1, 0) as its only side. In
particular, h(N(f)) = 1 and, by 2.3.6, C has a unique Puiseux series at p,
necessarily simple as a y-root of f . By the Newton–Puiseux algorithm this
series has the form s = ax + . . . , a 6= 0; the series being unique, we have
ν(s) = 1 and a is the slope of the tangent line T (2.4.6).

Assume that the coordinates have been chosen such that T is T : y = 0,
in which case oxf(x, 0) > 1 and oyf(0, y) = 1; still h(N(f)) = 1 and C has a
single Puiseux series s at p, which is a simple y-root of f . Then either N(f)
has (0, 1) as its only vertex (if oxf(x, 0) = ∞), or the other vertex is (r, 0),
where r = oxf(x, 0) = [C ·T ]p ≥ 2. In the first case T is the only, necessarily
simple, irreducible component of C through p and s = 0. In the second case
s = axr + . . . , a 6= 0, ν(s)=1 and r = [C ·T ]p. In particular, p is a flex if and
only if r > 2, and then it has order r − 2.

3.5.3 Nodes and ordinary singularities: Ordinary singular points – or
ordinary singularities – of a curve C are the points of multiplicity e ≥ 1 at
which C has e different – necessarily simple – tangents. Note that, in spite of
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the name, the ordinary singularities of multiplicity one are the non-singular
points. Ordinary singularities of multiplicity e are called ordinary e-fold
points , and nodes if e = 2. If, with the above conventions, the coordinates
are taken such that neither of the coordinate axes is tangent to C at p, then
p is an ordinary singularity if and only if N(f) has a single side Γ, going from
(0, e) to (e, 0), and furthermore the associated equation FΓ = fe(1, z) has no
multiple roots. Again due to 2.3.6, the number of Puiseux series of C at p,
counted with multiplicities, is e. The Newton–Puiseux algorithm provides at
least one Puiseux series si = aix + . . . for each root ai of FΓ, i = 1, . . . , e.
Since ai 6= aj for i 6= j, the series si, i = 1, . . . , e, are pairwise different; hence
they are all the Puiseux series of C at p and each is simple as a y-root of
f . Due to their initial terms, si and sj are conjugate if and only if they are
equal, which shows that ν(si) = 1 for i = 1, . . . , e. Note that the slopes of
the tangents at p are ai, i = 1, . . . , e, just because FΓ = fe(1, z). It follows
that a curve has e different branches at each of its ordinary e-fold points and
all these branches are smooth.

3.5.4 Ordinary cusps: An ordinary cusp of a curve C is a double point p of
C at which C has a single tangent T and furthermore [C · T ]p = 3. With the
conventions as above, assume that the coordinates are taken such that T is
the first coordinate axis. Then oxf(x, 0) = 3 due to the last condition of the
definition, while oyf(0, y) = 2 because the y-axis is not tangent to C. If the
coefficient corresponding to the point (1, 1) is non-zero, then the C has two
different tangent lines at p, against the definition. The local Newton polygon
thus has a single side, with ends (0, 2) and (3, 0). The number of Puiseux
series, counted with multiplicities, is two, again by 2.3.6. Since the Newton–
Puiseux algorithm provides two series s = ax3/2+ . . . and s′ = −ax3/2+ . . . ,
a 6= 0, these are the only ones, they have ν(s) = ν(s′) = 2 and are conjugate
to each other. Therefore, at any ordinary cusp a curve has a single branch.

The names cusp and unibranched point apply to all the singular points at
which the curve has a single branch. The curves y2− x2k+1 = 0, k a positive
integer, have different types of cusps of multiplicity two at the origin. The
ordinary cusps are particularly simple due to the condition [C · T ]p = 3.

The next proposition provides a useful form of the equation of the tangent
line at a simple point:

Proposition 3.5.5 Assume that p is a point of a curve C : F = 0 of P2.
Then the equation in the homogeneous coordinates x0, x1, x2

(
∂F

∂x0

)

p

x0 +

(
∂F

∂x1

)

p

x1 +

(
∂F

∂x2

)

p

x2 = 0 (3.9)

is an identity 0 = 0 if and only if p is a singular point of C. Otherwise it is
an equation of the tangent line to C at p.

Proof: The first claim is straightforward from 1.3.12. Thus assume (3.9) to
be non-trivial and p = [a0, a1, a2] to be a simple point of C. If d = degC, by
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Euler’s formula,

0 = dF (a0, a1, a2) =

(
∂F

∂x0

)

p

a0 +

(
∂F

∂x1

)

p

a1 +

(
∂F

∂x2

)

p

a2 = 0

and therefore p belongs to the line ℓ defined by (3.9). Take any q = [b0, b1, b2] 6=
p. The line ℓq spanned by p and q has parametric equations

(x0, x1, x2) = λ(a0, a1, a2) + µ(b0, b1, b2)

and therefore its intersection with C is given by

G(λ, µ) = F (λa0 + µb0, λa1 + µb1, λa2 + µb2).

Now, G has the factor µ because p ∈ C, and ℓq is tangent to C at p if and
only if the factor µ has multiplicity at least two. This is in turn equivalent
to

0 =

(
∂G

∂µ

)

(1,0)

=

(
∂F

∂x0

)

p

b0 +

(
∂F

∂x1

)

p

b1 +

(
∂F

∂x2

)

p

b2

and therefore to q ∈ ℓ. We have thus seen that p ∈ ℓ and that a point q 6= p
spans with p a line tangent to C at p if and only if q ∈ ℓ; this proves that ℓ
is the tangent to C at p ⋄

Coordinates x0, x1, x2 being fixed in P2, let C : F = 0 be a curve of degree
d > 1 and q = [a0, a1, a2] a point, both of P2. Consider the polynomial

∂qF = a0
∂F

∂x0
+ a1

∂F

∂x1
+ a2

∂F

∂x2
. (3.10)

If it is non-zero, it defines a curve Pq(C) of P2, of degree d−1, which is called
the polar of C relative to q (and sometimes also the polar of q relative to C).
If ∂qF = 0, then we say that Pq(C) is undefined (old texts say undetermined).
Even in the case when ∂qF = 0, we will refer to ∂qF as an equation of the
polar.

Obviously the definition of polar curve is independent of the non-zero
factors up to which the equation of C and the coordinates of q are deter-
mined. Its independence of the choice of the projective coordinates needs to
be checked:

Lemma 3.5.6 Neither the fact of it being defined, nor the polar curve itself,
depend on the coordinates used in its definition.

Proof: Assume we have new coordinates y0, y1, y2 related to the old ones
by the equalities

xi =
2∑

j=0

cjiyj, i = 0, 1, 2;

in particular q has new coordinates b0, b1, b2 satisfying

ai =
2∑

j=0

cji bj, i = 0, 1, 2.
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For any polynomial G ∈ C[x0, x1, x2], we will write

Ĝ = G(
2∑

j=0

cj0yj ,
2∑

j=0

cj1yj ,
2∑

j=0

cj2yj).

Then, on one hand, changing coordinates in the equation (3.10) gives

∂̂qF = a0
∂̂F

∂x0
+ a1

∂̂F

∂x1
+ a2

∂̂F

∂x2
(3.11)

as an equation of the polar in the new coordinates. On the other hand,
computing an equation of the polar using the new coordinates gives

2∑

j=0

bj
∂F̂

∂yj
=

2∑

j=0

bj

2∑

i=0

∂̂F

∂xi
cji =

2∑

i=0




2∑

j=0

bjc
j
i


 ∂̂F

∂xi
=

2∑

i=0

ai
∂̂F

∂xi
= ∂̂qF,

from which the claim directly follows. ⋄

Remark 3.5.7 If there are no restrictions to the choice of the coordinates,
they may be taken such that q = [0, 0, 1], after which an equation of the polar
is just ∂F/∂x2.

Remark 3.5.8 The derivatives ∂F/∂xi, i = 0, 1, 2, are linearly dependent
if and only if there is an undefined polar. Therefore, if all polars of C are
defined, then they describe a net called the net of polars of C. Furthermore,
mapping q to Pq(C) is a projectivity between P2 and the net of polars of C.

The cases in which a polar is undefined are very special, namely:

Proposition 3.5.9 The polar Pq(C) is undefined if and only if all irreducible
components of C are lines through q. In particular, any irreducible curve of
degree d > 1 has all its polars defined.

Proof: By 3.5.6 and 3.5.7, it is not restrictive to assume that q = [0, 0, 1]
and the equation of the polar is ∂F/∂x2. Then the equation is zero if and
only if the equation F of C is a homogeneous polynomial in x0, x1 only. Since
such a polynomial is a product of linear factors, the claim follows. ⋄

Remark 3.5.10 Take the affine chart x0 6= 0 and, as usual, the equation
f(x, y) = F (1, x, y) of the affine part of C. The obvious equalities

∂F

∂x1
(1, x, y) =

∂f

∂x
,

∂F

∂x2
(1, x, y) =

∂f

∂y

show that the affine part of the polar Pq(C) relative to q = [0, a, b] has
equation

a
∂f

∂x
+ b

∂f

∂y
.

In particular, the affine parts of the polars relative to [0, 1, 0] and [0, 0, 1] have
equations ∂f/∂x and ∂f/∂y, respectively.
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Polars will become useful due to the following result:

Proposition 3.5.11 Let C be a curve of P2, degC > 1 and assume Pq(C)
defined. Then a point p ∈ P2 belongs to Pq(C) ∩ C if and only if either

(a) p is a singular point of C, or

(b) p is a simple point of C and the tangent line to C at p goes through q.

Proof: The notations being as above, a point p ∈ C belongs to Pq(C) if
and only if (

∂F

∂x0

)

p

a0 +

(
∂F

∂x1

)

p

a1 +

(
∂F

∂x2

)

p

a2 = 0. (3.12)

If either p is a singular point of C, or p is a simple point of C and the tangent
at p goes through q, (3.12) above is satisfied due to 3.5.5. Conversely, if (3.12)
holds, then either (∂F/∂xi)p = 0 for i = 0, 1, 2 and then p is a singular point
of C by 1.3.12, or one of the derivatives is not zero, p is then a simple point
of C and, again by 1.3.12, (3.12) just says that the tangent to C at p goes
through q. ⋄

Not only do the polar curves Pq(C) go through the singular points of C,
but their multiplicities there may be bounded from below:

Proposition 3.5.12 If defined, any polar curve Pq(C) has multiplicity
ep(Pq(C)) ≥ ep(C)−1 at each point p of C. Furthermore, ep(Pq(C)) = ep(C)
if p = q.

Proof: If e = ep(C), take the coordinates such that p = [1, 0, 0] and, if
q 6= p, q = [0, 0, 1]. Then an equation of C has the form

F = xd−e0 fe + · · ·+ fd

with fi ∈ C[x1, x2] homogeneous of degree i for i = e, . . . , d, fe 6= 0. The
claim follows by just computing either ∂F/∂x2 if p 6= q, or ∂F/∂x0 if p = q.
Notice that in the latter case e = d has to be excluded, because it gives rise
to an undefined polar. ⋄

Lemma 3.5.13 If C is irreducible and degC > 1, then, for any point q ∈ P2,
Pq(C) is defined and Pq(C) ∩ C is a finite set.

Proof: The polar Pq(C) is defined due to 3.5.9. The curve C is not an
irreducible component of Pq(C) because degC > degPq(C). Then Pq(C)
and C share no irreducible component and therefore Pq(C)∩C is a finite set
by 3.2.3. ⋄

A very important fact easily follows from 3.5.11:

Corollary 3.5.14 An irreducible curve of P2 has finitely many singular points.
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Proof: The case of a line being obvious, assume degC > 1 and take any
q ∈ P2. Then Pq(C) is defined by 3.5.9 and 3.5.11 applies: Pq(C)∩C contains
all singular points of C and is a finite set by 3.5.13. ⋄

Remark 3.5.15 Actually, any reduced curve C of P2 has finitely many sin-
gular points, as by 1.3.3 these are either points shared by two different irre-
ducible components of C, or singular points of an irreducible component of
C. There are finitely many of the former by 3.2.3, while there are finitely
many of the latter by 3.5.14 above.

Corollary 3.5.16 If q is a point and C a curve, both of P2, then there are
finitely many lines through q tangent to C.

Proof: Assume first C is irreducible. The case of a line being obvious,
assume also degC > 1; then Pq(C) is defined due to 3.5.9. By 3.5.13, there
are finitely many lines obtained joining q and the points of Pq(C) ∩C other
than q. By 3.5.11, among these lines there are:

(a) all the lines through q that are tangent to C at simple points other than
q, and

(b) all the lines joining q and a singular point other than q, and so, in
particular, all the lines through q tangent to C at a singular point other
than q.

Since there are finitely many lines tangent to C at q (none if q /∈ C), the claim
for C irreducible follows. The same claim then holds for arbitrary curves due
to 1.3.3(c). ⋄

Polar curves allow us to detect the multiple irreducible components of a
curve:

Proposition 3.5.17 If a curve C, degC > 1, has a multiple irreducible
component C′, then C′ is an irreducible component of any polar curve of
C. Conversely, if C and one of its polar curves Pq(C), q /∈ C, share an
irreducible component C′, then C′ is a multiple irreducible component of C.

Proof: If C has a multiple irreducible component C′, then all points of
C′ are singular points of C, due to 1.3.3; hence, by 3.5.11, they belong to
any polar curve Pq(C) of C and therefore C′ is an irreducible component of
Pq(C) by 3.2.6. Conversely, if q /∈ C and Pq(C) and C share an irreducible
component C′, then any point of C′ is either a singular point of C, or a
simple point of C the tangent at which goes through q (by 3.5.11). There
are finitely many of the latter because there are finitely many tangents to
C through q by 3.5.16, and none of these tangents is contained in C since
q /∈ C. All but finitely many points of C′ are thus singular points of C. Since
there are finitely many singular points of C′ (3.5.14), and hence finitely many
intersection points of C′ and the other irreducible components of C, there
are infinitely many non-singular points of C′ that do not belong to another
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irreducible component of C and are singular points of C. If p is any of these
points and r is the multiplicity of C′ as an irreducible component of C, then
r = rep(C

′) = ep(C) > 1; hence, C′ is a multiple component of C, as wanted.
⋄

In particular, a characterization of the non-reduced curves follows:

Corollary 3.5.18 Let C : F = 0 be a curve of P2, assume that the coor-
dinates are taken such that [0, 0, 1] /∈ C and take f(x, y) = F (1, x, y) as an
equation of the 0-th affine part of C. Then the curve C has a multiple irre-
ducible component if and only if the resultant Ry(f, ∂f/∂y) is the polynomial
zero.

Proof: The case of a line being obvious, assume degC > 1. Since q =
[1, 0, 0] does not belong to C, Pq(C) is defined and, by Euler’s formula, q
does not belong to Pq(C) either. Then 3.2.4 applies to C and Pq(C), and
the claim follows from it and 3.5.17. ⋄

In algebraic geometry, enumerative problems are the problems whose goal
is to compute the number of certain objects rather than the objects them-
selves. Computing how many tangent lines to a curve C may be drawn from a
point is an example of an enumerative problem; the next proposition contains
a classical – partial – solution to it.

Proposition 3.5.19 (Plücker’s first formula, Plücker, 1835) Let C be
an irreducible curve of degree d of P2 whose only singularities are δ nodes and
κ ordinary cusps. If q ∈ P2 does not belong to C or to any of the tangents to
C at its singular points, then the number of tangent lines to C through q is

d(d− 1)− 2δ − 3κ, (3.13)

each tangent line T counted as many times as
∑

p([C · T ]p − 1), with the
summation extended to all contact points of T .

Note that the hypothesis of 3.5.19 excludes the points q which either
belong to C, or belong to one of the tangents to C at a singular point, there
being finitely many such tangents. Excluding these points is often done, in
a less precise formulation, by saying that the claim holds for q in general
position. Note also that all contact points considered in 3.5.19 are simple
points, and that, according to the claim, a tangent counts once unless either
it is tangent at a flex (flex tangent) or it has two or more contact points
(multiple tangent).

Proof of 3.5.19: The case of a line being obvious, we assume degC > 1.
Then the polar Pq(C) is defined and shares no irreducible component with
C by 3.5.13; therefore Bézout’s theorem 3.3.5 applies and gives
∑

p a smooth
point of C

[C · Pq(C)]p = d(d− 1)−
∑

p a node
of C

[C · Pq(C)]p −
∑

p a cusp
of C

[C · Pq(C)]p.

(3.14)
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Note that the summands on the left are zero unless p is a contact point of
a tangent through q, by 3.5.11. The proof will be complete after computing
the intersection multiplicities involved. We will do that in three separate
lemmas; for further use, the second one applies to any ordinary singularities
and not only to nodes. In their proofs, dots . . . mean terms of higher degree.

Lemma 3.5.20 If p is a smooth point of a curve C of P2, degC > 1, q 6= p
and the line pq is not contained in C, then the polar Pq(C) is defined and
[C · Pq(C)]p = [C · pq]p − 1.

Proof: Take a reference such that p = [1, 0, 0], q = [0, 1, 0] and the line
spanned by p and [0, 0, 1] is not tangent to C. Write r = [C · pq]p, which is
finite by the hypothesis. In the affine chart x0 6= 0, p = (0, 0) and, by 3.5.2,
an equation of the affine part of C has the form

f = a0,1y + ar,0x
r +

∑

i+rj>r

ai,jx
iyj, a0,1, ar,0 6= 0.

Its local Newton polygon having a single side, going from (0, 1) to (0, r), there
is a unique, necessarily simple, Puiseux series s of C at p, ν(s) = 1 and

s = −ar,0
a0,1

xr + . . .

On the other hand, by 3.5.10, the affine part of the polar has equation

∂f

∂x
= rar,0x

r−1 +
∑

i+rj>r

iai,jx
i−1yj , ar,0 6= 0.

Then it is straightforward to check that ox(∂f/∂x)(x, s) = r−1, which, using
2.6.1, ends the proof. ⋄

Lemma 3.5.21 Assume that p is an ordinary singularity of multiplicity e of
a curve C of P2 and q a point that does not belong to any of the tangents
to C at p. Then for each branch γ of C at p, [Pq(C) · γ] = e − 1 and
hence [Pq(C) · C]p = e(e− 1). In particular, in case of p being a node of C,
[Pq(C) · C]p = 2.

Proof: Take a reference such that p = [1, 0, 0], q = [0, 0, 1] and the line
spanned by p and [0, 1, 0] is not tangent to C at p, and again the affine chart
x0 6= 0 and affine coordinates x = x1/x0, y = x2/x0 on it. Then, as seen in
3.5.3, on one hand an equation of the affine part of C is f = fe + · · · + fd
where each fi ∈ C[x, y] is homogeneous of degree i, fe 6= 0 and fe(1, z) has
roots a1, . . . , ae, all different and therefore simple. On the other hand, the
Puiseux series of C at p, all simple, are si = aix+ . . . , ν(si) = 1, i = 1, . . . , e.
By 3.5.10, the affine part of the polar has equation ∂f/∂y and

∂f

∂y
(x, si) =

∂fe
∂y

(x, si) + · · · =
∂fe
∂y

(x, aix) + · · · =
∂fe
∂y

(1, ai)x
e−1 + . . . .

Since (∂fe/∂y)(1, ai) 6= 0 because ai is a simple root of fe(1, z), we have
ox(∂f/∂y)(x, si) = e− 1; then 2.6.1 gives the claim. ⋄
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Lemma 3.5.22 If p is an ordinary cusp of a curve C of P2 and q a point
that does not belong to the tangent to C at p, then [C · Pq(C)]p = 3.

Proof: Take a reference such that p = [1, 0, 0], q = [0, 0, 1] and the line
spanned by p and [0, 1, 0] is the tangent to C at p. We are in the conditions
of 3.5.4: the equation of the affine part of C in the affine chart x0 6= 0 has
the form

f = a0,2y
2 + a3,0x

3 +
∑

2i+3j>6

ai,jx
iyj , a0,2, a3,0 6= 0

and C has at p two, necessarily simple, conjugate Puiseux series, which have
the form s = ±ax3/2 + . . . , ν(s) = 2. An equation of the affine part of the
polar being

∂f

∂y
= 2a0,2y +

∑

2i+3j>6

jai,jx
iyj−1, a0,2 6= 0,

the claim follows after substituting in it the Puiseux parameterization

x = t2, y = at3 + . . .

of the only branch of C at p, once again using 2.6.1. ⋄ ⋄

The version of the first Plücker formula in 3.5.19 is the most usual in
the literature. An obvious extension allowing ordinary singularities follows
from 3.5.21. Other extensions are presented in exercises 3.16 and 3.17. The
integers 2 and 3 appearing in the version of 3.5.19 are called the contributions
– to the class – of each node and cusp, respectively. The contributions to the
class of arbitrary singularities may also be computed after a deeper analysis
of the singularities; in which respect, the reader may see [3, Section 6.3].

The method used to solve the above enumerative problem is quite repre-
sentative. The first step is to present the objects to be counted – or closely
related ones, above we have counted contact points rather than tangent lines
– as part of a finite intersection. The other elements of this intersection – in
our case the singular points – are named improper solutions , while the solu-
tions we want to count are called proper solutions . Then, intersection theory
– Bézout’s theorem here – allows us to count, with multiplicities, proper and
improper solutions together. The last step is to determine the multiplicities
of the improper solutions, in order to subtract them from the whole number
of solutions, and also compute the multiplicities of the proper solutions in
order to give a precise meaning to the final formula. For a second example of
an enumerative problem (Plücker’s second formula), see Exercise 3.18. The
full set Plücker’s formulas is in Exercise 4.35.

To close this section, the next proposition bounds the number of singular
points of an irreducible plane curve in terms of its degree. It is important by
itself and will be useful later on.
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Proposition 3.5.23 If C is an irreducible curve of P2, of degree d, and, as
before, ep(C) denotes the multiplicity of the point p on C, then

(d− 1)(d− 2) ≥
∑

p a singular
point of C

ep(C)(ep(C)− 1). (3.15)

Obviously the summation in (3.15) may be extended to all the points of
C as well.

Proof of 3.5.23: Write ep = ep(C). Let C′ be a polar of C. As already
argued, since C is irreducible and degC′ = d− 1 < degC, the curves C and
C′ share no irreducible component. Since (from 3.5.12) we know C′ to have
multiplicity at least ep − 1 at each point p of C, Bézout’s theorem and 2.6.8
give

d(d− 1) ≥
∑

p∈C

ep(ep − 1). (3.16)

In Section 1.5 we found the dimension k of the projective space Hd−1(P2), of
the curves of degree d− 1 of P2; it is

k =
d(d + 1)

2
− 1 =

d(d− 1)

2
+ d− 1 ≥

∑

p∈C

ep(ep − 1)

2
.

So, we may choose k −∑p∈C ep(ep − 1)/2 simple points of C. For each of
these points, the curves through it describe a hypersurface ofHd−1(P2), while
for each singular point p of C, the curves having multiplicity at least ep−1 at
p describe a linear variety of codimension ep(ep − 1)/2 (see Example 1.5.2).
The sum of the codimensions of all these linear varieties equals the dimension
of Hd−1(P2), hence their intersection is non-empty and therefore there is a
curve C′′ of degree d − 1 going through all the selected simple points and
having a point of multiplicity at least ep − 1 at each singular point p of C.
As for C′ above, C′′ cannot share an irreducible component with C. Then,
using again Bézout’s theorem and 2.6.8,

d(d − 1) ≥ k −
∑

p∈C

ep(ep − 1)

2
+
∑

p∈C

ep(ep − 1),

which gives the wanted inequality. ⋄

Remark 3.5.24 If C is still an irreducible curve of P2, then

σ(C) =
(d− 1)(d− 2)

2
−

∑

p a singular
point of C

ep(C)(ep(C) − 1)

2
,

which obviously is an integer, is called the deficiency, and sometimes also the
apparent genus , of C. We have seen in 3.5.23 that it is always non-negative.
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3.6 On Some Rings and Ideals

In this section we will study some rings and ideals of rational functions. We
will start by recalling the basic facts about localization of entire rings. For
more generality and details the reader may see for instance [15, II.3].

Throughout this section A denotes a commutative and entire (that is,
with no zero divisors) ring, and K its field of quotients. Recall from algebra
that a proper ideal p 6= A of A is called a prime ideal if and only if, for any
a, b ∈ A, if ab ∈ p then either a ∈ p or b ∈ p. Recall also that an ideal m 6= A
of A is called maximal if and only if no ideal of A, other that A and m itself,
contains it. Any maximal ideal is prime, see for instance [15, II.2]. The next
elementary lemma will be useful later on.

Lemma 3.6.1 If a prime ideal p contains the product II ′ of ideals I and I ′,
then either I ⊂ p or I ′ ⊂ p.

Proof: Assume for instance I 6⊂ p and take a ∈ I − p. Then for any b ∈ I ′
we have ab ∈ II ′ ⊂ p. Since a /∈ p and p is prime, b ∈ p. ⋄

A subset S ⊂ A is called a multiplicative system if and only if 1 ∈ S, 0 /∈ S
and S is closed under multiplication, that is, ab ∈ S for any a, b ∈ S. If S is
a multiplicative system, then the subset of K of all the quotients of the form
a/b with b ∈ S is obviously a subring of K which is called the localized ring
or the ring of fractions of A by S, denoted S−1A. Clearly A ⊂ S−1A ⊂ K,
A = S−1A if S = {1} and S−1A = K if S = A − {0}. The reader may
notice that all b ∈ S become invertible in S−1A, as the quotient 1/b belongs
to S−1A.

Remark 3.6.2 If ϕ : A→ A′ is a morphism of rings such that all the images
ϕ(b), b ∈ S, are invertible, then the reader may easily see that ϕ uniquely
extends to a morphism ϕ̃ : S−1A→ A′ given by the rule a/b 7→ ϕ(a)ϕ(b)−1.

Assume that p ⊂ A is a prime ideal. Then the complement S = A − p
of p is clearly a multiplicative system: we will write S−1A = Ap and call Ap

the localized ring of A at p.

It is straightforward to check that for any ideal I of A,

S−1I = {a/b ∈ S−1A | a ∈ I}

is an ideal of S−1A. Clearly, it is generated in S−1A by the elements of I. If
I ∩ S 6= ∅, then S−1I = S−1A because it contains an invertible element. If
S = A− p, p a prime ideal of A, we will write S−1I = IAp. Prime ideals of
A and S−1A are closely related:

Lemma 3.6.3 Mapping p to S−1p is a bijection between the set of the prime
ideals of A disjoint from S and the set of all the prime ideals of S−1A. The
inverse bijection is q 7→ q ∩ A. Both bijections preserve inclusions.
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Proof: Let p be a prime ideal of A disjoint from S. If (a/b)(a′/b′) =
aa′/bb′ ∈ S−1p, then, by the definition of S−1p, there is a b′′ ∈ S such that
b′′aa′ ∈ p. S and p being disjoint and the latter prime, this yields aa′ ∈ p
and hence either a ∈ p and therefore a/b ∈ S−1p, or a′ ∈ p and a′/b′ ∈ S−1p.
This proves that S−1p is prime. For the injectivity, assume that prime ideals
p, p′ of A are disjoint from S and have S−1p = S−1p′. Then for any a ∈ p,
a ∈ S−1p′ and therefore there is a b ∈ S such that ba ∈ p′; since p is prime
and b /∈ p′, we have a ∈ p′ and so p ⊂ p′. Reversing the roles of p and p′

gives p = p′. For the exhaustivity, we leave to the reader to check that if q is
a prime ideal of S−1A, then p = A ∩ q is a prime ideal of A and S−1p = q.
The rest of the claim is clear. ⋄

As a non-trivial example, let p ∈ Pn and assume that X1, . . . , Xn are
affine coordinates on an affine chart An containing p, in such a way that
A(An) = C[X1, . . . , Xn]. Then

mp = {f ∈ C[X1, . . . , Xn] | f(p) = 0}
is obviously a prime ideal of C[X1, . . . , Xn]: it is called the ideal of – or
corresponding to – p; it is written mAn,p if a reference to the affine chart An
is needed. We have seen in Section 1.4 that

OPn,p = C[X1, . . . , Xn]mp

and
MPn,p = mpOPn,p. (3.17)

Regarding the ideals mp we have:

Lemma 3.6.4 If p = (b1, . . . , bn), then the ideal mp is generated by the poly-
nomials X1 − b1, . . . , Xn − bn. Furthermore, mp is a maximal ideal and if
p 6= q, then mp 6= mq.

Proof: Clearly, all the Xi − bi are zero at p and therefore belong to mp.
Assume f ∈ mp. By putting Xi = (Xi − bi) + bi, i = 1, . . . n, and operating,
f may be written as a polynomial in Xi− bi, i = 1, . . . n, which will have the
form

f = c+ (X1 − b1)h1 + · · ·+ (Xn − bn)hn
with c ∈ C and hi ∈ C[X1, . . . , Xn], i = 1, . . . n. If f ∈ mp, then we have
f(p) = 0 and hence c = 0, which gives

f = (X1 − b1)h1 + · · ·+ (Xn − bn)hn,
as wanted. Regarding the second claim, assume now that f , written as above,
does not belong to mp. Then c is a non-zero complex number and therefore
an invertible element of C[X1, . . . , Xn]. Since

c = f − (X1 − b1)h1 − · · · − (Xn − bn)hn ∈ (f) +mp

we have (f) +mp = (1) and hence no proper ideal strictly contains mp.
To close, if p = (b1, . . . , bn) 6= q = (c1, . . . , cn), then bi 6= ci for some i and

Xi − bi /∈ mq. ⋄
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Remark 3.6.5 Due to the equality (3.17), the polynomialsX1−b1, . . . , Xn−
bn generate the ideal MPn,p in OPn,p.

Back to the plane, the next proposition provides in particular other gen-
erators of MP2,p:

Proposition 3.6.6 Assume that C,C′ are curves of P2, p an isolated in-
tersection point of C and C′, A2 an affine chart of P2 containing p and
C0 : f = 0 and C′

0 : g = 0 the corresponding affine parts of C and C′. If (f,g)
denotes the ideal generated by f and g in the local ring OP2,p, then

(a) Mr
P2,p
⊂ (f, g) for some positive integer r.

Furthermore, if C and C′ are transverse at p, then

(b) MP2,p = (f, g).

Proof: First of all, we will prove that we may reduce ourselves to the case in
which all the irreducible components of C or C′ go through p. To this end, if
C has some irreducible component missing p, write C = C̃+ Ĉ, where all the
irreducible components of C̃ go through p and all the irreducible components
of Ĉ are missing p. Otherwise take C̃ = C. Then f = f ′f̂ where f ′ and f̂ are
equations of the affine parts of C̃ and Ĉ, respectively, f̂ = 1 if C̃ = C. Since
p /∈ Ĉ, in all cases f̂(p) 6= 0 and therefore f̂ is invertible in OP2,p. Proceed

similarly with C′ to get C′ = C̃′ + Ĉ′, all the irreducible components of C̃
going through p and all the irreducible components of Ĉ missing p, or just
C̃′ = C′ when there are no components missing p. Then g = g′ĝ, where g′

is an equation of the affine part of C̃′ and ĝ is also invertible in OP2,p. It is
clear that if p is an isolated intersection of C and C′, then it is an isolated
intersection of C̃ and C̃′ too. Also, if C and C′ are transverse at p, so are C̃
and C̃′. On the other hand (f, g) = (f ′, g′) because the generators differ in
invertible factors.

Now we will proceed, as allowed, under the supplementary hypothesis
that all the irreducible components of either curve are going through p. It
follows from 3.6.5 that the affine equations of any two different lines through
p may be taken as generators of MP2,p. Then the claims may be equivalently
written

(a’) There are two different lines ℓ1 and ℓ2 through p whose affine equations
h1 = 0 and h2 = 0 satisfy the relations

hi1h
r−i
2 = Aif +Big, Ai, Bi ∈ OP2,p, i = 0, . . . , r.

(b’) There are two different lines ℓ1 and ℓ2 through p whose affine equations
h1 = 0 and h2 = 0 satisfy the relations

hi = Aif +Big, Ai, Bi ∈ OP2,p, i = 1, 2.
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In this form it is clear that the claims do not depend on the choice of the
affine coordinates on A2, as the algebraic relations involved still hold after a
linear substitution of the variables.

Now we will change the affine coordinates. The curves C,C′ do not have
the line ℓ0 = P2 −A2 as an irreducible component, because p /∈ ℓ0; therefore
each intersects ℓ0 in finitely many points. Furthermore, since p is assumed to
be an isolated intersection and all the irreducible components of either C or C′

are going through p, C and C′ share no irreducible component and therefore
C∩C′ is finite. Then we take a projective reference with its second and third
vertices on ℓ0, neither belonging to C or C′ or to any of the finitely many lines
joining two different points of C ∩ C′. If the corresponding coordinates are
x0, x1, x2, then A2 is still the affine chart x0 6= 0. As usual, take x = x1/x0
and y = x2/x0 as affine coordinates on A2. Assume that p = (a, b) and let
f, g ∈ C[x, y] be equations of C and C′. On one hand the resultant Ry(f, g)
belongs to (f, g) by 3.1.3. On the other, by 3.2.4, Ry(f, g) = (x− a)r1P with
r1 > 0 and P ∈ C[x], P (a) 6= 0. Since P is then invertible in OP2,p, it follows
that (x − a)r1 ∈ (f, g). The same argument swapping over the coordinates
shows that (y − a)r2 ∈ (f, g) for some r2 > 0. Then for claim (a’) it suffices
to take h1 = x− a, h2 = y − b and r = r1 + r2.

For claim (b’), note first that, by the choice of the coordinates, p is the
only point of C ∩C′ with abscissa a, and also the only point of C ∩ C′ with
ordinate b. Then, using 3.3.4 twice gives r1 = r2 = [C · C′]p = 1 and (b’)
follows. ⋄

Next is a further fact related to localization which will be useful later on.
Note that, any maximal ideal being a prime ideal, the localized ring Am is
defined for any maximal ideal m of A .

Lemma 3.6.7 For any entire ring A we have

A =
⋂
Am,

the intersection running over all the maximal ideals m of A.

Proof: For any z ∈ K the set (A : z) = {b ∈ A | bz ∈ A}, of all possible
denominators of z, is an ideal of A. By the definition of Am, if z ∈ Am, then
z = a/b, b /∈ m and therefore there is a b /∈ m for which bz ∈ A. Thus if
z ∈ ⋂Am, then for any maximal ideal m there is a b /∈ m for which bz ∈ A
and therefore no maximal ideal contains the ideal (A : z). It follows that
(A : z) = A, hence 1 ∈ (A : z) and z = 1z ∈ A. The other inclusion is clear.
⋄

Back to rational functions, the next proposition describes the prime ideals
of C[x, y] – seen as the affine ring of an affine chart – as being the ideal zero,
the ideals associated to irreducible curves and the ideals associated to points:
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Proposition 3.6.8 If A2 is an affine chart of P2 – or just an affine plane –
with coordinates x, y, then the prime ideals of A(A2) = C[x, y] are

(a) the ideal 0,

(b) the ideals associated to irreducible curves, namely the principal ideals (f)
with f irreducible, and

(c) the ideals mp = (x− a, y − b) for p = (a, b) ∈ A2.

Proof: Let p be a prime ideal of C[x, y]. If p = 0 we are done. Otherwise
take f ′ ∈ p, f ′ 6= 0. Since p is a prime ideal, one of the irreducible factors
f of f ′ belongs to p, and therefore (f) ⊂ p. Again if (f) = p we are done.
Otherwise take g ∈ p − (f). Since f and g share no factor, the resultant
Ry(f, g) ∈ C[x] is not zero and, due to 3.1.3, it belongs to p. Then Ry(f, g)
has positive degree, as otherwise it would be p = (1), which is excluded. By
splitting Ry(f, g) into linear factors and using again that p is prime it follows
that one of the factors, say x − a for certain a ∈ C, belongs to p. A similar
argument with Rx(f, g) proves that for certain b ∈ C, y− b ∈ p and therefore
(x − a, y − b) ⊂ p. If p = (a, b), by 3.6.4, mp = (x − a, y − b) and it is a
maximal ideal. We have thus seen that mp ⊂ p, which gives mp = p and the
proof is complete. ⋄

Remark 3.6.9 Directly from the definitions, for any f ∈ C[x, y], f 6= 0,
a point p belongs to the curve f = 0 if and only if (f) ⊂ mp. The other
inclusions between non-zero prime ideals of C[x, y] are the obvious equalities:
mp ⊂ mq if and only if mp = mq, because mp is maximal, and, for f and f ′

irreducible, (f) ⊂ (f ′) if and only if (f) = (f ′), because f is irreducible.

Remark 3.6.10 It follows in particular from 3.6.4 and 3.6.9 that the maxi-
mal ideals of C[x, y] are the ideals of points mp, p ∈ A2.

Remark 3.6.11 From 3.6.7 and 3.6.10,

C[x, y] =
⋂

p∈A2

C[x, y]mp
=
⋂

p∈A2

OP2,p

and therefore a rational function on P2 is regular at all points of A2 if and
only if it belongs to the affine ring C[x, y].

Remark 3.6.12 Since for p ∈ A2, OP2,p = C[x, y]mp
, it follows from 3.6.8

and 3.6.3 that the prime ideals of OP2,p besides (0) and MP2,p are the ideals
fOP2,p, for f = 0 an equation of the affine part of an irreducible curve C
through p.

The prime ideal fOP2,p above is called the ideal of OP2,p associated to C,
or also the ideal of C in OP2,p. It will be clear after 3.7.8(g) below that it
does not depend on the choice of the affine part of C containing p.



88 3 Projective Properties of Plane Curves

Proposition 3.6.13 Mapping each irreducible curve of P2 through p to the
ideal of OP2,p associated to it is a bijection between the set of all irreducible
curves of P2 through p and the set of all prime ideals of OP2,p other than the
maximal and the zero ideals.

Proof: The exhaustivity has been seen in 3.6.12. If the affine equation f ′ of
the affine part of an irreducible curve C′ through p generates the same ideal
as f , fOP2,p = f ′OP2,p, then f = f ′b/b, with b/b′ invertible in OP2,p, that is,
fb′ = f ′b with b, b′ ∈ C[x, y], b(p) 6= 0, b′(p) 6= 0. The last conditions ensure
that neither f divides b′, nor f ′ divides b. Both f and f ′ being irreducible,
we have f = cf ′, c ∈ C− {0}, which yields the equality of the affine parts of
C and C′; then C = C′ because both curves are assumed to be irreducible.
⋄

The following is an important fact regarding the polynomials vanishing at
infinitely many points of an irreducible curve, given in projective and affine
versions:

Proposition 3.6.14 Assume that C : F = 0 is an irreducible curve of P2.
If x0, x1, x2 are homogeneous coordinates on P2, then:

(a) If a homogeneous polynomial G ∈ C[x0, x1, x2] vanishes at infinitely
many points of C, then G ∈ (F ) and therefore G vanishes at all points
of C.

(b) Assume that x, y are affine coordinates on an affine chart of P2 and that
C0 : f(x, y) = 0 is the corresponding affine part of C. If a polynomial
g ∈ C[x, y] vanishes at infinitely many points of C0, then g ∈ (f) and in
particular g vanishes at all points of C0.

Proof: Claim (a) is obvious if G = 0. Otherwise the curve C′ : G = 0
does not have a finite intersection with C. Using 3.2.3, C and C ′ share an
irreducible component which, C being irreducible, needs to be C itself; hence,
F divides G.

For claim (b), one may assume that x = x1/x0 and y = x2/x0 (by 1.2.1),
and so also that f(x, y) = F (1, x, y). After this,

G = xdeg g0 g(x1/x0, x2/x0)

is homogeneous and vanishes at infinitely many points of C. Then, by claim
(a), G is a multiple of F , which causes g = G(1, x, y) to be a multiple of f . ⋄

3.7 Rational Functions on an Irreducible Plane

Curve

In this section we will introduce the rational functions on an irreducible curve
C of P2 as well as some rings they compose. The reader may note that all
definitions are independent of any choice of coordinates.
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Roughly speaking the rational functions on C are the restrictions to C of
the rational functions on P2. To be precise, let us first point out the following:

Lemma 3.7.1 If a rational function on P2 is defined at a point p of an
irreducible curve C, then it is defined at all but finitely many points of C.

Proof: After taking homogeneous coordinates, assume the rational function
to beG1/G2, withG1 andG2 homogeneous of the same degree andG2(p) 6= 0.
Then just apply 3.6.14(a) to G2. ⋄

We are of course not interested in restricting to C functions that are
defined at no point of C. Therefore we will restrict ourselves to considering
the subset RC of C(P2) composed of the functions which are defined at
at least one point of C; by 3.7.1, each of these functions is defined at all
but finitely many points of C. Hence it is obvious that RC is a subring of
C(C) containing C. After fixing homogeneous coordinates x0, x1, x2, if C has
equation F , then, by 3.6.14(a), the elements of RC are the rational functions
that may be written as a quotient G1/G2, where G1, G2 ∈ C[x0, x1, x2] are
homogeneous, degG1 = degG2 and G2 /∈ (F ).

We are interested in making no distinction between restrictions of two
rational functions to C if these restrictions patch together to give a map
defined on a larger subset of C. To this end let us consider the subset of
all the functions in RC that are defined and vanish at all but finitely many
points of C. It is straightforward to check that these functions describe a
proper ideal IC of RC . In fact, after taking coordinates and representing the
rational functions in RC as quotients G1/G2 of homogeneous polynomials of
the same degree, G2 /∈ (F ), G1/G2 ∈ IC if and only if G1 ∈ (F ), by 3.6.14(a).
Regarding IC we have:

Lemma 3.7.2 The ideal IC is the only maximal ideal of RC .

Proof: By definition of IC , an arbitrary Φ ∈ RC −IC cannot be zero at all
the points of C at which it is defined, because these points are all but finitely
many points of C. Therefore Φ is defined and non-zero at some p ∈ C. As a
consequence, 1/Φ is defined at p, it thus belongs to RC and Φ is invertible
in RC . It follows that any proper ideal of RC is contained in IC , and hence
the claim. ⋄

The quotient RC/IC is thus a field: it will be called the field of rational
functions on C, denoted C(C) in the sequel. We will identify C ⊂ RC with
its isomorphic image by the morphism onto the quotient, after which C(C)
is a C-algebra. The elements of C(C) will be called rational functions on C.
The next proposition will allow us to see them as true functions, each defined
at all but finitely many points of C.
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Proposition 3.7.3 If Φ,Ψ ∈ RC , then the following conditions are equiva-
lent:

(i) Φ−Ψ ∈ IC .
(ii) Φ and Ψ are defined and agree at infinitely many points of C.

(iii) Φ(p) = Ψ(p) for all p ∈ C at which both Φ and Ψ are defined.

Proof: The implications (i) ⇒ (ii) and (iii) ⇒ (i) are clear. We will prove
that (ii) ⇒ (iii). Take homogeneous coordinates, let F be an equation of C
and assume that the rational functions Φ and Ψ are represented as quotients
of coprime homogeneous polynomials of the same degree whose denominators
are not multiples of F , say Φ = G1/G2 and Ψ = H1/H2. If condition (ii)
is satisfied, then the homogeneous polynomial G1H2 − G2H1 vanishes at
infinitely many points of C and therefore, by 3.6.14(a), it vanishes at all
points of C. Then

Φ(p) = G1(p)/G2(p) = H1(p)/H2(p) = Ψ(p)

provided G2(p) 6= 0 and H2(p) 6= 0, which are the conditions for Φ and Ψ to
be defined at p. ⋄

Corollary 3.7.4 Assume χ ∈ C(C) and take U to be the set of points of C
at which at least one representative of χ is defined. Then:

(a) |C| − U is finite and mapping each p ∈ U to the image of p by any
representative of χ defined at p is a well-defined map χ̃ : U → C which
in turn determines χ.

(b) If χ = a ∈ C, then U = C and χ̃ is the constant map with value a.

(c) If χ1, χ2 ∈ C(C), then

˜(χ1 + χ2)(p) = χ̃1(p) + χ̃2(p) and (̃χ1χ2)(p) = χ̃1(p)χ̃2(p)

for all p ∈ C at which both χ̃1 and χ̃2 are defined.

Proof: Any representative of χ being defined at all but finitely many points
of C (3.7.1), it is clear that |C| −U is finite. The map χ̃ is then well defined
due to 3.7.3. If the classes of Φ,Ψ ∈ RC give rise to the same map, then Φ
and Ψ agree at all points of U at which both are defined and, there being
infinitely many such points, by 3.7.3, Φ − Ψ ∈ IC . This proves claim (a).
Claims (b) and (c) directly follow from the definitions. ⋄

As allowed by 3.7.4, in the sequel we will not distinguish between χ ∈
C(C) and the map χ̃ it defines, and therefore will write χ(p) for χ̃(p). Often
χ is referred to as being the restriction to C of any of its representatives,
even if, as a map, χ may be defined at points at which the representative is
not. The homomorphism onto the quotient RC → C(C) thus maps rational
functions on P2 to their restrictions to C: it will be called the restriction
homomorphism in the sequel.
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Example 3.7.5 The rational functions on P2

x1 − x2 − x0
x1 + x2 − x0

and − x1 + x2 + x0
x1 − x2 + x0

represent the same rational function χ on the curve x21 + x22 − x20 = 0. Both
the points (1, 1, 0) and (1,−1, 0) are regular points of χ, but each of them is
an indetermination point of one of the representatives.

As for rational functions on Pn, χ ∈ C(C) is said to be defined – or to
be regular – at the points at which some representative of it is defined; these
points are in turn called regular points of χ. Following the usual conventions,
the zeros of χ are the points at which χ is defined and takes value 0, while
the poles of χ 6= 0 are the zeros of 1/χ. The points which are neither regular
points nor poles of χ are called indetermination points of χ.

Remark 3.7.6 According to 3.7.3 and the conventions set above, if χ1, χ2 ∈
C(C) are defined and take the same value at infinitely many points of C, then
χ1 = χ2.

A rational function χ ∈ C(C) is not expected to have a representative in
RC which is defined at all the points of C at which χ itself is defined. In
other words, the set of regular points of χ may be larger than any of the sets
of points of C at which a representative of χ is defined, hence the need of
patching together restrictions of different representatives.

Fix p ∈ C. Since χ ∈ C(C) is regular at p if and only if so is one of its
representatives, the subset of C(C)

OC,p = {χ ∈ C(C) | χ is regular at p}

is the image of OP2,p by the restriction homomorphism RC → C(C), and
therefore may be identified with OP2,p/(OP2,p ∩ IC). It is thus a local ring
(and a C-algebra), called the local ring of C at p, and sometimes also the
local ring of p on C. Its maximal ideal is the image of MP2,p, hence the set
of all the rational functions on C which have a zero at p; we will denote it
by MC,p.

A clearer view of the above, as well as some further information, will be
obtained after taking coordinates. Assume that x0, x1, x2 are homogeneous
coordinates of P2 and that C has equation F . Take d = degC = degF .
Identify the rational functions on P2 with their representations as quotients
G1/G2, G1, G2 ∈ C[x0, x1, x2] homogeneous of the same degree, G2 6= 0. We
have already seen that the elements of RC are the rational functions that
may be written G1/G2 as above, with G2 not a multiple of F . Regarding the
ideal IC we have:
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Proposition 3.7.7

(a) A rational function G1/G2 ∈ RC , with G2 not a multiple of F , belongs
to IC if and only if G1 is a multiple of F .

(b) The ideal IC is principal, generated by any quotient F/G with G homo-
geneous of degree d and not a multiple of F .

(c) For any p ∈ C, OP2,p ∩IC is principal, and is generated by any quotient
F/G with G homogeneous of degree d, G(p) 6= 0.

Proof: Claim (a) is straightforward from 3.6.14 applied to G1. Using it,
any element of IC has the form HF/G2, with G2 not a multiple of F and H
homogeneous (by 1.1.1) of degree degG2 − d. Then just write

HF

G2
=
HG

G2

F

G
.

For the last claim, if G(p) 6= 0, then, by claim (b) F/G is a basis of IC .
Therefore, any element of OP2,p ∩ IC may be written

G1

G2
=
H1

H2

F

G
,

with H2 not a multiple of F and G2(p) 6= 0. It follows that

G1H2G = G2H1F.

Now F is irreducible and does not divide H2 or G, hence it divides G1. Then
proceeding as for claim (b) ends the proof. ⋄

Using affine coordinates provides an easier presentation. Assume that the
projective coordinates have been taken such that the affine chart A2 : x0 6= 0
contains some point of C. As usual take x = x1/x0, y = x2/x0 as affine
coordinates and f = F (1, x, y) as an equation of the affine part C0 of C. Note
that f is the rational function f = F/xd0, d = degC. Therefore, according
to 3.7.7, f generates the ideal IC , and also the ideal OP2,p ∩ IC of OP2,p if
p ∈ C0. After this the next proposition needs no proof. It describes the above
C-algebras and ideals in terms of elements of C(x, y); some of the descriptions
have appeared before and are included here for the sake of completeness.

Proposition 3.7.8 Assume p ∈ C0. Then

(a) C(P2) = C(x, y).

(b) RC = C[x, y](f).

(c) IC = fC[x, y](f).

(d) C(C) = RC/IC = C[x, y](f)/fC[x, y](f).

(e) OP2,p = C[x, y]mp
.
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(f) MP2,p = mpC[x, y]mp
.

(g) OP2,p ∩ IC = fC[x, y]mp
.

(h) OC,p = OP2,p/fOP2,p = C[x, y]mp
/fC[x, y]mp

.

(i) MC,p = MP2,p/fOP2,p = mpC[x, y]mp
/fC[x, y]mp

.

Remark 3.7.9 Using 3.7.8(d), C(C) appears as the extension of C generated
by the restrictions x̄, ȳ of the coordinate functions x, y: C(C) = C(x̄, ȳ). The
reader may note that, unlike x, y, the restrictions x̄, ȳ are not free over C,
but related by the equality f(x̄, ȳ) = 0. To be more precise, the extension
C ⊂ C(C) has degree of transcendence one. Indeed, assume for instance that
the equation f effectively depends on y: then, x̄ is free over C, because a
non-trivial algebraic relation P (x̄) = 0, P ∈ C[x]−{0}, would imply P to be
a multiple of f ; the extension C[x̄] ⊂ C(C) is algebraic due to the relation
f(x̄, ȳ) = 0.

There are other C-algebras associated to C that, unlike the above, depend
on the choice of an affine chart of P2. Still assume to have chosen an affine
chart A2 containing some point of C, with affine coordinates x, y as above,
and call C0 the corresponding affine part of C. Recall that the affine ring
A(A2) of A2 has been introduced in Section 1.4 as the subring of C(Pn)
composed of the rational functions regular at all points of An. The affine
ring A(C0) of C0 is defined to be the image of A(A2) under the restriction
homomorphism; its elements are thus the rational functions on C that have
a representative regular at all points of A2, after which they are obviously
regular at all points of C0. We will see in 3.7.13 below that, conversely, any
rational function on C, regular at all points of C0, belongs to A(C0).

Using affine representations, by 1.4.7, the affine ring A(C0) appears as
the subring

A(C0) = C[x̄, ȳ] ⊂ C(x̄, ȳ) = C(C).

Remark 3.7.10 By 3.6.3, or by a direct check, we have

(fC[x, y](f)) ∩ C[x, y] = fC[x, y].

Therefore the restriction homomorphism induces a C-algebra isomorphism

C[x, y]/fC[x, y]→ C[x̄, ȳ] = A(C0)

mapping the class of any P (x, y) ∈ C[x, y] to its restriction P (x̄, ȳ). It is
usual to identify C[x, y]/fC[x, y] with A(C0) through this isomorphism.

For each p ∈ C0 take

m̄p = {g ∈ A(C0) | g(p) = 0}.

Clearly, m̄p is an ideal of A(C0), and is the image of mp under the restriction
homomorphism. We have:
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Proposition 3.7.11 The maximal ideals of A(C0) are the ideals m̄p, p ∈ C0;
they are the only non-zero prime ideals of A(C0).

Proof: The affine ring A(C0) being the homomorphic image of A(A2),
its maximal (resp. prime) ideals are the images of the maximal (resp. prime)
ideals of A(A2) containing the kernel of the restriction homomorphism, which
in turn is generated by f by 3.7.10. By 3.6.8 and 3.6.9, the maximal ideals of
A(A2) containing f are the ideals mp for which p ∈ C0, hence the first claim.
Again by 3.6.8, the only prime ideal of A(A2) containing f other than the
mp, p ∈ C0, is the kernel fA(A2), after which the second claim is clear. ⋄

The above definitions directly provide presentations to be added to those
of 3.7.8:

Proposition 3.7.12

(d’) C(C) = A(C0)(0).

(h’) OC,p = A(C0)m̄p
.

Using 3.6.7 and 3.7.12(h’),

A(C0) =
⋂

p∈C0

OC,p

and therefore:

Proposition 3.7.13 The elements of the affine ring A(C0) are the rational
functions on C which are regular at all points of C0.

We close this section by showing an important property of the local rings
of curves at their smooth points:

Proposition 3.7.14 Assume that p is a smooth point of an irreducible curve
C of P2, let C

′ be any curve of P2 transverse to C at p and, after fixing any
affine chart A2 of P2 containing p, take h to be an equation of the affine part
of C′. Then:

(a) The restriction h̄ of h generates MC,p as an ideal of OC,p.

(b) If g is an equation of the affine part of a curve C′′ of P2 and ḡ the
restriction of g to C, then, in the local ring OC,p,

ḡ = uh̄r,

where u ∈ OC,p is invertible and r = [C · C′′]p.

Proof: For claim (a) just note that 3.6.6(b) ensures that h and an equation
f of the affine part of C generate MP2,p and then use 3.7.8(i). Claim (b)
is obvious if p /∈ C′′ and therefore ḡ /∈ h̄OC,p = MC,p, as then ḡ itself is
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invertible and [C · C′′]p = 0. Otherwise ḡ ∈ h̄OC,p. Assume we have an
equality

ḡ = u′h̄r
′

with u′ ∈ OC,p and r′ > 0, which is indeed the case for r′ = 1. If u′ is the
restriction of a rational function a′ ∈ OP2,p, then

g = a′hr
′

+ bf,

for some b ∈ OP2,p. If γ is the only branch of C at p, oγf =∞ and therefore

[C.C′′]p = oγg = oγa
′ + r′oγh = oγa

′ + r′. (3.18)

This proves that the exponent r′ is bounded by [C.C′′]p. Since on the other
hand r′ can obviously be increased as far as u′ is not invertible, as then
u′ ∈ h̄OC,p, there are an invertible u ∈ OC,p and a positive integer r for
which

ḡ = uh̄r.

Furthermore, if a ∈ OP2,p restricts to u, u being invertible, a(p) 6= 0 and so
oγa = 0, after which computing as in (3.18) gives [C.C′′]p = r. ⋄

Remark 3.7.15 Using 3.7.14(b), it is straightforward to prove that – still
assuming p to be a smooth point of C – all non-zero ideals of OC,p are
principal, generated by the powers of h̄.

3.8 M. Noether’s Fundamental Theorem

As before, assume we have fixed homogeneous coordinates x0, x1, x2 on a
projective plane P2. Assume that C1 : F = 0, C2 : G = 0 and C3 : H = 0 are
curves of P2, C1 and C2 sharing no irreducible component. In this section
we will find sufficient conditions for the following:

Noether’s condition: There are homogeneous polynomials A, B, of de-
grees degA = degH − degF , degB = degH − degG, such that H =
AF +BG.

Since the condition still holds after a linear substitution of the variables, it
is clear that it does not depend on the choice of the coordinates.

If Noether’s condition is satisfied, then, obviously, all the intersection
points of C1 and C2 belong to C3. The converse is, however, far from being
true, as in some sense, once Noether’s condition is satisfied, the local be-
haviour of C1 and C2 at each common point p constrains the local behaviour
of C3 at p. For instance the reader may easily check, taking an affine chart
and affine coordinates with origin at p, that if the Noether condition is satis-
fied and p is a simple point of C1 and C2 at which they have the same tangent
line, then either p is a simple point of C3 at which C3 has the same tangent
line as C1 and C2, or p is a singular point of C3. Similarly, if p is a singular
point of C1 and C2, then it must be a singular point of C3 too.
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Next we will see that Noether’s condition may be reformulated in terms
of local conditions at the points of C1 ∩ C2. To this end we introduce affine
and local versions of the Noether condition. Still take C1, C2 and C3 as
above and let A2 be an affine chart of P2, x, y affine coordinates on A2 and
f, g, h ∈ C[x, y] equations of the affine parts of, respectively, C1, C2 and C3.

Affine Noether’s condition in A2: There are polynomials a, b ∈ C[x, y]
such that h = af + bg.

If furthermore p ∈ A2, we set:

Local Noether’s condition at p: There are ap, bp ∈ OP2,p such that h =
apf + bpg.

Remark 3.8.1 The local condition at p may be equivalently stated, with no
use of the affine chart or the affine equations, I3 ⊂ I1+I2, where I1, I2, I3 are
the ideals of OP2,p associated to C1, C2 and C3 respectively, as I1 = fOP2,p,
I2 = gOP2,p and I3 = hOP2,p.

Reduction to a local setting is given by the next two propositions:

Proposition 3.8.2 If the local Noether condition is satisfied at each point
of C1 ∩ C2 that belongs to A2, then the affine Noether condition is satisfied
in A2.

Proof: Note first that the local Noether condition is trivially satisfied at
any point p ∈ A2 − C1 ∩ C2, as in the local ring OP2,p of any such point
either f or g is invertible and therefore OP2,p = fOP2,p + gOP2,p. Hence,
for any p ∈ A2 there are polynomials vp, wp, up ∈ C[x, y], up(p) 6= 0, for
which h = (vp/up)f + (wp/up)g. In other words, for any p ∈ A2, there is a
up ∈ C[x, y], up(p) 6= 0, for which uph belongs to the ideal (f, g) generated
by f, g in C[x, y]. Clearly

T = {u ∈ C[x, y] | uh ∈ (f, g)}

is an ideal of C[x, y] and we have seen above that it is contained in no ideal
mp for p ∈ A2. Since the latter are all the maximal ideals of C[x, y] (by
3.6.10) we have T = C[x, y]; in particular 1 ∈ T and so h = 1h ∈ (f, g), as
claimed. ⋄

Proposition 3.8.3 If the affine Noether condition in A2 is satisfied and all
the points of C1 ∩ C2 belong to A2, then the Noether condition is satisfied.

For the proof of 3.8.3 we need:

Lemma 3.8.4 If the curves C1 : F = 0 and C2 : G = 0 share no point on the
line x0 = 0, L ∈ C[x0, x1, x2] and x0L belongs to the ideal (F,G), generated
by F,G in C[x0, x1, x2], then L also belongs to (F,G).
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Proof of 3.8.4: Assume we have M,N ∈ C[x0, x1, x2] for which

x0L =MF +NG. (3.19)

Then

0 =M(0, x1, x2)F (0, x1, x2) +N(0, x1, x2)G(0, x1, x2). (3.20)

Since by the hypothesis about the points of C1∩C2, the polynomials F (0, x1, x2)
and G(0, x1, x2) share no irreducible factor, F (0, x1, x2) divides N(0, x1, x2)
and G(0, x1, x2) divides M(0, x1, x2). Using (3.20), there is a T ∈ C[x1, x2]
such that

N(0, x1, x2) = TF (0, x1, x2) and M(0, x1, x2) = −TG(0, x1, x2). (3.21)

Then rewrite 3.19 in the form

x0L = (M + TG)F + (N − TF )G.

It is clear from (3.21) that both the coefficients M +TG and N −TF vanish
when x0 is replaced with 0; they both are thus multiples of x0 and the claim
follows. ⋄
Proof of 3.8.3: As above, let C1, C2 and C3 have, respectively, equations
F , G and H . If their 0-th affine parts satisfy the affine Noether condition,
then there are a, b ∈ C[x, y] such that

H(1, x, y) = aF (1, x, y) + bG(1, x, y)

or, equivalently

H(1, x1/x0, x2/x0) =

a(x1/x0, x2/x0)F (1, x1/x0, x2/x0) + b(x1/x0, x2/x0)G(1, x1/x0, x2/x0).

After multiplying by a suitable power of x0 we get

xr0H(x0, x1, x2) = A′(x0, x1, x2)F (x0, x1, x2) +B′(x0, x1, x2)G(x0, x1, x2)

with A′, B′ ∈ C[x0, x1, x2] and r ≥ 0. This in turn, after r applications of
3.8.4, gives

H = A′′F +B′′G, (3.22)

where also A′′, B′′ ∈ C[x0, x1, x2]. By equating the homogeneous parts of
degree degH of the two sides of (3.22), we obtain

H = AF +BG,

where A and B are the homogenous parts of degrees degH − degF and
degH − degG of A′′ and B′′, respectively. This completes the proof. ⋄
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Remark 3.8.5 The reader may note that converses of 3.8.2 and 3.8.3 hold
true, namely:

• If the Noether condition is satisfied, then for any affine chart A2, the
affine Noether condition is satisfied on A2.

• If the affine Noether condition is satisfied in A2, then the local Noether
condition is satisfied at each point of A2.

Corollary 3.8.6 If curves C1, C2, C3 of P2, with C1 and C2 sharing no ir-
reducible component, satisfy the local Noether condition at every point of
C1 ∩ C2, then they satisfy the Noether condition.

Proof: By the hypothesis, C1∩C2 is a finite set and therefore the projective
coordinates x0, x1, x2 may be taken with x0 = 0 missing all points in C1∩C2.
The 0-th affine chart then contains all the points of C1 ∩ C2 and it suffices
to apply 3.8.2 and 3.8.3. ⋄

The rest of this section is devoted to setting sufficient conditions for
Noether’s local condition at a point. The reader may note that 3.6.6 gives a
set of sufficient conditions, as it ensures that the local Noether condition at p
is satisfied if C1 and C2 are transverse at p and p belongs to C3. Each of the
next two propositions gives sufficient conditions that are more general. In
both of them assume as above that C1, C2, C3 are curves of P2 with C1 and
C2 sharing no irreducible component. Still ep(C) denotes the multiplicity of
the curve C at the point p.

Proposition 3.8.7 If C1 and C2 share no tangent at a point p and ep(C3) ≥
ep(C1) + ep(C2)− 1, then C1, C2, C3 satisfy the local Noether condition at p.

Proof: Take a local chart, and affine coordinates x, y on it, such that p is
the origin of coordinates. Call I the ideal generated by equations f and g
of the affine parts of C1 and C2 in the local ring OP2,p and put e = ep(C1),
e′ = ep(C2).

Since any equation h of the affine part of C3 is a sum of homogeneous
polynomials of degree not less than ep(C3), it will suffice to prove that any
homogeneous polynomial in x, y of degree k ≥ e+e′−1 belongs to I. In fact,
since x, y ∈ MP2,p, we have seen in 3.6.6 that any homogeneous polynomial
in x, y of degree high enough belongs to I; after this we are allowed to use
decreasing induction on k. Factoring the initial form of f as a product of
(possibly repeated) linear forms ℓ1, . . . , ℓe we have

f = ℓ1 . . . ℓe + f ′

where all the terms of f ′ have degree higher than e. Similarly

g = t1 . . . te′ + g′

with each ti linear and all the terms of g′ have degree higher than e′.
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Take ℓr = ℓe for r > e and Mi =
∏i
r=1 ℓr. Similarly, take tr = te′ for

r > e′ and Ni =
∏i
r=1 tr. Note that since C and C′ are assumed not to share

a tangent line at p, Mi and Nj are coprime for any i, j. Next we will check
that the products MiNk−i, i = 0, . . . k, compose a basis of the vector space
of all homogeneous polynomials of degree k. On one hand their number is
k + 1, as due. On the other, if there is an equality

λ0M0Nk + λ1M1Nk−1 + · · ·+ λkMkN0 = 0,

λi ∈ C, then all summands have the factor ℓ1 but the first one, which has
not. It follows that λ0 = 0. By dropping the first summand, dividing by ℓ1
and repeating the argument, it follows that λ1 = 0, and so on, until we get
λi = 0 for i = 0, . . . , k This proves the linear independence of the MiNk−i,
i = 0, . . . k.

After the above, it suffices to prove that eachMiNk−i, i = 0, . . . k, belongs
to I. If i ≥ e, then MiNk−i is a multiple of ℓ1 . . . ℓe, say

MiNk−i = T ℓ1 . . . ℓe = Tf − Tf ′

with T ∈ C[x, y] homogeneous of degree k − e. Clearly Tf ∈ I, and also
Tf ′ ∈ I because it is a sum of monomials of degree higher than k− e+ e = k
and the induction hypothesis applies. This proves that MiNk−i belongs to I.

If i < e, then, using k ≥ e + e′ − 1, we have k − i ≥ e′; then MiNk−i is
a multiple of t1 . . . te′ and an argument similar to the one above shows that
also in this case MiNk−i belongs to I. ⋄

Proposition 3.8.8 If C1 is irreducible, has an ordinary singularity at p and
for each branch γ of C1 at p

[C3 · γ] ≥ [C2 · γ] + ep(C1)− 1,

then C1, C2, C3 satisfy the local Noether condition at p.

Proof: Completing the proof will take a while, as a number of auxiliary
lemmas will we proved on the way. Fix an affine chart A2 of P2 containing
p and affine coordinates x, y on it such that p is the origin of coordinates
and neither of the coordinate axes is tangent to C1 at p. Since in the sequel
we will work exclusively with the affine parts of C1, C2, C3 we will use the
same notations for the curves and their affine parts, the latter thus being
denoted C1, C2, C3. Assume that f, g, h ∈ C[x, y] are equations of C1, C2, C3,
respectively, and take e = ep(C1). If f is written as a sum of homogeneous
polynomials

f =
d∑

i=e

fi, deg fi = i, fe 6= 0, (3.23)

then its initial form fe has no factor x or y, because C1 is tangent to neither
of the axes. Therefore, up to multiplying f by a non-zero constant factor, fe
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may be written as a product of distinct linear factors

fe =
e∏

j=1

(y − ajx), aj 6= 0, aj 6= ai for j 6= i,

because p is an ordinary singular point of C1. The local Newton polygon
N(f) then has a single side Γ, with ends (0, e) and (e, 0) and associated
equation FΓ(z) = fe(1, z) =

∏e
j=1(z − aj). The Newton–Puiseux algorithm

gives rise to at least e different Puiseux series of the form sj = ajx + . . . ,
the dots representing terms of higher order. Since h(N(f)) = e, by 2.3.6,
the series s1, . . . , se have each multiplicity and polydromy order both equal
to one, and they are all the Puiseux series of C1 at p. We write γi for the
branch of C1 corresponding to si, γ1, . . . , γe thus being the branches of C1 at
p.

Let us take a second affine plane A′
2 with coordinates t, z and consider

the map

Φ : A′
2 −→ A2

(t, z) 7−→ (t, tz).

As is clear, Φ maps the line E : t = 0 to p = (0, 0) and its restriction to
the complement of E is injective. Its inverse Ψ = Φ−1 is a correspondence
through which each point (x, y) ∈ A2 with x 6= 0 has (x, y/x) as its only
correspondent, (0, 0) corresponds with all the points on E and the points
(0, y), y 6= 0, have no correspondent. It is said that Ψ blows up the point p
into the line E.

We will use Ψ to reduce our problem to the case of a smooth point. To this
end we will first transform the curves by Ψ: The curve of A′

2, Ĉ1 : f̂(t, z) =
f(t, tz) = 0 is called the total transform of C1 (by Ψ); its points are clearly
those mapped to points of C1 by Φ. Similarly Ĉ2 : ĝ(t, z) = g(t, tz) = 0 and

Ĉ3 : ĥ(t, z) = h(t, tz) = 0 are the total transforms of C2 and C3.
Using (3.23), we have

f̂ =

d∑

i=e

fi(t, tz) = te
d∑

i=e

ti−efi(1, z)) = tef̃ ,

where

f̃ =

d∑

i=e

ti−efi(1, z)

clearly has no factor t. The line E is thus an irreducible component of
multiplicity e of the total transform Ĉ1. By dropping it, we get the curve
C̃1 : f̃ = 0, which is called the strict transform of C1. The intersection of C̃1

with the line E is given by

0 = f̃(0, z) = fe(1, z) =
e∏

j=1

(z − aj)



3.8 M. Noether’s Fundamental Theorem 101

and therefore consists of the points pj = (0, aj), j = 1, . . . , e. Furthermore,

for each j, [C̃1 ·E]pj = 1 because the aj are pairwise different. We have thus
in particular proved:

Lemma 3.8.9 For j = 1, . . . , e, pj is a non-singular point of C̃1 and C̃1 and
E are transverse at pj.

The reader may note that the points of C̃1 ∩ E correspond one to one to
the tangents to C1 at p, which in turn are in a one to one correspondence
with the branches of C1 at p: the point pj corresponds to the tangent line
y−ajx = 0, whose slope is the second coordinate of pj, this line corresponding
in turn to the branch γj with Puiseux series sj = ajx+ . . . . Since

tef̃(t, sj(t)/t) = f̂(t, sj(t)/t) = f(t, sj(t)) = 0,

we have f̃(t, sj(t)/t) = 0 and we see that the – necessarily unique – Puiseux

series of C̃1 at pj is sj(t)/t. We may compute thus,

[C2 · γj ] = oxg(x, sj(x)) = otg(t, sj(t)) = otĝ(t, sj(t)/t) = [Ĉ2 · C̃1]pj .

This and a similar computation with C3 give:

Lemma 3.8.10 For all j = 1, . . . , e,

[C2 · γj ] = [Ĉ2 · C̃1]pj and [C3 · γj ] = [Ĉ3 · C̃1]pj .

The last piece we need from the geometric side is:

Lemma 3.8.11 The curve C̃1 is irreducible.

Proof of 3.8.11 Note first that given P ∈ C[t, z], any product trP may be
written, if r is high enough, as trP = Q(t, zt) where Q ∈ C[x, y]. Indeed, for
any r > degz P , the degree in t of any monomial of trP is not less than its
degree in z, and therefore trP may be written as a polynomial in t, tz. In
the particular case of P = f̃ we already know that tef̃ = f(t, tz).

Assume now we have a factorization

f̃ = P1P2 (3.24)

with P1, P2 ∈ C[t, z]. After multiplying by tr with r high enough, and higher
in particular than e, by the above we will have an equality

tr−ef(t, tz) = tr f̃(t, z) = Q1(t, zt)Q2(t, zt)

where triPi(t, z) = Qi(t, tz), i = 1, 2, r1+r2 = r. This in turn, after replacing
t and z with x and y/x, gives

xr−ef(x, y) = Q1(x, y)Q2(x, y).
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Now, since f is irreducible, it divides one of the factors on the right; then
the other, assume it to be Q1(x, y), is Q1(x, y) = axs, with a ∈ C and s ≥ 0.
It follows that

tr1P1(t, z) = Q1(t, tz) = ats

and so s ≥ r1 and P1 = ats−r1 . Since we already know f̃ to have no factor t,
the equality (3.24) gives s − r1 = 0, P1 is constant and the irreducibility of
C̃1 is proved. ⋄

Continuing with the proof of 3.8.8, it is time to care about more alge-
braic aspects of the transformation Ψ. First, consider the pull-back ring
homomorphism induced by Φ between the affine rings of A2 and A′

2, namely,

ϕ : C[x, y] −→ C[t, z]

P = P (x, y) 7−→ P̂ = P ◦ Φ = P (t, tz).

It is straightforward to check that ϕ is a monomorphism; we will thus identify
each P ∈ C[x, y] with its image P̂ , and take C[x, y] as a subring of C[t, z]. In
particular, after the identification, t = x and y = xz; hence C[t, z] may be
viewed as the extension C[x, y][y/x] of C[x, y] in its field of fractions C(x, y).

We will use a bar ¯ to indicate restriction to C1 or C̃1, the meaning being
clear in each case. The affine rings of C1 and C̃1 are A(C1) = C[x̄, ȳ] and
A(C̃1) = C[x̄, z̄], and we know the kernels of the restriction homomorphisms

C[x, y] −→ C[x̄, ȳ] and C[x, z] −→ C[x̄, z̄]

to be, respectively fC[x, y] and f̃C[x, z] (3.7.10). Since the (images under
ϕ of the) multiples of f in C[x, y] obviously are multiples of f̃ in C[x, z], ϕ
induces a morphism between the affine rings of A(C1) and A(C̃1)

ϕ̄ : C[x̄, ȳ] −→ C[x̄, z̄]

P (x, y) 7−→ P (x, xz).

In fact, ϕ̄ is a monomorphism too. For, assume that P (x, xz) is a multiple
of f̃ , say

P (x, xz) = Qf̃, Q ∈ C[x, z].

Arguing as in the proof of 3.8.11, multiplication by a suitable power of x
provides an equality

xrP (x, y) = Q′f, Q′ ∈ C[x, y].

Since f has no factor x (otherwise f = x against the choice of the coordinates)
xr divides Q′, P is a multiple of f in C[x, y] and therefore P̄ = 0 as wanted.

Once we have seen that ϕ̄ is a monomorphism, we will identify each
P (x, y) ∈ C[x̄, ȳ] with ϕ̄(P (x, y)) = P (x, xz) ∈ C[x̄, z̄] (this prevents any
confusion about the use of ¯), and consequently C[x̄, ȳ] with a subring of
C[x̄, z̄].

Take S ⊂ C[x̄, ȳ] to be the complement of the maximal ideal m̄p = (x̄, ȳ)
corresponding to p: the elements of S are the elements of C[x̄, ȳ] which are
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non-zero at p. The set S is a multiplicative system of C[x̄, ȳ]; therefore it is
also a multiplicative system of C[x̄, z̄] and there is an inclusion

OC1,p = S−1C[x̄, ȳ] ⊂ S−1C[x̄, z̄],

the equality due to 3.7.12. A quite important fact is:

Lemma 3.8.12 The product of any element of S−1C[x̄, z̄] by x̄e−1 belongs
to OC1,p.

Proof of 3.8.12 Since N(f) has a single side Γ with ends (0, e) and (e, 0),
f may be written

f = yeP0 + ye−1xP1 + · · ·+ yxe−1Pe−1 + xePe

where Pi ∈ C[x, y] for i = 0, . . . , e (even Pi ∈ C[x] for i > 0) and P0(0, 0) 6= 0.
Then

f̃ = zeP0 + ze−1P1 + · · ·+ zPe−1 + Pe

and so in C[x̄, z̄] we have

0 = z̄eP̄0 + ẑe−1P̄1 + · · ·+ z̄P̄e−1 + P̄e

from which
0 = z̄e + z̄e−1ξ1 + · · ·+ z̄ξ1 + ξe, (3.25)

where the ξi = P̄i/P̄0, i = 1, . . . , e, belong to S−1(C[x̄, ȳ]). It is clear that
any δ ∈ S−1(C[x̄, z̄]) may be written in the form

δ = ηr z̄
r + · · ·+ η1z̄ + η0

with ηi ∈ S−1C[x̄, ȳ], i = 1, . . . , r. If r ≥ e, then the equality (3.25) may be
used to turn the above equality into a similar one with degree r−1 in z̄ and so,
inductively, to get an expression of δ as a linear combination of z̄e−1, . . . , z̄, 1
with coefficients in S−1C[x̄, ȳ] = OC1,p. In other words, we have seen that
S−1(C[x̄, z̄]) is generated, as a OC1,p-module, by z̄e−1, . . . , z̄, 1. Then, to get
the claim it suffices to check that x̄e−1z̄i = x̄e−1−iȳi belongs to OC1,p for
i = 0, . . . , e− 1, and this is clear. ⋄

By 3.7.11, the non-zero prime ideals of the affine ring A(C̃1) = C[x̄, z̄]
are its maximal ideals, and they are the images m̄q of the maximal ideals mq
of C[x, z] corresponding to the points q ∈ C̃1. If q = (a, b) and a 6= 0, then
x− a ∈ mq and its restriction belongs to S; it follows that S−1m̄q = (1). If,

otherwise, a = 0, then q is one of the points pi ∈ C̃1 ∩ E. In such a case
m̄q ∩ S = ∅: indeed, any P (x, y) = P (x, xz) belonging to mq vanishes for
x = 0 and z = b and therefore has P (0, 0) = 0, which ensures that P̄ does
not belong to S. Applying 3.6.3, we see that the maximal ideals of S−1C[x̄, z̄]
are the ideals S−1m̄pi , i = 1, . . . , e. Since, as seen above, C[x̄, z̄] − m̄pi ⊃ S,
it is straightforward to check that, for i = 1, . . . , e,

(S−1C[x̄, z̄])S−1m̄pi
= (C[x̄, z̄])m̄pi

= OC̃1,pi
,



104 3 Projective Properties of Plane Curves

the second equality due to 3.7.12(h’). As a consequence the localized rings
of S−1C[x̄, z̄] in its maximal ideals are the local rings OC̃1

, pi, i = 1, . . . , e.
Using 3.6.7 we get the last piece we need in order to achieve the proof of
3.8.8, namely:

Lemma 3.8.13 We have

S−1C[x̄, z̄] =

e⋂

i=1

OC̃1,pi
.

Next we put all the pieces together in order to finish the proof of 3.8.8.
For i = 1, . . . , e, write ri = [C2 · γi] and ki = [C3 · γi]. Then, by 3.8.10,
ri = [Ĉ2 · C̃1]pi and ki = [Ĉ3 · C̃1]pi . We know from 3.8.9 that C̃1 and
E : x = 0 are transverse at pi; then 3.7.14 applies showing that the maximal
ideal of OC̃1,pi

is generated by x̄ and there are equalities

ḡ = ux̄r, h̄ = vx̄k

where u and v are invertible elements of OC̃1,pi
. Since by the hypothesis

k ≥ r + e− 1,
h̄/x̄e−1ḡ = vu−1x̄k−r−e+1 ∈ OC̃1,pi

.

The above being true for i = 1, . . . , e, by 3.8.13, h̄/x̄e−1ḡ ∈ S−1C[x̄, z̄], after
which, by 3.8.12, h̄/ḡ ∈ OC1,p. This proves the claim because then h̄ is a
multiple of ḡ in OC1,p, say ḡ = b̄ḡ, which, by 3.7.8(g), is equivalent to h− bg
being a multiple of f in OP2,p. This ends the proof of 3.8.8. ⋄

Putting together 3.8.6, 3.8.7 and 3.8.8 gives M. Noether’s Fundamental
Theorem:

Theorem 3.8.14 (M. Noether, 1873) Assume that C1 : F = 0, C2 : G =
0 and C3 : H = 0 are curves of P2, C1 and C2 sharing no irreducible compo-
nent. If for each point p ∈ C1 ∩ C2 either

(a) C1 and C2 share no tangent at p and ep(C3) ≥ ep(C1) + ep(C2)− 1, or

(b) C1 is irreducible, has an ordinary singularity at p and for each branch γ
of C1 at p

[C3 · γ] ≥ [C2 · γ] + ep(C1)− 1,

then there are homogeneous polynomials A, of degree degH − degF , and B,
of degree degH − degG such that H = AF + BG.

The reader may note that neither of the conditions (a), (b) is necessary,
as neither of them is satisfied when taking C3 = C2 if ep(C1) > 1. The next
corollary is a particular case of M. Noether’s Fundamental Theorem, usually
referred to as the simple case. Its proof is left to the reader.

Corollary 3.8.15 Assume that C1 : F = 0, C2 : G = 0 and C3 : H = 0
are curves of P2. If C1 and C2 intersect in exactly degC1 degC2 different
points, then C3 goes through all of them if and only if there are homogeneous
polynomials A, of degree degH−degF , and B, of degree degH−degG such
that H = AF +BG.
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3.9 Exercises

3.1 Assume that f ∈ C{x}[y] has no factor x, d = degy f > 0 and deg f(0, y) = 0.
Prove that, up to a non-zero constant factor, f is the product of d factors of the
form y − x−rs where s is a convergent fractionary power series and r > oxs. Use
this to complete the factorization of 3.3.1, after which parameterizations of all parts
of the curve ξ of 3.3.2 are evident. Hint: take ȳ = 1/y, apply the Puiseux theorem
to ȳdf(x, 1/ȳ) and use Exercise 2.2.

3.2 Let C : F = 0 and C′ : G = 0 be curves of P2. Take f = F (1, x, y), g =
G(1, x, y) and let Ry(f, g) be the resultant of f and g relative to y, with formal
degrees equal to the effective degrees in y. Prove that Ry(f, g)(a) = 0 if and only if
either a point [1, a, b] belongs to C ∩ C′ for some b, or the line x1 − ax0 is tangent
to both C and C′ at [0, 0, 1].

3.3 Fixing p ∈ P2, for any irreducible curve C of P2, denote by I(C) the ideal of
C in OP2,p (cf. Section 3.6). Let the decomposition of an arbitrary curve C of P2

into irreducible components be

C =

m
∑

i=1

riCi

and assume that the irreducible components of C through p are the Ci with i ≤ k,
0 ≤ k ≤ m. Prove that taking

I(C) =
k
∏

i=1

I(Ci)
ri

extends the definition of I(C) to arbitrary curves in such a way that I(C) is still
generated by any equation of any affine part of C relative to an affine chart con-
taining p. (As usual, an empty product of ideals is taken to be the whole ring.)

3.4 With the notations of Exercise 3.3, prove that the map

(C,C′) 7−→ dimC OP2,p/(I(C) + I(C′)) ∈ N ∪∞,

for any two curves C,C′ of P2, satisfies the conditions of Exercise 2.12. Deduce
that

[C · C′]p = dimC OP2,p/(I(C) + I(C′))

holds for any two curves C,C′ of P2.

3.5 Let P be a pencil of curves of P2 and p a base point of P . Prove that the
following conditions are equivalent:

(i) Any two C,C′ ∈ P have [C · C′]p > 1.

(ii) There are C,C′ ∈ P , C 6= C′, that have [C · C′]p > 1.

(iii) There is a curve in P which has p as a singular point.

Prove also that if the above conditions fail, then mapping each C ∈ P to the tangent
line to C at p is a projectivity between P and the pencil of lines of P2 through p.



106 3 Projective Properties of Plane Curves

3.6 Determine the base points of each of the three pencils of conics

P1 : λ(z20 − z1z2) + µ(z20 − z21 + z1z2) = 0,

P2 : λ(z20 − z1z2) + µz20 = 0,

P3 : λ(z20 − z1z2) + µz21 = 0,

determine those for which the conditions of Exercise 3.5 are satisfied and make
explicit the projectivity of that exercise for the remaining ones.

3.7 Prove by a counterexample that, unlike claim (a) (see 3.4.4), claim (b) of 3.4.3
does not hold true if the branch γ is replaced with a curve and the intersections
multiplicities are still taken at a fixed p ∈ P2.

3.8 Use that there is a pencil of conics through any four given points of P2 to
prove that no irreducible quartic has four singular points, which of course also
follows from 3.5.23.

3.9 Prove that no two different irreducible curves of degree d ≥ 6 share (d−1)(d−
2)/2 different singular points.

3.10 Let C be an irreducible curve of degree d of P2 having (d−1)(d−2)/2 singular
points and call S the set of these points.

(1) Prove that all q ∈ S are double points of C.

(2) Prove that the curves of degree d− 2 going through all points in S describe a
linear system L of dimension at least d− 2.

(3) Take distinct points q1, . . . , qd−2 ∈ C − S. Prove that there is a curve C′ ∈ L
containing q1, . . . , qd−2. Prove also that such a curve necessarily has C ∩C′ =
S ∪ {q1, . . . , qd−2} and is smooth at every point of C ∩ C′.

(4) Prove that the curve C′ of (3) is unique. Hint: otherwise two distinct curves
such as C′ would span a pencil.

(5) Prove that dimL = d− 2.

3.11 Use 3.4.7 to prove Pascal’s theorem (Pascal 1654):
If the vertices of a hexagon all lie on an irreducible conic, then the intersections

of its pairs of opposite sides are three aligned points.

3.12 Prove that for any d > 1 there is a smooth curve of P2 which has a flex of
order d− 2. Hint: use Exercise 1.7.

3.13 In the conditions of Remark 3.5.10, prove that the affine part of the polar
Pq′(C) relative to q′ = [c, a, b] has equation

a
∂f

∂x
+ b

∂f

∂y
+ c

(

dF − x
∂f

∂x
− y

∂f

∂y

)

= 0,

d = degC.

3.14 Prove that if a curve C of P2 contains a line ℓ, q ∈ ℓ and Pq(C) is defined,
then ℓ is an irreducible component of Pq(C).
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3.15 Prove that if C is a reduced curve of P2 and q ∈ P2 is not a singular point
of C, then, for all but finitely many lines L through q, C and L are transverse at
all their common points. Deduce that, for any reduced curve C of P2, degC =
maxL{♯(C ∩ L)}, where L runs over all the lines of P2 not contained in C and ♯
stands for number of elements.

3.16 Prove that Plücker’s formula 3.5.19 still holds if the point q is a simple point
of C, provided the tangent line Tq to C at q is counted [C · Tq]q times.

3.17 Extend Plücker’s formula 3.5.19 to include the cases in which q belongs to a
tangent line at a singular point of C (a node or an ordinary cusp), by assigning to
each such tangent a suitable multiplicity in the count.

3.18 Plücker’s second formula (Plücker, 1835). Let C : F = 0 be an irre-
ducible curve of P2, of degree d > 2 and with homogeneous equation F (x0, x1, x2) =
0. Take

H = det

(

∂2F

∂xk∂xj

)

k,j=0,1,2

.

(1) Prove that for any smooth point p ∈ C, if Tp is the tangent line to C at p and
γ the only branch of C at p,

oγ(H) = [C.Tp]p − 2.

Deduce that H 6= 0 and that the curve H : H = 0 (the Hessian curve of C)
does not contain C. Note that the Hessian of C is the Jacobian curve of the
net of polars of C (cf. Exercise 1.11).

(2) Prove that p ∈ C ∩H if and only if p is either a singular point or a flex of C,
thus proving in particular that C has finitely-many flexes.

(3) Assume that C has no singular points other than δ nodes and κ ordinary cusps,
and prove that the number of flexes of C is

ι = 3d(d− 2)− 6δ − 8κ,

where each flex p counts as many times as its order [C.Tp]p −2, Tp the tangent
line to C at p. (The reader may see [11, 5.9] for details).

3.19 Reduced equations of smooth cubics. Assume that C is a smooth cubic
of P2, q a flex of C (which does exist by Exercise 3.18) and T the tangent line to
C at q.

(1) Prove that [C · T ]q = 3 and C ∩ T = {q}.
(2) Prove that the polar Pq(C) splits into two different lines, one of which is T ,

say Pq(C) = T + L.

(3) Prove that C ∩L is a set of three different points, none of which belongs to T .
Hint: 3.5.11 may be useful.

(4) Prove that there is a reference of P2 relative to which C has equation

x0x
2
2 + x1(x1 − x0)(x1 − αx0) = 0, α ∈ C− {0, 1}. (3.26)

(5) Prove that any curve given by an equation such as (3.26) above is a smooth
cubic.
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(6) Prove that, relative to other references of P2, C also has equations

y0y
2
2 + y1(y1 − y0)(y1 − α′y0) = 0

for α′ = 1/α, 1 − α, 1/(1 − α), 1− 1/α, (α − 1)/α. Hint: use changes of coor-
dinates of the form x0 = y0, x1 = ay1 + by0, x2 = y2, a 6= 0.

3.20 Prove the following weak version of Noether’s fundamental theorem (Lamé,
1818) directly from 3.4.6:

Assume that C0 and C1 are curves of degree d of P2 that intersect in different
points pi, i = 1, . . . d2. If an irreducible curve of degree d contains all these points,
then it belongs to the pencil spanned by C0 and C1.

3.21 (Maclaurin, 1748) Assume that a line L intersects a smooth cubic C at
three distinct points p1, p2, p3. For i = 1, 2, 3, let Ti be the tangent to C at pi
and assume Ti ∩ C = {pi, qi}, qi 6= pi. Prove that the points q1, q2, q3 are aligned.
Hint: apply Noether’s fundamental theorem 3.8.14 to C, 2L and T1 +T2 +T3, and
consider the factor of the equation of 2L.

3.22 Use intersection multiplicity to remove the hypothesis qi 6= pi in Exercise
3.21, thus proving in particular that the line joining two different flexes of a smooth
cubic C intersects C at a third flex.

3.23 Reprove 3.4.7 using Noether’s fundamental theorem 3.8.14.



Chapter 4

The Intrinsic Geometry on

a Curve

The study of an irreducible curve modulo the action of birational maps is
called the intrinsic geometry on the curve. It may of course also be called
birationally invariant geometry. The adjective intrinsic was also used by the
classics to denote the notions and results belonging to the intrinsic geometry
(that is, those invariant under birational maps). To avoid confusions with
other uses of the term intrinsic we will not follow this practice, but use the
terms birationally invariant instead. The first two sections of this chapter
are devoted to introducing rational and birational maps and studying their
action on curves; the remaining sections present the essentials of the intrinsic
geometry on a curve.

4.1 Rational and Birational Maps

The algebraic sets of a projective space Pn, with coordinates x0, . . . , xn, are
the sets the form

V (P1, . . . , Pr) =

{p = [a0, . . . , an] ∈ Pn | P1(a0, . . . , an) = · · · = Pr(a0, . . . , an) = 0},

for given homogeneous polynomials P1, . . . , Pr ∈ C[x0, . . . , xn], r > 0.
Similarly, the algebraic sets of an affine space An, with coordinates

X1, . . . , Xn, are the sets of the form

V (P1, . . . , Pr) =

{p = (a1, . . . , an) ∈ An | P1(a1, . . . , an) = · · · = Pr(a1, . . . , an) = 0},

for given P1, . . . , Pr ∈ C[X1, . . . , Xn], r > 0.
The reader may easily check that in both cases the condition of being an

algebraic set is independent of the choice of the coordinates.
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Both Pn and An are algebraic sets (defined by the polynomial zero). The
algebraic sets of Pn other than Pn, as well as the algebraic sets of An other
than An, will be called proper algebraic sets . Also the empty set is an alge-
braic set, defined by any non-zero constant. The union and the intersection
of two algebraic sets are algebraic sets too, because

V (P1, . . . , Pr) ∪ V (Q1, . . . , Qs) = V (PiQj)i=1,...,r
j=1,...,s

(4.1)

and

V (P1, . . . , Pr) ∩ V (Q1, . . . , Qs) = V (P1, . . . , Pr, Q1, . . . , Qs)

in both the projective and the affine cases. As a consequence, also in both
cases, the finite unions and finite intersections of algebraic sets are algebraic
sets.

Remark 4.1.1 Since a homogeneous polynomial (resp. polynomial) vanishes
on the whole of Pn (resp. An) if and only if it is zero (see the comment
preceding 1.1.6), V (P1, . . . , Pr) is a proper algebraic set unless Pi = 0, i =
1, . . . , r. Then it follows from (4.1) that the union of any two (or finitely
many) proper algebraic sets is a proper algebraic set.

Clearly, among the polynomials defining a proper and non-empty alge-
braic set of Pn or An there is a non-constant one. It follows that any proper
algebraic set is contained in the set of points of a hypersurface. This, together
with 1.1.6, make obvious the following lemma:

Lemma 4.1.2 If V is a proper algebraic set of Pn and G a homogeneous
polynomial that vanishes on all the points of Pn − V , then G = 0.

Assume we have fixed two projective spaces Pn, of dimension n with pro-
jective coordinates x0, . . . , xn, and Pm, of dimension m with projective coor-
dinates y0, . . . , ym. Fix an ordered set P = (P0, . . . , Pm), where P0, . . . , Pm ∈
C[x0, . . . , xn] are homogeneous polynomials, all of the same degree d and one
at least non-zero. Then, V (P) = V (P0, . . . , Pm) is a proper algebraic set and
we consider the map

ΦP : Pn − V (P) −→ Pm

p = [a0, . . . , an] 7−→ [P0(a0, . . . , an), . . . , Pm(a0, . . . , an)].

It is clearly well defined, because, on one hand, taking other coordinates of
p, namely p = [λa0, . . . , λan], λ ∈ C − {0}, does not change ΦP(p), but
just multiplies its coordinates by λd. On the other hand, p /∈ V (P0, . . . , Pm)
ensures that at least one of the coordinates of ΦP(p) is non-zero, as due.

Since we have seen above that it does not depend on the choice of the
coordinates a0, . . . , an of p, in the sequel we will write

[P0(a0, . . . , an), . . . , Pm(a0, . . . , an)] = [P0(p), . . . , Pm(p)].
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Replacing the polynomials P0, . . . , Pm with their products PP0, . . . , PPm,
by a non-zero homogeneous factor P , gives rise to a similar map which is just
the restriction of ΦP to the smaller – still non-empty – set

Pn − V (PP0, . . . , PPm) = Pn − V (P0, . . . , Pm) ∪ V (P ).

Similarly, cancelling a homogeneous factor common to P0, . . . , Pm gives rise
to a map which is an extension of ΦP .

We are not interested in distinguishing ΦP from the above restrictions
and extensions. Therefore we will proceed as for rational functions in section
1.4: assume we have maps ΦP and ΦQ, each defined by an ordered set of
homogeneous polynomials of the same degree, not all zero, P = (P0, . . . , Pm)
and Q = (Q0, . . . , Qm); then ΦP and ΦQ are taken as equivalent if and only if
they agree on the complement of a proper algebraic set V , V ⊃ V (P)∪V (Q).
Checking that the above is an equivalence relation is straightforward and left
to the reader, who may use 4.1.1 for the transitive property. The equivalence
classes for this equivalence relation will be called rational maps from Pn to
Pm, written Φ : Pn → Pm.

The polynomials P0, . . . Pm defining the representative ΦP ,
P = (P0, . . . Pm), of a rational map Φ are said to define – or determine –
Φ. The equalities

y0 = P0(x0, . . . , xn)

...

ym = Pm(x0, . . . , xn)

are called equations of ΦP , and also of Φ.

Proposition 4.1.3 Let P = (P0, . . . , Pm) and Q = (Q0, . . .Qm) be ordered
sets of homogeneous polynomials in x0, . . . , xn, each set being composed of
polynomials of the same degree, one at least non-zero. The following condi-
tions are equivalent:

(i) The maps ΦP and ΦQ are equivalent.

(ii) ΦP and ΦQ agree on all the points of Pn − V (P) ∪ V (Q).

(iii) PiQj − PjQi = 0 for all i, j = 0, . . . ,m.

(iv) If Pr 6= 0 for some r = 0, . . . ,m then Qr 6= 0 and Pj/Pr = Qj/Qr in
C(x0, . . . , xm) for any j = 0, . . . ,m.

Proof: We will prove (ii)⇒ (i)⇒ (iii)⇒ (iv)⇒ (ii). That (ii)⇒ (i) is clear.
Assume (i); then, for some proper algebraic set V , each of the polynomials
PiQj − PjQi, i, j = 0, . . . ,m, vanishes on Pn − V and therefore, by 4.1.2, is
the polynomial zero. This proves (iii). Assume now (iii) and that Pr 6= 0: if
Qr = 0, then since there is an s with Qs 6= 0, the equality PrQs − PsQr = 0
gives a contradiction, hence Qr 6= 0. Using this, the second claim of (iv) is
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clear from the equalities PrQj − PjQr = 0, j = 0, . . . ,m. To close, assume
(iv) and take any p = [a0, . . . , an] /∈ V (P) ∪ V (Q); then we have Pr(p) 6= 0
for some r, which guarantees Pr 6= 0, and hence that the equalities of (iv)
hold. These equalities giving

Qj(a0, . . . , an) =
Qr(a0, . . . , an)

Pr(a0, . . . , an)
Pj(a0, . . . , an)

for j = 0, . . . ,m, it is clear that ΦP(p) and ΦQ(p) are both defined and agree,
thus proving (ii). ⋄

It is worth highlighting part of 4.1.2 in the form of the next corollary:

Corollary 4.1.4 Different representatives ΦP and ΦQ of a rational map Φ
have ΦP(p) = ΦQ(p) for all the points p at which both are defined.

From 4.1.4 it is clear that the different representatives ΦP of a rational
map Φ patch together to give the map p 7→ ΦP(p) if a representative ΦP

of Φ is defined at p, defined in the set of points of Pn at which at least one
representative of Φ is defined. This map obviously determines and is in turn
determined by Φ, and therefore we will make no distinction between it and Φ:
we say that Φ is defined at a point p if and only if one of its representatives is
defined or regular at p; the image Φ(p) of p under Φ is then defined as being
the image of p under any representative of Φ defined at p.

When Φ is defined at a point p, p is equivalently said to be a regular point
of Φ. The points at which Φ is not defined are called points of indetermination
of Φ. In the sequel, when writing Φ(p) we will implicitly assume that p is a
regular point of Φ.

The identity map Id : Pn → Pn arises as a rational map, given by the set
of polynomials (x0, . . . , xn). Similarly the constant map Pn → Pm with image
[a0, . . . , an] is the rational map given by the set of degree-zero polynomials
(a0, . . . , am).

Actually any rational map agrees, as a map, with one of its representa-
tives. This is due to the factoriality of the ring C[x0, . . . , xn] and fails to be
true in more general situations:

Proposition 4.1.5 Let Φ be a rational map from Pn to Pm and ΦP , P =
(P0, . . . , Pm), a representative of Φ. If D = gcd(P0, . . . , Pm), P ′

i = Pi/D,
i = 0, . . . ,m and P ′ = (P ′

0, . . . , P
′
m), then ΦP′ is a representative of Φ and

any other representative of Φ is a restriction of ΦP′ .

Proof: From the definitions it is clear that V (P ′) ⊃ V (P) and also that
ΦP and ΦP′ agree on Pn−V (P), which shows that ΦP′ represents Φ. If ΦQ,
Q = (Q0, . . . , Qm) is any representative of Φ, then, by 4.1.3, P ′

iQj−P ′
jQi = 0,

i, j = 0, . . . ,m. Fix any i: since there is a non-zero P ′
j , these equalities

show that if P ′
i = 0, then also Qi = 0. If, otherwise, P ′

i 6= 0 and for an
irreducible polynomial F , F r divides P ′

i , there is a j for which F does not
divide P ′

j and therefore F r divides Qi. This proves that each non-zero P ′
i

divides the corresponding Qi, say Qi = GiP
′
i . Using again the equalities
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P ′
iQj − P ′

jQi = 0, i, j = 0, . . . ,m, shows that the Gi are the same for all
i, say Gi = G for all i for which P ′

i 6= 0. This gives equalities Qi = GP ′
i ,

i = 0, . . . ,m, and hence the claim. ⋄
The notations being as in 4.1.5, clearly ΦP′ of is the only representative

of Φ which is an extension of any representative of Φ: it is called the maximal
representative of Φ. From now on, the reader may safely identify each rational
map and its maximal representative. Nevertheless, this does not completely
eliminate the use of non-maximal representatives, as sometimes rational maps
are defined using them; the composition of two rational maps, defined below,
is an example.

Remark 4.1.6 We have seen in the proof of 4.1.5 that the polynomials defin-
ing any representative of Φ have the form Qi = GP ′

i , i = 0, . . . ,m, where the
P ′
i define the maximal representative of Φ and G is a non-zero polynomial,

necessarily homogenous by 1.1.1.

The points at which the maximal representative of a rational map Φ is
defined are its regular points, while those at which the maximal representative
is not defined are the indetermination points of Φ.

Remark 4.1.7 The polynomials defining the maximal representative of a
rational map Φ : P2 → Pm being coprime, the set of indetermination points
of such a Φ is finite, by 3.2.3.

The image of the maximal representative of a rational map Φ – which
obviously equals the union of the images of all representatives of Φ – is called
the image of Φ, denoted in the sequel by Im(Φ).

Here is a relevant example, it will be used in the next section:

Example 4.1.8 Once a triangle T , with vertices p0, p1, p2, has been fixed in
P2, let x0, x1, x2 be coordinates relative to a reference of P2 whose vertices
are the vertices of T . Then the equations

x̄0 = x1x2

x̄1 = x2x0

x̄2 = x0x1

define (the maximal representative of) a rational map Q : P2 → P2 which is
called a standard (or ordinary) quadratic transformation with fundamental
triangle T . Denote by ℓi the side of T opposite pi, i = 0, 1, 2. The reader
may easily check that

(1) The points of indetermination of Q are the vertices p0, p1, p2 of the fun-
damental triangle T . They are often called the fundamental points of
Q.

(2) For i = 0, 1, 2, Q maps all non-fundamental points on the side ℓi to the
opposite vertex pi.
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(3) The restriction of Q to Ṫ = P2 − ℓ0 ∪ ℓ1 ∪ ℓ2 is the bijection

Ṫ −→ Ṫ

[a, b, c] 7→ [
1

a
,
1

b
,
1

c
].

(4) The image of Q is the set

(P2 − ℓ0 ∪ ℓ1 ∪ ℓ2) ∪ {p0, p1, p2}.

A rational map Φ is determined by its restriction to the complement of
any proper algebraic set containing all the indetermination points of Φ:

Proposition 4.1.9 If rational maps Φ,Ψ : Pn → Pm satisfy Φ(p) = Ψ(p)
for p ∈ Pn −W , where W is a proper algebraic subset W ⊂ Pn (containing
all the indetermination points of Π or Ψ), then Φ = Ψ.

Proof: By 4.1.3, any representative ΦP of Φ satisfies ΦP(p) = Φ(p) for any
p ∈ Pn −W ∪ V (P), and also any representative ΨQ of Ψ satisfies ΨQ(p) =
Ψ(p) for any p ∈ Pn −W ∪ V (Q). By the hypothesis, these representatives
do agree on Pn −W ∪ V (P) ∪ V (Q) and therefore define the same rational
map. ⋄

Let ΦP be a representative of a rational map Φ : Pn → Pm. If P =
(P0, . . . , Pm), by the definition, Pi 6= 0 for some i; by 4.1.3 (or 4.1.6) this
condition is independent of the representative, and it is obviously equivalent
to Im(Φ) not being included in the hyperplane yi = 0 of Pm. In the sequel
we will fix our attention on the case in which P0 6= 0, the other cases being
dealt with similarly. Let Am be the 0-th affine chart of the target space Pm
and take on it the affine coordinates Yi = yi/y0, i = 1, . . . ,m. If ϕi are the
rational functions ϕi = Pi/P0, i = 1, . . . ,m, then the composite map

Pn − V (F0) −→ An →֒ Pm

p 7−→ (ϕ1(p), . . . , ϕm(p))

is the restriction of ΦP to Pn − V (F0) and therefore, by 4.1.9 above, deter-
mines Φ as the only rational map extending it. This map is given by the
equations

Y1 = ϕ1(p)

...

Ym = ϕm(p).

The map itself, and also its equations above, are called an affine represen-
tation of Φ (relative to the 0-th affine chart of the target). Often these
equations are presented using affine representations of the ϕi, that is, using
affine coordinates of p after restricting it to vary in an affine chart An of Pn.
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This in fact restricts further ΦP , namely to (Pn − V (F0)) ∩ An; since the
latter is still the complement of a proper algebraic set, this restriction of ΦP

still determines Φ.
The ordered set of polynomials P defining a representative ΦP of the

above rational map Φ and the ordered set (ϕ1, . . . , ϕm), of the rational func-
tions appearing in the above affine representation of Φ, are equivalent data
and either may be used to define Φ. To effectively recover Φ from its affine
representation it suffices to write the ϕi as quotients of homogeneous poly-
nomials of the same degree in the coordinates x0, . . . , xn of Pn with the same
denominator, say ϕi = Qi/Q, i = 1, . . . ,m; then ΦQ, Q = (Q,Q1, . . . , Qm),
may be taken as a representative of Φ. A similar rule applies if the affine
representation is relative to another affine chart of the target.

Consider for instance the map

A2 − V (x) −→ A′
2

(x, y) 7→ (x, y/x)

already used in the proof of 3.8.8. By writing

x =
x1
x0

=
x21
x0x1

and
y

x
=
x2
x1

=
x0x2
x0x1

,

it appears to be an affine representation of the rational map given by the
polynomials x0x1, x

2
1, x0x2.

Remark 4.1.10 If m = 1, the affine representations may be understood as
relative to the choice of an absolute coordinate on P1. Such a coordinate
being fixed, an affine representation of a rational map Φ consists of a single
rational function ϕ, which, as explained above, determines Φ. By contrast, Φ
does not determine ϕ, as the latter depends also on the choice of the absolute
coordinate: a rational function ψ is an affine representation of Φ relative to
another choice of the absolute coordinate if and only if ψ = (aϕ+ b)/(cϕ+d)
with a, b, c, d ∈ C and ad − bc 6= 0 (see 1.2.2). Thus, rational maps with
target P1 and rational functions have to be retained as essentially different
objects; addition, product and notions such as zero or pole, which are well
defined for rational functions, do not translate from an affine representation
of Φ to Φ itself due to the non-intrinsic character of their relationship.

Remark 4.1.11 If the polynomials P0, . . . , Pm defining the maximal repre-
sentative of Φ – or, equivalently by 4.1.6, those defining an arbitrary rep-
resentative – are linearly dependent, say

∑m
i=0 λiPi = 0 with some λi 6= 0,

then the image of Φ is contained in a hyperplane of the target, namely in∑m
i=0 λiyi = 0. The converse is also true: if the image of Φ is contained in∑m
i=0 λiyi = 0 then the polynomial

∑m
i=0 λiPi is zero because it vanishes on

the complement of a proper algebraic set.

Assume to be given rational maps

Φ : Pn −→ Pm and Ψ : Pm −→ Pr
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with maximal representatives ΦP , P = (P0, . . . , Pm) and ΨQ,
Q = (Q0, . . . , Qr). If Im(Φ) = Im(ΦP) ⊂ V (Q), then the composition Ψ ◦Φ,
of Φ and Ψ, is taken as not defined. Otherwise at least one of the polynomials

Hi = Qi(P0, . . . , Pm) ∈ C[x0, . . . , xn],

obtaining by replacing in each Qi the variable yj with Pj , j = 0, . . . ,m, is
non-zero. Since they obviously are homogeneous of the same degree, they
define a representative

ΘH : Pn − V (H) −→ Pr,

H = (H0, . . . , Hr), of a rational map Θ : Pn → Pr which is called the compo-
sition of Φ and Ψ, written Θ = Ψ ◦ Φ.

As is clear, ΘH(p) = ΨQ(ΦP (p)) for any p ∈ Pn − V (H0, . . . , Hr). ΘH

may not be the maximal representative of Θ, see Example 4.1.12 below.
The reader may easily check that the composition defined above satisfies

associativity, and also that Φ ◦ IdPn
= IdPm

◦ Φ = Φ for any rational map
Φ : Pn → Pm. It is also direct to check that if, in the definition of Ψ ◦
Φ above, the maximal representatives of Φ and Ψ are replaced with other
representatives ΦP′ and ΨQ′ , subject to the condition Im(ΦP′) 6⊂ V (Q′),
then another representative of Ψ ◦ Φ is obtained.

Let Φ : Pn → Pm be a rational map. If there exists another rational map
Ψ : Pm → Pn such that

Φ ◦Ψ = IdPn
and Ψ ◦ Φ = IdPm

, (4.2)

then the rational map Φ is said to be a birational map. The rational map Ψ
is then uniquely determined by the conditions (4.2) and is called the inverse
of Φ (if Ψ′ is another inverse, just compute Ψ′ ◦ Φ ◦ Ψ in two ways). The
inverse rational map Ψ is of course birational too. The easiest examples of
birational maps are the projectivities. Next is a more interesting example:

Example 4.1.12 Consider the standard quadratic transformationQ of 4.1.8.
Performing the substitution of polynomials as prescribed to get Q2 = Q ◦Q
gives rise to the polynomials

x20x1x2, x0x
2
1x2, x0x1x

2
2,

which obviously define a non-maximal representative of the identity. There-
fore Q is a birational map which equals its own inverse.

Actually, the existence of a birational map Φ : Pn → Pm implies m = n.
We will not prove this fact here, as we will make no use of it in the sequel
and giving a proof of it would take us too long.

Assume now that C : F = 0 is an irreducible curve of P2, in which
coordinates x0, x1, x2 have been fixed. We are interested in restricting to
(the set of points of) C rational maps Φ : P2 → Pm. Clearly, restricting to
C a representative ΦP of Φ makes sense if and only if ΦP is defined at some
point of C. Next is an important remark regarding these maps:
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Remark 4.1.13 If ΦP , P = (P0, . . . , Pm) is defined at some point of C,
then, by 3.6.14(a), Pi /∈ (F ) for some i. Then ΦP – and therefore also Φ –
is defined at all but finitely many points of C, namely at least at all those
p ∈ C for which Pi(p) 6= 0; these are all but finitely many points of C due to
3.6.14(a).

In the sequel we will restrict ourselves to considering rational maps P2 →
Pm that are defined at some point of C. As noted above, each of them is
then defined at all but finitely many points of C. As already with rational
functions, the restrictions of different rational maps to C may patch together
to give a map defined in a larger subset of C: we are not interested in
distinguishing between the different restrictions that patch together and the
extended map they give rise to. To this end, we introduce, once again, an
equivalence relation: rational maps Φ,Ψ : P2 → Pm, both defined at some
point of C, are said to be equivalent on C if and only if they are defined
and agree at all but finitely many points of C. This is indeed an equivalence
relation, as is directly checked; the corresponding equivalence classes are
called rational maps from C to Pm.

Proposition 4.1.14 If representatives ΦP , P = (P0, . . . , Pm), and ΨQ,
Q = (Q0, . . . , Qm), of rational maps Φ,Ψ : P2 → Pm, are each defined at
some point of an irreducible curve C of P2, then the following conditions are
equivalent:

(i) Φ and Ψ are equivalent on C.

(ii) Φ and Ψ agree at all points of C at which they both are defined.

(iii) If, for some i, Pi is non-zero at some point of C, then also Qi is non-
zero at some point of C and the rational functions on P2 Pj/Pi and
Qj/Qi restrict to the same rational function on C, for j = 0, . . . ,m,
j 6= i.

(iv) PiQj − PjQi ∈ (F ) for all i, j = 1, . . . ,m, i 6= j.

Proof: As noted in 4.1.13, by the hypothesis, both Φ and Ψ are defined at
all but finitely many points of C, from which (ii) ⇒ (i) is clear.

Assume that (i) is satisfied. Then, since Φ(p) = ΦP(p) and Ψ(p) = ΨQ(p)
for all points p at which both ΦP and ΨQ are defined, also ΦP and ΨQ are
defined and agree at all but finitely points of C. As a consequence, the
polynomials PiQj − PjQi, i, j = 1, . . . ,m, i 6= j, are zero at all but finitely
many points of C and (iv) follows from 3.6.14(a).

Assume (iv) and that Pi is non-zero at some point of C, or, equivalently,
that Pi /∈ (F ). By the hypothesis on ΦQ, there is a j for which Qj /∈ (F ).
If i 6= j and Qi ∈ (F ), PiQj − PjQi ∈ (F ) yields PiQj ∈ (F ) and so, by
the irreducibility of F , either Pi ∈ (F ) or Qj ∈ (F ), a contradiction in any
case. Thus Qi /∈ (F ). Both Pj/Pi and Qj/Qi may thus be restricted to C
and their restrictions agree due to (iv) and 3.7.3. This proves (iii).
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To close, assume (iii). We will check first that (iii) also holds for any
other representatives Φ′

P′ , P ′ = (P ′
0, . . . , P

′
m) and Ψ′

Q′ , Q′ = (Q′
0, . . . , Q

′
m)

of Φ and Ψ, provided each is defined at a point of C. Indeed, by 4.1.19 we
have equalities

P ′
iPj = P ′

jPi and Q′
iQj = Q′

jQi (4.3)

for i, j = 1, . . . ,m. Assume that P ′
i is non-zero at some point of C. Then

P ′
i /∈ (F ), and, ΦP being defined at some point of C, there is a j for which
Pj /∈ (F ); F being irreducible, it follows that PiP

′
j = P ′

iPj /∈ (F ); then
Pi /∈ (F ), after which it is non-zero at some point of C. By (iii), Qi is
non-zero at some point of C and then, repeating the preceding argument,
Q′
i is non-zero at some point of C. Thus, for any j 6= i, both the rational

functions P ′
j/P

′
i and Q′

j/Q
′
i may be restricted to C. Since, by the equalities

(4.3), P ′
j/P

′
i = Pj/Pi and Q′

j/Q
′
i = Qj/Qi as rational functions of Pn, the

restrictions of P ′
j/P

′
i and Q

′
j/Q

′
i to C agree.

Now, assume both Φ and Ψ to be defined at a point p ∈ C. By the above,
we may assume that representatives of them, ΦP , P = (P0, . . . , Pm), and
ΨQ, Q = (Q0, . . . , Qm) are both defined at p and satisfy (iii). There is thus
an i for which Pi is not zero at p and then (iii) ensures that the restrictions
of Pj/Pi and Qj/Qi to C are defined and agree for j = 1, . . . ,m, j 6= i.
By 3.7.7(a) applied to Pj/Pi − Qj/Qi, PiQj − PjQi is zero on C, still for
j = 1, . . . ,m, j 6= i, and hence

Φ(p) = [P0(p), . . . , Pm(p)] = [Q0(p), . . . , Qm(p)] = Ψ(p),

as claimed in (ii). ⋄
By 4.1.14(ii), the restrictions of the different representatives of a rational

map f on C patch together to define a map of a subset of C with finite
complement. This map clearly determines and is determined by f and will
be identified with f from now on: we will say that f is defined at p ∈ C – or
that p is a regular point of f – if and only if one of the representatives of f is
defined at p; then the image f(p) of p under f is defined as being the image
of p under any representative of f defined at p. The set of all the images
of regular points of f is called the image of f, denoted Im(f). The points at
which f is not defined are called points of indetermination of f. As for rational
functions, the rational map f is often referred to as the restriction to C of
any of its representatives.

Obviously any constant map from an irreducible curve C of P2 to Pm is
a rational map, as it is the restriction of a constant map P2 → Pm.

We will not make use of rational maps defined on reducible curves. There-
fore, in the sequel, when considering a rational map f defined on a curve C, we
will assume, sometimes implicitly, that C is irreducible. Also, when writing
f(p) we will implicitly assume that f is defined at p.

Remark 4.1.15 If two rational maps f, f′, from an irreducible curve C to
Pm, are defined and agree on all but finitely many points p ∈ C, then, by the
definition of the equivalence on C, f = f′.
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If homogeneous polynomials P0, . . . , Pn define a representative of a ratio-
nal map f : C → Pm, we will say that f is defined by P0, . . . , Pn, or by the
rule

f(p) = [P0(p), . . . , Pn(p)]

which clearly holds for all but finitely many p ∈ C. If furthermore P0 is
not zero at some point of C, then the rational functions ϕ1, . . . , ϕm on C
represented by P1/P0, . . . , Pn/P0 still determine f. Indeed, if y0, . . . , ym are
the homogeneous coordinates on Pm, then, excluding the finitely many points
p ∈ C for which P0(p) = 0, for all but finitely many p ∈ C the values ϕi(p)
are the affine coordinates Yi = yi/y0 of f(p), namely

f(p) = (ϕ0(p), . . . , ϕn(p)).

As for the rational maps on Pn, this equality is called an affine representation
of f.

When m = 1, Remark 4.1.10 still applies to the present case: once an
absolute coordinate has been chosen in P1, a rational map f : C → P1 is
determined by the single rational function ϕ1 appearing in its affine repre-
sentation, but ϕ1 is not determined by f. Therefore also ϕ1 and f have to be
retained as different objects.

The next proposition is a consequence of the principality of the local rings
of the smooth points of curves.

Proposition 4.1.16 If p is a smooth point of an irreducible curve C of P2,
then any rational map f : C → Pm is defined at p.

Proof: Take projective coordinates x0, x1, x2 on P2 such that p = [1, 0, 0]
and the line x1 = 0 is not tangent to C at p. In the affine chart x0 6= 0
we take affine coordinates x = x1/x0, y = x2/x0. Assume that f is the
restriction to C of a rational map given by homogeneous polynomials of
degree d, Fi ∈ C[x0, x1, x2], i = 0, . . . ,m. Consider the rational functions
fi = Fi/x

d
0 ∈ OP2,p, still for i = 0, . . . ,m, and denote by a bar ¯ the classes

in OC,p of the elements of OP2,p, that is, their restrictions to C. Since x̄ is a
generator of the maximal ideal MC,p of OC,p (3.7.14), we may write

f̄i = x̄ri ḡ′i,

where ri ≥ 0, g′i ∈ OP2,p and g′i(p) 6= 0, for i = 0, . . . ,m. By taking r =
min{r1, . . . , rm}, and gi = xri−rg′i, we have

f̄i = x̄rgi, (4.4)

r ≥ 0, still gi ∈ OP2,p for i = 0, . . . ,m and gi(p) 6= 0 for at least one value of
the index i.

Write gi = Gi/G, i = 0, . . . ,m, the Gi and G being homogeneous polyno-
mials of the same degree in x0, x1, x2, G(p) 6= 0: then Gi(p) 6= 0 for at least
one i. By the equalities (4.4), for each i = 0, . . . ,m, the rational functions

Fi

xd0
and

xr1Gi
xr0G
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agree on all but finitely many points of C. As a consequence, the rational
maps P2 → Pm defined by (F0, . . . , Fm) and (G0, . . . , Gm) are equivalent on
C and therefore both represent f. Since we know that Gi(p) 6= 0 for some i,
the latter is defined at p and therefore so is f, as claimed. ⋄

The claim of 4.1.16 cannot be extended to arbitrary points; here is an
example:

Example 4.1.17 An easy computation shows that the cubic curveC : x0x
2
1−

x0x
2
2 + x32 = 0, of a projective plane P2, is irreducible and has a node at

O = [1, 0, 0]. Using affine coordinates x = x1/x0, y = x2/x0 on the affine
chart A2 : x0 6= 0, representatives γ1, γ2 of the branches of C at O have
Puiseux series

s = x+ x2s1 and s′ = −x+ x2s′1

for some s1, s
′
1 ∈ C{x}.

Take P1 to be a projective line with fixed coordinates and Φ : P2 → P1

the rational map defined by the ordered pair of polynomials (x1, x2).
For any small enough neighbourhood U of O in A2, the restriction of Φ to

γ1∩U−{O} is (x, y) 7→ [x, x+x2s1(x)], whose unique continuous extension to
γ1∩U is (x, y) 7→ [1, 1+xs1(x)] and maps O to [1, 1]. Similarly, up to replacing
U with a smaller neighbourhood, the restriction of Φ to γ2 ∩U −{O} has as
unique continuous extension to γ2∩U the map (x, y) 7→ [1,−1+xs′1(x)] which
maps O to [1,−1]. Since [−1, 1] 6= [1, 1], the restriction of Φ to C ∩U − {O}
cannot be extended to a continuous map defined on the whole of C ∩ U .

Let f : C → P1 be the rational map represented by Φ. Any other repre-
sentative Ψ of f agrees with Φ on all but finitely many points of C, and so, in
particular, up to a suitable shrinking of U above, on all points of C∩U−{O}.
If O where a regular point of Ψ, the restriction of Ψ to C ∩ U would be a
continuous extension of the restriction of Φ to C∩U−{O}, against the above.
Therefore O is a point of indetermination of all the representatives of f, hence
a point of indetermination of f.

The following is a quite important claim, stronger than 4.1.15:

Proposition 4.1.18 If two rational maps f, f′ : C → Pm are defined and
agree at all points of an infinite subset T ⊂ C, then f = f′.

Proof: Assume f and f′ to be represented, respectively, by rational maps
of P2, Φ and Ψ, and these in turn by maps ΦP and ΨQ each defined at
some point of C, P = (P0, . . . , Pm), Q = (Q0, . . . , Qm). The polynomials
PiQj − PjQi, i, j = 0, . . . ,m, vanish at all points p ∈ T , because either one
of the representatives ΦP ,ΨQ is undefined at p, or they both have the same
value at p due to the hypothesis. Therefore, the polynomials PiQj − PjQi,
i, j = 0, . . . ,m, vanish at all points p ∈ C due to 3.6.14(a). Then ΦP(p) =
ΨQ(p) for all p ∈ C at which both ΦP and ΨQ are defined, and so Φ(p) = Ψ(p)
for all but finitely many points of C. The rational maps Φ and Ψ are thus
equivalent on C and hence f = f′ as claimed. ⋄
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Corollary 4.1.19 If C is an irreducible plane curve and f : C → Pm a
non-constant rational map, then:

(a) For any q ∈ Im(f), f−1(q) is a finite set.

(b) Im(f) is an infinite set.

Proof: The rational map f and the constant map with image q ∈ Im(f) are
defined and agree at all points of f−1(q); if f−1(q) is an infinite set, then they
agree by 4.1.18. For the second claim, note that the set of points at which f
is defined may be written ⋃

q∈Im(f)

f−1(q),

and we already know it to be an infinite set. Then Im(f) cannot be a finite
set due to claim (a). ⋄

Let C′ be an irreducible curve of a projective plane P′
2. The rational maps

f : C → P′
2 with Im(f) ⊂ C′, taken as maps f : C → C′ defined at all but

finitely many points of C, will be called rational maps from C to C′. For
any two plane irreducible curves C, C′, the constant maps C → C′ and, if
C′ = C, the identity map of C, obviously are rational maps C → C′.

In fact, any rational map f : C → P′
2 has its image contained in an

irreducible curve C′, and may therefore be taken as a rational map between
irreducible curves. Since we will make no use of this fact for a while, we delay
its proof to Section 4.11, see 4.11.17.

By identifying any abstract P1 to the line ℓ : x2 = 0 of a projective plane
P2, we will not distinguish between an arbitrary rational map

C −→ P1

p 7−→ [P0(p), P1(p)]

and the rational map between curves

C −→ ℓ

p 7−→ [P0(p), P1(p), 0].

Lemma 4.1.20 Assume that f : C → P′
2, C an irreducible curve of P2, is a

rational map. Assume also that a representative of f is given by homogeneous
polynomials P0, P1, P2, from which at least one is non-zero at some point of
C. If C′ is an irreducible curve of P′

2, in order to have Im(f) ⊂ C′ it suffices
to have [P0(p), P1(p), P2(p)] ∈ C′ for all p ∈ C for which [P0(p), P1(p), P2(p)]
is a well-defined point, namely (P0(p), P1(p), P2(p)) 6= (0, 0, 0).

Proof: Let the curve C′ be C′ : G = 0. Assume q ∈ Im(f); then q =
[Q0(p

′), Q1(p
′), Q2(p

′)] for some p′ ∈ C and polynomials Q0, Q1, Q2, not all
zero at p′ and defining a representative of f. Then, for all but finitely many
points p ∈ C, both [P0(p), P1(p), P2(p)] and [Q0(p), Q1(p), Q2(p)] are well-
defined points and agree. By the hypothesis, [Q0(p), Q1(p), Q2(p)] is also a
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well-defined point that belongs to C′ for all but finitely p ∈ C and hence, for
all these points, G(Q0(p), Q1(p), Q2(p)) = 0. By 3.6.14,G(Q0(p), Q1(p), Q2(p))
= 0 for all p ∈ C, in particular G(Q0(p

′), Q1(p
′), Q2(p

′)) = 0 and q ∈ C′ as
wanted. ⋄

Let f : C → C′ and g : C′ → C′′ be rational maps between irreducible
curves of projective planes P2, P

′
2 and P′′

2 , respectively. Assume first that
f is the constant map with image p ∈ C′. If g is defined at p, then the
composition g ◦ f is defined as being the constant map C → C′′ with image
g(p); if g is not defined at p, then the composition is left undefined. If f is
not constant, assume that it is represented by a rational map Φ of P2. Then
Φ is defined on all points of C but those belonging to a finite subset T of
C. Since the image of f is infinite (by 4.1.19), so is Φ(C − T ) and therefore
any representative Ψ of g may be composed with Φ, by 4.1.7. The rational
map C → C′′ represented by Ψ ◦ Φ is called the composition of f with g,
denoted g ◦ f. Next we check that it does not depend on the choice of the
representatives Φ and Ψ. Assume Φ′ and Ψ′ to also be representatives of f
and g. Then there is a finite subset K ′ ⊂ C′ such that Ψ and Ψ′ are defined
and agree at all points of C′ − K ′, and similarly, a finite K ⊂ C such that
Φ and Φ′ are defined and agree at all points of C −K. If L is the set of the
points p ∈ C−K for which Φ(p) = Φ′(p) ∈ K ′, then L is finite by 4.1.19 and
clearly Ψ(Φ(p)) and Ψ′(Φ′(p)) are defined and agree for p ∈ C −K ∪ L.

Remark 4.1.21 If the rational map f : C → C′ is not constant, then the
composition g ◦ f is defined for any rational map g : C′ → C′′.

A useful description of the composite map is provided next:

Proposition 4.1.22 Let f : C → C′ and g : C′ → C′′ be rational maps
between irreducible plane curves. Then:

(a) If g ◦ f is not defined, then for no p ∈ C is g defined at f(p). Otherwise,

(b) if g is defined at f(p), then (g ◦ f) is defined at p and (g ◦ f)(p) = g(f(p)).

(c) g ◦ f is the only rational map from C to C′′ satisfying (b).

Proof: If f is constant, then all claims are clear. Assume otherwise. Then
(b) is clear after choosing representatives Φ and Ψ, of f and g, defined at p
and f(p) respectively. Claim (c) follows from 4.1.18, because the hypothesis
of (b) is satisfied by all but finitely many p ∈ C due to 4.1.19. ⋄
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The next proposition directly follows from 4.1.22:

Proposition 4.1.23

(a) For any rational maps between irreducible plane curves

f : C −→ C′, g : C′ −→ C′′, h : C′′ −→ C′′′

we have

h ◦ (g ◦ f) = h ◦ (g ◦ f)
in the sense that if one of the sides is defined, so is the other and then
they agree.

(b) For any rational map between irreducible plane curves f : C → C′.

IdC′ ◦ f = f ◦ IdC = f.

In the sequel we will mainly deal with non-constant rational maps; Re-
mark 4.1.21 and Lemma 4.1.24 below will be frequently used, often with no
explicit reference.

Lemma 4.1.24 If both the rational maps f : C → C′ and g : C′ → C′′ are
non-constant, then so is g ◦ f.

Proof: By 4.1.19 applied to both f and g, the image of f contains infinitely
many points, and only finitely many of them can have the same image by g.
⋄

A rational map f : C → C′ is said to be birational if and only if there
is another rational map g : C′ → C which may be composed with f in both
senses yielding f ◦ g = IdC and g ◦ f = IdC′ , or, equivalently by 4.1.22,
f(g(q)) = q for all but finitely many q ∈ C′ and g(f(p)) = p for all but finitely
many p ∈ C. Clearly, such a g is then uniquely determined by f; it is called
the inverse of p, denoted p−1.

Remark 4.1.25 As a direct consequence of the definition, no birational map
is constant; therefore, by 4.1.22, the composition of birational maps

f : C −→ C′, g : C′ −→ C′′

is always defined and obviously the composite map g ◦ f is birational too, its
inverse being f−1 ◦ g−1. The inverse f−1 of any birational map f : C −→ C′ is
birational too, as its inverse is f. The identical map of any irreducible curve
is of course birational.

Proposition 4.1.26 If f : C → C′ is birational, then there are finite subsets
T ⊂ C and T ′ ⊂ C′ such that f and f−1 induce reciprocal bijections between
C − T and C′ − T ′.
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Proof: By the hypothesis, there are finite subsets T1 ⊂ C and T ′
1 ⊂ C′ such

that
f−1(f(p)) = p for p ∈ C − T1

and
f(f−1(q)) = q for q ∈ C′ − T ′

1.

Take
T2 = {p ∈ C | f(p) ∈ T ′

1}
and

T ′
2 = {q ∈ C′ | f−1(q) ∈ T1}

and then
T = T1 ∪ T2 and T ′ = T ′

1 ∪ T ′
2,

after which the claim follows by a direct check which is left to the reader. ⋄
The rest of this section is devoted to studying the action of rational maps

on rational functions. Assume that f : C → C′ is a non-constant ratio-
nal map between irreducible plane curves C of P2 and C′ of P′

2. Since
rational functions on C′ are in fact rational maps with a supplementary
structure on the target, they may be composed with f to give rational func-
tions on C. Namely, assume that ϕ is a rational function on C′; if y0, y1, y2
are coordinates on P′

2 assume that ϕ is represented by h = H1/H0, where
H1, H0 ∈ C[y0, y1, y2], are homogeneous of the same degree and H0(q) 6= 0 for
all but finitely many points q ∈ C′. If x0, x1, x2 are coordinates on P2, assume
f to be represented by a rational map between the projective planes given
by polynomials (P0, P1, P2). Then, for all but finitely many points p ∈ C,
[P0(p), P1(p), P2(p)] is a point of C′. Furthermore, f being not constant, by
4.1.19, still [P0(p), P1(p), P2(p)] ∈ C′ and H0(P0(p), P1(p), P2(p)) 6= 0 for all
but finitely many points of C. It follows that h(P0, P1, P2) ∈ C(x0, x1, x2)
defines a rational function on P2 which is defined on all but finitely many
points of C: the rational function on C it represents is called the pull-back
(or inverse image ) of ϕ by f, usually denoted f∗(ϕ), and also ϕ ◦ f.

It is clear from its definition above that f∗(ϕ) satisfies f∗(ϕ)(p) = ϕ(f(p))
for all but finitely many points p ∈ C. By 3.7.6, f and ϕ being given, this
property uniquely determines f∗(ϕ), which in particular proves that f∗(ϕ)
does not depend of the many choices made in its definition. Summarizing we
have proved:

Proposition 4.1.27 If f : C → C′ is a non-constant rational map between
irreducible plane curves C and C′, and ϕ ∈ C(C′), then there is one and only
one rational function f∗(ϕ) ∈ C(C′) that satisfies f∗(ϕ)(p) = ϕ(f(p)) for all
but finitely many points p ∈ C.

Remark 4.1.28 In the conditions of 4.1.27, if f is defined at p and ϕ is
regular at f(p), then f∗(ϕ) is regular at p and f∗(ϕ)(p) = ϕ(f(p)), because in
the definition of f∗(ϕ) we can use representatives of f and ϕ that are defined
at p and f(p), respectively.
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Example 4.1.29 As the reader may check, if f : C → P1 is a non-constant
rational map and z ∈ C(P1) is an absolute coordinate on P1, then f(p) =
(f∗(z)(p)) is an affine representation of f, and any affine representation of f
arises in this way.

The next proposition states the main properties of pulling back rational
functions:

Proposition 4.1.30 If f : C → C′ and g : C′ → C′′ are non-constant
rational maps between irreducible plane curves, then:

(a) For any ϕ ∈ C(C′′),

(g ◦ f)∗(ϕ) = f∗(g∗(ϕ)).

(b) For any ϕ ∈ C(C),
(IdC)

∗(ϕ) = ϕ.

(c) For any ϕ, ψ ∈ C(C′),

f∗(ϕ+ ψ) = f∗(ϕ) + f∗(ψ) and f∗(ϕψ) = f∗(ϕ)f∗(ψ).

(d) If κa and κ′a are, respectively, the constant maps from C and C′ with
value a ∈ C, then

f∗(κ′a) = κa.

Proof: Direct from 4.1.27, as by 3.7.3 it suffices to check that both sides of
each equality take the same value at all but finitely many points of C. ⋄

Remark 4.1.31 The field of rational functions C(C) of any irreducible curve
C is obviously an extension of C by identifying the complex numbers with the
constant functions. Claims (c) and (d) of 4.1.30 ensure that mapping each
ϕ ∈ C(C′) to f∗(ϕ) is a non-zero (and therefore injective) homomorphism of
fields f∗ : C(C′) → C(C) which leaves invariant the elements of C, hence a
C-algebra homomorphism; it is called the pull-back of rational functions .

The next proposition shows an important relationship between the irre-
ducible plane curves and their fields of rational functions.

Theorem 4.1.32 If C and C′ are irreducible plane curves, mapping f to f∗ is
a bijection between the set Rat(C,C′) of the non-constant rational maps from
C to C′ and the set HomC(C(C

′),C(C)) of the C-algebra homomorphisms
from C(C′) to C(C).

Proof: If P2 is the projective plane C belongs to, take on it projective
coordinates x0, x1, x2. On the plane P′

2 of C′ take projective coordinates
y0, y1, y2 such that C′ is not y0 = 0, and affine coordinates z = y1/y0 and
t = y2/y0 on the affine chart y0 6= 0. Denote by z̄ and t̄ the rational functions
on C′ represented by z and t.
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For the injectivity, assume we have rational maps f, g ∈ Rat(C,C′). For all
but finitely many points of C, (f∗(z))(p) = z̄(f(p)) and (f∗(t))(p) = t̄(f(p)) are
the first and second affine coordinates of f(p), and similarly for g. Therefore,
if f∗ = g∗, then, for all but finitely points p ∈ C, f(p) and g(p) have equal
coordinates and therefore agree. This gives f = g, by 4.1.18.

For the exhaustivity, assume given a C-algebra homomorphism ω : C(C′)→
C(C); ω being a non-zero homomorphism of fields, it is injective. Take rep-
resentatives of ω(z) and ω(t) written in the form P1/P0 and P2/P0, with
P0, P1, P2 ∈ C[x0, x1, x2] homogeneous of the same degree and P0(p) 6= 0 for
all but finitely many p ∈ C. The polynomials P0, P1, P2 define a rational
map Φ : P2 → P′

2 that represents a rational map f : C → P′
2. We will first

check that f is a rational map f : C → C′. To this end assume that

G =

d∑

i,j=0

ai,jy
d−i−j
0 yi1y

j
2

is an equation of C′. Then the rational function

G

yd0
=

d∑

i,j=0

ai,jz
itj

takes value zero at all the points of C′ in the affine chart y0 6= 0, which are
all but finitely many points of C′. Its restriction to C′ is thus the function
zero, and so we have the equality

0 =

d∑

i,j=0

ai,j z̄
it̄j .

Since ω is a C-algebra homomorphism, it follows that

0 =

d∑

i,j=0

ai,jω(z̄)
iω(t̄)j . (4.5)

The rational function on P2

d∑

i,j=0

ai,j

(
P1

P0

)i (
P2

P0

)j

is a representative of the right-hand side of (4.5) and therefore takes value
zero at all but finitely many points of C. As a consequence, by 3.6.14, the
polynomial

G(P0, P1, P2) =

d∑

i,j=0

ai,jP
d−i−j
0 P i1P

j
2

is zero on all points of C and, by 4.1.20, Im(f) ⊂ C′ as wanted.
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Once we know that f is a rational map f : C → C′, note that, by the
definition of the polynomials Pi, for all but finitely many points p of C, f(p)
has affine coordinates

z̄(f(p)) = ω(z̄)(p) and t̄(f(p)) = ω(t̄)(p). (4.6)

Then it is clear that f is not constant, as otherwise both ω(z̄) and ω(t̄) would
be constant, and then so would be z̄ and t̄ by the injectivity of ω, against the
fact that the affine part of C′ has infinitely many points. Thus f∗ is defined
and the equalities (4.6) ensure that for all but finitely many p ∈ C,

(f∗(z̄)(p) = z̄(f(p)) = ω(z̄)(p)

and

(f∗(t̄)(p) = t̄(f(p)) = ω(t̄)(p).

Therefore

f∗(z̄) = ω(z̄) and f∗(t̄) = ω(t̄).

Since z̄ and t̄ generate C(C′) = C(z̄, t̄) (3.7.8) as an extension of C, and both
f∗ and ω leave the elements of C invariant, it follows that f∗ = ω and the
proof is complete. ⋄

Corollary 4.1.33 A non-constant rational map f : C → C′ between irre-
ducible plane curves is birational if and only if f∗ is an isomorphism of C-
algebras.

Proof: The only if part is clear, as if f is birational then (f−1)∗ is the inverse
of f∗ due to the claims (a) and (b) of 4.1.23. For the if part, assume that f∗

has inverse ω. Then, by 4.1.32 ω = g∗ for a rational map g : C′ → C and so

(g ◦ f)∗ = f∗ ◦ g∗ = IdC(C′) = Id∗C′

and

(f ◦ g)∗ = g∗ ◦ f∗ = IdC(C) = Id∗C .

Since the map h 7→ h∗ has been seen to be injective in 4.1.32, it follows that

g ◦ f = IdC′ and f ◦ g = IdC ,

which prove that f is birational. ⋄

4.2 Reducing Singularities

The goal of this section is to prove that a sequence of standard quadratic
transformations (see Example 4.1.8) may be used to transform any irreducible
plane curve into one having only ordinary singular points.
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As explained in Examples 4.1.8 and 4.1.12, once the vertices p0, p1, p2
of a triangle T of P2 have been taken as the vertices of a projective refer-
ence, a standard quadratic transformation with fundamental triangle T is the
birational map Q : P2 → P2 defined by the equations

x̄0 = x1x2

x̄1 = x2x0

x̄2 = x0x1,

the point [x̄0, x̄1, x̄2] being, when defined, the image of [x0, x1, x2]. As already
noted in 4.1.8 and 4.1.12:

– Q equals its own inverse,

– the points of indetermination of Q are the vertices of T ,

– Q maps the points of each side of T other than the vertices to the opposite
vertex, and

– Q restricts to a bijection from the set of points belonging to no side of T
onto itself.

Let C : F = 0 be a curve of P2 of degree d. The reader may easily check
that the polynomial F̄ (x0, x1, x2) = F (x1x2, x2x0, x0x1) is not zero and has
degree 2d. It thus defines a curve C̄ of P2, of degree 2d, which is called the
total transform of C by Q.

Remark 4.2.1 Directly from its definition, q belongs to C̄ if and only if
either q is a point of indetermination of Q, or q is a regular point of Q and
Q(q) ∈ C.

Denote by ℓi the side of the fundamental triangle T opposite pi. The next
lemma describes the total transform C̄.

Lemma 4.2.2 If C contains no side of T , then its total transform C̄ decom-
poses as

C̄ = ep0(C)ℓ0 + ep1(C)ℓ1 + ep2(C)ℓ2 + C̃,

where C̃ contains no side of T and has degree 2d−ep0(C)−ep1(C)−ep2(C) >
0.

Proof: Write ei = epi(C), i = 0, 1, 2. The same arguments applying to the
other vertices, let us fix our attention on p0. If the equation of C is written
in the form

F = xd−e0 fe(x1, x2) + xd−e−1
0 fe+1(x1, x2) + · · ·+ fd(x1, x2)

where each fj , j = e, . . . , d, is a homogeneous polynomial of degree j and
fe 6= 0, then an equation of the 0-th affine part of C is

fe(x, y) + fe+1(x, y) + · · ·+ fd(x, y)
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and therefore, by 1.3.1 and 1.3.11, e = e0 and fe(x1, x2) = 0 is the tangent
cone to C at p0.

By a direct computation, the equation F̄ of C̄ has the form

F̄ = xe0
(
xd−e1 xd−e2 fe(x2, x1)

+ x0x
d−e−1
1 xd−e−1

2 fe+1(x2, x1) + · · ·+ xd−e0 fd(x2, x1)
)
,

in which a factor xe0 is evident. Replacing x0 with 0 in the other factor gives
xd−e1 xd−e2 fe(x2, x1) 6= 0; therefore the multiplicity of x0 as an irreducible
factor of F̄ is e = e0, as claimed.

Using similar arguments with the other vertices, we get a factorization

F̄ = xe00 x
e1
1 x

e2
2 F̃ ,

where F̃ has no factor xi, i = 0, 1, 2, and, obviously, has degree 2d−e0−e1−e2.
Assume 2d − e0 − e1 − e2 = 0: this forces ei < d for some i; all cases
being similar, assume i = 0. Then e1 + e2 > d, which, by the definition
of multiplicity and 3.3.9, forces the line ℓ0 and C to share an irreducible
component. The line ℓ0 being irreducible, it is contained in C against the
hypothesis. Therefore deg F̃ > 0 and the proof ends by taking C̃ to be
C̃ : F̃ = 0. ⋄

The curve C̃ of 4.2.2 is called the strict transform of C by Q; as seen, it
contains no side of the fundamental triangle.

Remark 4.2.3 If C = C1 + C2 contains no side of T , then the same holds
for C1 and C2, and a direct computation from the above definitions proves
that C̃ = C̃1 + C̃2.

Lemma 4.2.4 The strict transform of C̃ is C.

Proof: Use all notations as in the proof of 4.2.2. On one hand performing
again the substitution of variables into F̄ = F (x1x2, x2x0, x0x1) gives

¯̄F = F (x20x1x2, x0x
2
1x2, x0x1x

2
2) = xd0x

d
1x
d
2F (x0, x1, x2) (4.7)

where d = degC.
On the other, performing the same substitution on F̄ written as

F̄ = xe00 x
e1
1 x

e2
2 F̃

gives
¯̄F = xe1+e20 xe2+e01 xe2+e02 F̃ (x1x2, x2x0, x0x1), (4.8)

where F̃ (x1x2, x2x0, x0x1) is an equation of the total transform of C̃. Since
this equation in turn may be written as the product of some powers of the
variables by the equation G of the strict transform of C̃, (4.8) takes the form

¯̄F = xn0

0 xn1

1 xn2

2 G (4.9)

for some non-negative integers n0, n1, n2. By comparing (4.9) and (4.7) we
get F = G because neither has a factor xi, i = 0, 1, 2. This completes the
proof. ⋄
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Corollary 4.2.5 Still assuming that the curve C contains no side of the
fundamental triangle, C is irreducible if and only if its strict transform C̃ is
irreducible.

Proof: The if part has been seen in 4.2.3. For the converse just use 4.2.4.
⋄

Standard quadratic transformations are useful mainly due to their effect
on a singular point of a curve when it is taken as a vertex of the fundamental
triangle: this effect is described next, see also Figure 4.1:

Proposition 4.2.6 Let Q be a standard quadratic transformation of P2. Fix
any vertex p0 of its fundamental triangle T , call p1, p2 the other vertices and
let ℓi be the side of T opposite pi, i = 0, 1, 2. Then there is a bijection
τ between the pencil of lines through p0 and the line ℓ0 which satisfies the
following conditions:

(a) τ(ℓ1) = p2, τ(ℓ2) = p1.

(b) If C is any curve containing no side of T , call HC the set of lines tangent
to C at p0 other than ℓ1, ℓ2. Then τ maps HC onto C̃ ∩ ℓ−{p1, p2} and
the multiplicity of each ℓ ∈ L as a tangent to C at p0 equals [C̃ · ℓ0]τ(ℓ).

Proof: Take the notations as in the proof of 4.2.2, in particular an equation
F of C has the form

F = xd−e0 fe(x1, x2) + xd−e−1
0 fe+1(x1, x2) + · · ·+ fd(x1, x2),

with fj homogeneous of degree j, j = e, . . . , d, and fe 6= 0. According to the

computations made in the proof of 4.2.2, an equation of C̃ is

F̃ = x−e11 x−e22

(
xd−e1 xd−e2 fe(x2, x1)

+ x0x
d−e−1
1 xd−e−1

2 fe+1(x2, x1) + · · ·+ xd−e0 fd(x2, x1)
)
.

Therefore

xd−e−e11 xd−e−e22 fe(x2, x1) (4.10)

is an equation of C̃ ∩ ℓ0.
As recalled in the proof of 4.2.2, fe(x1, x2) is an equation of the tangent

cone to C at p0; assume that it factorizes into pairwise coprime factors

fe(x1, x2) = xr11 x
r2
1

s∏

j=1

(ajx1 + bjx2)
µj

with r1, r2 ≥ 0 and aj, bj 6= 0, j = 1, . . . , r. Then, on one hand, the tangents
to C at p0 other than ℓ1 : x1 = 0 and ℓ2 : x2 = 0 are the lines

tj : ajx1 + bjx2 = 0, j = 1, . . . , s,
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the multiplicity of each tj as a tangent being µj . On the other hand, from

(4.10), the points of C̃ ∩ ℓ0 − {p0, p1} are

qj = [0, aj,−bj], j = 1, . . . , s,

and
[C̃ · ℓ0]qj = µj .

After the above, just define τ as mapping the line ax1 + bx2 = 0 to the point
[0, a,−b] and the claim is satisfied. ⋄

Next we give a few remarks; in all of them the notations are as in 4.2.6.

Remark 4.2.7 The bijection τ of 4.2.6 is a projectivity, although we will
make no use of this fact in the sequel.

Remark 4.2.8 Conditions (a) and (b) in 4.2.6 clearly determine τ .

Remark 4.2.9 By 4.2.6, C̃ ∩ ℓ− {p1, p2} 6= ∅ yields p0 ∈ C.

Remark 4.2.10 It follows also from 4.2.6 that if C has an ordinary singu-
larity at p0, then [C̃ · ℓ0]q = 1 for all q ∈ C̃ ∩ ℓ0 − {p1, p2}. In particular, all

points in C̃ ∩ ℓ0 − {p1, p2} are non-singular points of C̃.

Remark 4.2.11 By 4.2.4, the roles of C and C̃ in the claim of 4.2.6 may be
swapped over. Therefore, also the tangents to C̃ at each vertex pi of T , other
than the sides of T through pi, correspond one to one with the intersections
of C and the opposite side ℓi, other than the vertices of T on ℓi, and equalities
of multiplicities similar to those of 4.2.6 hold.

As one could expect,

Proposition 4.2.12 For any irreducible curve C, other than a side of the
fundamental triangle of Q, Q restricts to a birational map from C to C̃.

Proof: We will check that the image under Q of any point p ∈ C other than
a vertex of T belongs to C̃. If p ∈ ℓi, then Q(p) = pi and pi ∈ C̃ by 4.2.9
applied to C̃ according to 4.2.11. If p belongs to no side of T , then q = Q(p)
belongs to no side of T either. Therefore Q(q) = p, which by 4.2.1 ensures
that q belongs to C̄, and hence also to C̃ because it belongs to no side of T .
⋄

The last result we need about standard quadratic transformations is that
they preserve both the multiplicity and the configuration of tangents of a
curve at all the points belonging to no side of the fundamental triangle:

Proposition 4.2.13 If the curve C contains no side of the fundamental tri-
angle T and p ∈ C belongs to no side of T , then there is a one to one corre-
spondence preserving multiplicities between the set of lines tangent to C at p
and the set of lines tangent to C̃ at Q(p). In particular, ep(C) = eQ(p)(C̃).
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Proof: Since the strict and total transforms of C differ by irreducible com-
ponents that miss p, it will suffice to prove that the total transform of C
fulfills the conditions of the claim. As above, take projective coordinates
x0, x1, x2 such that the equations of Q are x̄i = xjxk, {i, j, k} = {0, 1, 2},
the vertices of the reference then being the vertices of T . Take p = [1, a, b],
a 6= 0, b 6= 0. On the affine chart x0 6= 0 take the affine coordinates

x =
x1
x0
− a, y =

x2
x0
− b

whose origin is p. Write the equation of the affine part of C in the form

fe(x, y) + fe+1(x, y) + · · ·+ fd(x, y),

where d = degC, each fi is homogeneous of degree i and fe 6= 0. Then
e = ep(C) and a homogeneous equation of C may be recovered by replacing
x and y with x1/x0 − a and x2/x0 − b, respectively, and multiplying by xd0 ,
which gives

F = xd−e0 fe(x1 − ax0, x2 − bx0)
+ xd−e−1

0 fe+1(x1 − ax0, x2 − bx0) + · · ·+ fd(x1 − ax0, x2 − bx0).

An equation of the total transform is thus

F̄ = xd−e1 xd−e2 fe(x0x2 − ax1x2, x0x1 − bx1x2)
+ xd−e−1

1 xd−e−1
2 fe+1(x0x2 − ax1x2, x0x1 − bx1x2) + . . .

+ fd(x0x2 − ax1x2, x0x1 − bx1x2).

Now we take on the affine chart new affine coordinates x′, y′ with origin

p′ = Q(p) = [ab, b, a] = [1, 1/a, 1/b],

namely

x′ =
1

a
− x1
x0
, y′ =

1

b
− x2
x0
.

Then
x1
x0

=
1

a
− x′, x2

x0
=

1

b
− y′,

and so replacing in F̄ the homogeneous coordinates x0, x1, x2 with 1, 1a −
x′, 1b − y′ gives the following equation of the affine part of C̄:

(
1

a
− x′

)d−e(
1

b
− y′

)d−e
fe

(
a

b
x′ − ax′y′, b

a
y′ − bx′y′

)
+

(
1

a
− x′

)d−e−1(
1

b
− y′

)d−e−1

fe+1

(
a

b
x′ − ax′y′, b

a
y′ − bx′y′

)
+ . . .

+

(
a

b
x′ − ax′y′, b

a
y′ − bx′y′

)
.
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From it, only the first summand has a non-zero homogeneous part of degree
e, which is

1

ad−e
1

bd−e
fe

(
a

b
x′,

b

a
y′
)
.

It may be taken as an equation of the affine part of the tangent cone to C̄ at
p′; since there is an obvious multiplicity preserving one to one correspondence
between its linear factors and those of fe(x, y), the claim follows. ⋄

Now we reach the main goal of this section:

Theorem 4.2.14 If C is an irreducible curve of P2, then there is a finite
sequence of standard quadratic transformations of P2 such that the iterated
strict transform of C by the transformations of the sequence has no singular-
ities other than ordinary singular points.

Proof: As before, take d = degC. If C has no singular point other than or-
dinary singularities, the empty sequence (or Q,Q, for any standard quadratic
transformation Q) does the job. Otherwise, let p be a non-ordinary singular
point of C and take e = ep(C). We select a triangle T in the following way:

(1) Take p = p0 as the first vertex of T .

(2) As allowed by 3.5.13, take the sides ℓ1, ℓ2 of T through p to be two
different lines through p, each different from any tangent to C at p
and missing all intersections of C and the polar Pp(C). By 3.5.11 the
intersection of each of these sides and C consists of p and d− e different
points, all different from p, at which the intersection multiplicity of C
and the side is one.

(3) Choose the vertex p1 to be any point of ℓ2 not belonging to C.

(4) Choose the third side ℓ0 to be any line through p1 missing all points in
C ∩ ℓ1 or C ∩ Pp1(C). Again by 3.5.11 C ∩ ℓ0 consists of d different
points, the intersection multiplicity of C and ℓ0 at each of them being
equal to one.

Let Q be a standard quadratic transformation with fundamental triangle
T . The strict transform C̃ of C by Q has degree 2d − e. Furthermore, by
the choices (2) and (4) above and 4.2.11, C̃ has d simple tangents at p and
d − e simple tangents at each of the vertices p1 and p2. In particular, the
multiplicities of C̃ at p and p1 are at least d and d − e. Since d + d − e =
2d − e = deg C̃ and ℓ2 6⊂ C̃, by 3.3.9 these multiplicities cannot be higher.
Therefore we have ep(C̃) = d, ep1(C̃) = d−e, which shows that C̃ has exactly
d different tangents at p, all simple, exactly d− e different tangents at p1, all
simple too, and no point other than p and p1 on ℓ2.

A similar argument applying to p, p2 and ℓ1, we conclude that the only
points of C̃ on ℓ1 or ℓ2 are p, p1, p2 and these are ordinary singularities of
multiplicities d, d − e and d − e, respectively. In addition C̃ has points
q1, . . . , qs ∈ ℓ0 − {p1, p2}, each corresponding to one of the tangents to C
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Figure 4.1: On the left, a quartic C, with a two-branched triple point p0, and the
fundamental triangle of a standard quadratic transformation Q in the conditions of
the proof of 4.2.14. On the right, the strict transform of C by Q. (Hand drawings,
not plots of actual curves).

at p. By 4.1.8 and 4.2.13, Q restricts to a multiplicity-preserving bijection
between the sets of points of C and C̃ that belong to no side of T . Therefore,
C̃ has no singular points other than:

(1) The fundamental points p, p1, p2, which are ordinary singularities of C̃,
of multiplicities d, d− e and d− e, respectively.

(2) The non-fundamental points q1, . . . , qs of C on ℓ0. We will write ei =
eqi(C̃), i = 1, . . . , s.

(3) The images q′ = Q(q) of the singular points q of C other than p. For
each such q, eq(C) = eq′(C̃) and furthermore q′ is an ordinary singularity

of C̃ if and only if q is an ordinary singularity of C (by 4.2.13).

Now we will compare the deficiencies of C and C̃. According to the
definition in 3.5.24

σ(C) =
(d− 1)(d− 2)

2
− e(e− 1)

2
−R

where R =
∑
eq(eq−1)/2, the summation running over the singular points of

C other than p. By 4.2.13, R =
∑
eQ(q)(eQ(q)−1)/2, the summation running

as above. Therefore, according to the description of the singular points of C̃
already given,

σ(C̃) =
(2d− e− 1)(2d− e− 2)

2
− d(d− 1)

2

− 2
(d− e)(d− e− 1)

2
−

s∑

i=1

ei(ei − 1)

2
−R.

After computation we have

σ(C) − σ(C̃) =

s∑

i=1

ei(ei − 1)

2
.
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It follows that either σ(C) > σ(C̃), or σ(C) = σ(C̃) and ei = 1, i = 1, . . . , s.
In the latter case, the number of non-ordinary singular points of C̃ is one less
than the number of non-ordinary singular points of C.

Now, if C̃ has no non-ordinary singularities, we are done. Otherwise we
repeat the procedure from C̃ and a non-ordinary singular point of it, and so
on. At each step either the deficiency drops, or the deficiency stays constant
and the number of non-ordinary singular points drops; since the deficiency
has been seen to be always non-negative in 3.5.24, after finitely many steps
the iterated strict transform of C has no non-ordinary singular points, as
wanted. ⋄

A direct consequence of 4.2.14 and 4.2.12 is:

Corollary 4.2.15 For any irreducible curve C of P2 there is an irreducible
curve C′ of P2, all of whose singular points are ordinary, and a birational
map T : C → C′.

4.3 Birational Equivalence and Intrinsic

Geometry

Two irreducible plane curves C and C′ are said to be birationally equivalent
if and only if there is a birational map f : C → C′. Birational equivalence is
indeed an equivalence relation due to 4.1.25.

Remark 4.3.1 Corollary 4.2.15 just says that any irreducible curve of P2

is birationally equivalent to an irreducible curve of P2 with only ordinary
singularities.

As said at the beginning of this chapter, the intrinsic geometry on al-
gebraic curves studies the properties of irreducible curves that are invariant
under birational equivalence. The objects associated to an irreducible curve
C which – up to isomorphism – depend only on the birational equivalence
class of C, are said to be birational invariants . The field of rational functions
C(C) of C, as a C-algebra, is a birational invariant due to 4.1.33.

Remark 4.3.2 Proposition 4.1.32 and Corollary 4.1.33 ensure that two ir-
reducible plane curves are birationally equivalent if and only if their fields
of rational functions are isomorphic as C-algebras. Therefore, the intrinsic
geometry on an irreducible curve C depends only on the C-algebra C(C);
in fact it can be developed making exclusive use of C(C), with no use of C
itself or other geometric objects such as points, curves, etc. For such a purely
algebraic approach, the reader is referred to [5].

Although it is also related to projective problems (see for instance Exercise
4.17), the intrinsic geometry on algebraic curves did appear, by the middle
of the 19th century, as a geometric counterpart to the study of algebraic
functions in a single variable, already undertaken by analysts like Abel, Jacobi
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and Weierstrass. According to the by then quite usual definition, an algebraic
function u(x), of the complex variable x, is a multi-valued function whose
values for x = α ∈ C are the solutions of the equation in y, P (α, y) = 0, where
P is a fixed polynomial, P ∈ C[x, y], degy P > 0. The rational functions arise
for degy P = 1 and the easiest non-rational algebraic function is the square
root, for which P = y2 − x. It is usual to take P irreducible – the function
u then being called irreducible too – as the general case is reduced to the
irreducible one by splitting the algebraic function into the ones defined by
the irreducible factors of P .

To turn the algebraic functions into single-valued functions, Riemann pro-
posed replacing them by closely related functions of a variable point on an
irreducible algebraic curve. To be precise, consider the above algebraic func-
tion u, assumed irreducible, and, with it, all functions rational in u and the
free variable x, namely the R(x, u(x)), R ∈ C(x, y). Take C to be the pro-
jective closure of the affine curve P (x, y) = 0 and denote by a bar ¯ the
restrictions to C. Riemann proposed to replace u with ȳ, and consequently
each R(x, u(x)), R ∈ C(x, y) with R(x̄, ȳ). For instance x/

√
x3 − 1, as a

function of the free variable x, would be replaced with x̄/ȳ, as a function of
the variables x̄, ȳ related by the equality ȳ2 = x̄3 − 1, or, which is the same,
as a function of the point (x̄, ȳ) varying on the curve y2 − x3 + 1 = 0. This
replaces the family of algebraic functions {R(x, u(x)) | R ∈ C(x, y)} with just
C(C). The original multi-valued functions are of course recovered from their
replacements by considering the values of the latter as functions of the first
coordinate of p ∈ C, and not as functions of p itself. Riemann’s proposal was
successful to the point that today an algebraic function in a single variable
is usually understood to be a rational function on an algebraic curve.

Next we will start building up the geometric setting needed for Brill and
Noether’s approach to the intrinsic geometry on curves. Our first job is to
show that restricting to branches eliminates all the indeterminations of the
rational maps and the rational functions at the points of a curve.

Proposition 4.3.3 Let C be an irreducible curve of P2, γ a branch of C with
origin O and f : C → Pm a rational map. There is an open neighbourhood U
of 0 in C and a uniformizing map ϕ : U → C such that the composition of
ϕ|U−{0} with f is a well-defined map

f ◦ ϕ|U−{0} : U − {0} −→ Pm

which has a unique extension to an analytic map

fU : U −→ Pm.

Furthermore the germ fγ of fU at 0 is uniquely determined by f and γ up to
isomorphism on the source.

Proof: Take on P2 projective coordinates x0, x1, x2 for which O = [1, 0, 0]
and the affine coordinates x = x1/x0, y = x2/x0 on the 0-th affine chart.
Let ϕ′ : U ′ → C be a uniformizing map of γ given by ϕ(t) = (u(t), v(t))
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for t ∈ U ′, where u and v are integral power series convergent in U ′. After
taking homogeneous coordinates y0, . . . , ym on Pm, there are homogeneous
polynomials Pi ∈ C[x0, x1, x2] such that f(p) = [P0(1, x, y), . . . , Pm(1, x, y)]
for all p = (x, y) ∈ C ∩ A2 other than finitely many points q1, . . . , qr. Then
there is a smaller open neighbourhood U ⊂ U ′ of 0 such that no point in
U − {0} has image qi, i = 1, . . . , r (use 2.4.10). Take ϕ = ϕ′

|U ; then, clearly,
f ◦ ϕ|U−{0} is well defined and given by the rule

t 7−→ [P0(1, u(t), v(t)), . . . , Pm(1, u(t), v(t))].

If each of the series above is written

Pi(1, u(t), v(t)) = triwi(t), wi(0) 6= 0,

and, up to renumbering the coordinates on Pm, we assume r0 ≤ ri for i > 0,
then we take affine coordinates Yi = yi/y0 on the 0-th affine chart of Pn.
Using them, we have

f ◦ ϕ(t) =
(
tr1w1(t)

tr0w0(t)
, . . . ,

tr1w1(t)

tr0w0(t)

)
.

for t ∈ U −{0}, and just cancelling the factor tr0 provides the wanted exten-
sion to U, namely

fU (t) =

(
tr1−r0w1(t)

w0(t)
, . . . ,

tr1−r0w1(t)

w0(t)

)
.

Such an extension is unique by continuity.
For the second claim, assume that ϕ̄ : Ū → C is a second uniformizing

map for which f ◦ ϕ̄|Ū−{0} is defined on Ū − {0} and extends to an analytic

map fŪ defined on Ū . Then, by 2.4.7(b), up to reduction of Ū , there is a
representative σ : W → Ū of an analytic isomorphism such that ϕ and ϕ̄ ◦ σ
have the same germ at 0; then they restrict to the same map ψ : V → C for
a certain open neighbourhood V of 0 in C, V ⊂ U ∩W . It follows that both
f ◦ϕ|U−{0} and f ◦ ϕ̄|Ū−{0} ◦ σ|W−{0} restrict to f ◦ψ|V−{0}: by continuity, fU
and fŪ ◦ σ agree on V and thus give rise to the same germ at 0. ⋄

Remark 4.3.4 Proceeding as in the proof of 4.3.3, with no need of renum-
bering the coordinates on Pn, for any t ∈ U we have

fU (t) =

[
P0(1, u(t), v(t))

tr
, . . . ,

Pm(1, u(t), v(t))

tr

]

where r = min{otPi(1, u(t), v(t))}i=0,...,m.

Remark 4.3.5 If the rational map f of 4.3.3 is defined at the origin O of γ,
then, for a suitable uniformizing map ϕ, f ◦ ϕ is analytic and therefore may
be taken as fU . By the uniqueness of fγ , fγ(0) = fU (0) = f(O).
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A result similar to Proposition 4.3.3 holds for rational functions as well;
it may be presented as a consequence of 4.3.3, but giving a direct proof is
easier. In the sequel C ∪ {∞} denotes the Riemann sphere.

Proposition 4.3.6 Let C be an irreducible curve of P2, γ a branch of C
with origin O ∈ C and f ∈ C(C) a rational function. There is an open
neighbourhood U of 0 in C and a uniformizing map ϕ : U → C such that the
composition of ϕ|U−{0} with f is a well-defined map

f ◦ ϕ|U−{0} : U − {0} −→ C

which has a unique extension to a meromorphic function

fU : U −→ C ∪ {∞}.

Furthermore, the germ fγ of fU at 0 is uniquely determined by f and γ up
to isomorphism on the source.

Proof: As before, take projective coordinates x0, x1, x2 on P2 such that the
origin of γ is [1, 0, 0], the affine chart x0 6= 0 and coordinates x = x1/x0,
y = x2/x0 on it. Assume that f is the restriction of the rational function
P1/P0 of P2, where P0, P1 ∈ C[x0, x1, x2] are homogeneous and have the same
degree, and P1(p) 6= 0 for all but finitely many p ∈ C. Assume also that a
uniformizing map of γ is

ϕ : U −→ C

t 7−→ (u(t), v(t))

where U is an open neighbourhood of 0 in C and u, v ∈ C{t} are convergent
in U and have u(0) = v(0) = 0. Up to replacing U with a smaller neighbour-
hood, it is not restrictive to assume that P1(1, u(t), v(t)) 6= 0 for t ∈ U −{0}
(use 2.4.10). Then,

f(ϕ(t)) =
P1(1, u(t), v(t))

P0(1, u(t), v(t))

for all t ∈ U − {0} and so, not only is f ◦ ϕ|U−{0} a well-defined map, but
also it obviously extends to the wanted meromorphic function fU by just
cancelling all factors t shared by P1(1, u(t), v(t)) and P0(1, u(t), v(t)). The
uniqueness of the extension is clear by continuity. The second claim follows
from an argument similar to the one used in the proof of 4.3.3, the details of
which are left to the reader. ⋄

Remark 4.3.7 Notations and hypothesis being as in the proof of 4.3.6, if
r = min{otP1(1, u(t), v(t)), otP0(1, u(t), v(t))}, then

fU (t) =
t−rP1(1, u(t), v(t))

t−rP0(1, u(t), v(t))
(4.11)

for t ∈ U . Therefore, if the rational function f of 4.3.6 is defined at the
origin O of γ, then P1/P0 may be chosen with P0(1, 0, 0) 6= 0, after which
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r = 0 and fU and fγ are, respectively, the restriction to U and the germ
at 0 of f ◦ ϕ. In particular, in such a case, as for rational maps in 4.3.5,
fγ(0) = fU (0) = f(O).

Remark 4.3.8 If f, g ∈ C(C), using the equality (4.11) for both f and g, or
just the uniqueness claimed in 4.3.6, we have

(f + g)γ = fγ + gγ and (fg)γ = fγgγ .

Let C be, as above, an irreducible curve of P2. The set of all branches of
C will be called the Riemann surface of C, denoted X(C) in the sequel. The
word surface is used because X(C) may be given a topology with which it
becomes a topological variety of real dimension two. The elements of X(C)
will be referred to as points of the Riemann surface as well as branches of C.
Clearly, taking χC(γ) equal to the origin of γ, for all branches γ of C, defines
an exhaustive map

χC : X(C) −→ C

through which the smooth points of C are in one to one correspondence with
the branches with origin at them, due to 2.4.5. In particular, if C is smooth,
then χC is a bijection; in such a case it is usual to identify C and X(C)
through χC , making no distinction between each point of a smooth curve C
and the only branch with origin at it.

Back to the case of a possibly singular C, the Riemann surface X(C) may
be viewed, heuristically, as a modified copy of C in which the smooth points
of C remain unaltered, while each singular point O of C has been turned into
finitely many different points of X(C), one for each branch of C with origin
at O. The aim is to separate the coincident origins of different branches
into different points, and this is achieved, formally, by taking as points the
branches themselves.

Let f be a rational function on C. If γ is a branch of C – that is, a point
of X(C) – we define the value of f at γ as being X(f)(γ) = fγ(0) ∈ C∪{∞},
fγ the meromorphic germ of 4.3.6. The fact that fγ is determined up to
isomorphism on the source guarantees that the definition does not depend
on any choice. The rational function f thus lifts to a well-defined map

X(f) : X(C) −→ C ∪ {∞}
γ 7−→ X(f)(γ)

which, by 4.3.7, satisfies X(f)(γ) = f(χC(γ)) for all branches γ at whose
origin χC(γ) the function f is defined. We have seen – in Example 4.1.17 –
that in general the indeterminacy of a rational function at certain points of C
cannot be removed preserving continuity: the map X(f) may be understood
as the result of removing the indeterminacy of f by separating the origins of
the different branches of C into different points (of X(C)). In the sequel we
will write just f(γ) instead of X(f)(γ) if no confusion may result. We have:

Lemma 4.3.9 For any f, g ∈ C(C) and any γ ∈ X(C),

(f + g)(γ) = f(γ) + g(γ) and (fg)(γ) = f(γ)g(γ).
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Proof: Direct from 4.3.8. ⋄
If the germ of meromorphic function fγ is not zero, then it may be repre-

sented by a Laurent series tru(t) where r ∈ Z, u is a convergent power series
and u(0) 6= 0. Again, the fact that fγ is determined up to isomorphism on
the source ensures that r is determined by f and γ. We define the order of f
along γ – or at γ if γ is thought of as a point of X(C) – as oγf = r. If r > 0,
γ is said to be a zero of f of order – or multiplicity – r. When r < 0 or,
equivalently, f(γ) =∞, γ is said to be a pole of f of order – or multiplicity
– r. As usual we take oγ0 =∞ for any branch γ.

If a rational function Φ of P2 can be restricted to C, then its order along
γ is taken to be the order along γ of its restriction; by 4.3.7, this extends the
definition given in Section 2.6 for Φ regular at the origin of γ.

Proposition 4.3.10 For any f, g ∈ C(C) and any γ ∈ X(C), using the
customary rules with ∞,

oγ(f + g) ≥ min(oγf, oγg),

the equality holding if oγf 6= oγg, and

oγ(fg) = oγf + oγg.

Proof: Direct from the definitions and 4.3.8. ⋄
The preceding definitions are the main reason for considering the Riemann

surface X(C) instead of the projective curve C: all the rational functions on
C can be evaluated at the points of X(C), while, in general, they cannot at
all the points of C. Avoiding much of our formalism, the classical geometers
took the points of X(C) as the true points of the curve C regarding its
intrinsic geometry; the fact that two of these points become coincident when
X(C) is mapped into P2 via χC was regarded by them just as, in their own
words, a projective accident.

Next we will lift non-constant rational maps between irreducible curves to
well-defined maps between their Riemann surfaces using 4.3.3. Assume C and
C′ to be irreducible curves, of projective planes P2 and P′

2, and f : C → C′ a
non-constant rational map between them. If γ is a branch of C, then, for a
certain O′ ∈ C′, fγ is a germ of analytic map

fγ : (C, 0) −→ (C′, O′)

which, by 2.4.7, factorizes through the uniformizing germ of a uniquely de-
termined branch γ′ of C′ with origin O′. We set X(f)(γ) = γ′, thus defining
a map

X(f) : X(C) −→ X(C′).
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Remark 4.3.11 If f is defined at the origin O of γ, then, by 4.3.5, X(f)(γ)
has origin O′ = fγ(0) = f(O). The diagram

X(C)
X(f)−−−−→ X(C′)

χC

y
yχC′

C
f−−−−→ C′

is thus commutative, in the sense that when f(χC(γ)) is defined, then it equals
χC′(X(f)(γ)).

Example 4.3.12 Fix homogeneous coordinates x0, x1, x2 on P2 and let Q
be the standard quadratic transformation

Q : P2 −→ P2

[x0, x1, x2] 7−→ [x1x2, x0x2, x0x1].

Let C be an irreducible curve through q = [1, 0, 0], not a side of the fun-
damental triangle, and γ a branch of C with origin at q. Then γ has a
uniformizing map

t 7−→ [1, teu(t), tev(t)]

where u, v ∈ C{t} and either u(0) 6= 0 or v(0) 6= 0. Then e = eq(γ) and
the tangent to γ is the line ℓ : v(0)x1 − u(0)x2 = 0 (as it has the highest
intersection multiplicity with γ). If Q̄ is the restriction of Q to C, Q̄γ is given
by

t 7−→ [teu(t)v(t), v(t), u(t)]

and hence the origin of Q̄γ is the point q′ = [0, v(0), u(0)]. Still naming τ the
bijection of 4.2.6, the reader may easily check that q′ = τ(ℓ) (see the end of
the proof of 4.2.6).

We have:

Proposition 4.3.13 For any irreducible projective plane curves C, C′ and
C′′:

(a) X(IdC) = IdX(C).

(b) If f : C → C′ and g : C′ → C′′ are non-constant rational maps, then so
is g ◦ f and

X(g ◦ f) = X(g) ◦X(f).

(c) If f : C → C′ is a birational map, then X(f) is a bijection and

X(f)−1 = X(f−1).
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Proof: Claim (a) is clear, while claim (c) is straightforward from claims (a)
and (b). Next we prove claim (b). First note that g ◦ f is non-constant due
to 4.1.24. Take any γ ∈ X(C) and write γ′ = X(f)(γ). By the definition
of γ′′ = X(g)(γ′), there is a uniformizing map ϕ′ : U ′ → C′ of γ′ such
that the extension gU ′ of g ◦ ϕ′

|U ′−{0} factorizes through a uniformizing map

ϕ′′ : U ′′ → C′′ of γ′′. For a uniformizing map ϕ : U → C of γ, the extension
fU of f◦ϕ|U−{0} factorizes in turn through a uniformizing map of γ′ which, up
to a reduction of U , may be assumed to be ϕ′. There is thus a commutative
diagram

C
f // C′ g // C′′

U

ϕ

OO
fU

==④④④④④④④④

ψ
// U ′

ϕ′

OO

gU′

<<③③③③③③③③

ψ′

// U ′′

ϕ′′

OO

where ψ and ψ′ are analytic maps. Now, it is clear from the diagram that
gU ′ ◦ψ is the extension of (g◦ f)◦ϕ|U−{0}, and also that it factorizes through
the uniformizing map ϕ′′ of γ′′. It follows that X(g ◦ f)(γ) = γ′′, as wanted.
⋄

In the sequel, if no confusion may result, we will write just f(γ) forX(f)(γ).
Next is a sort of local refinement of 4.2.15. It is an example of what is usually
called a local uniformization result:

Proposition 4.3.14 Let C be an irreducible curve of P2 and γ a branch of
C. Then there is a birational map f : C → C̄ such that all singular points of
C̄ are ordinary and the origin of f(γ) is a non-singular point of C̄.

Proof: Take the birational map T : C → C′ of 4.2.15. If the origin q of
T(γ) is a non-singular point of C′, then the claim is proved. Otherwise q is
an ordinary singularity of C′. We take a standard quadratic transformation
Q whose fundamental triangle T has its first vertex at q and satisfies the
conditions (2) to (4) posed in the proof of 4.2.14: we will prove that it suffices
to take f = Q̄ ◦ T, where Q̄ is the birational map between C′ and its strict
transform C̃′ induced by Q. Indeed, on one hand, as seen in the proof of
4.2.14, Q does not introduce new non-ordinary singularities and therefore, in
this case, C̃′ has all its singular points ordinary. On the other hand, we have
seen in 4.3.12 that the origin q′ of Q̄(T(γ)) is one of the points of the strict

transform C̃′ on the side of T opposite q, not a vertex. Since the singularity
of C′ at Q is ordinary, this point is non-singular, by 4.2.10. ⋄

Before continuing, we need to recall an elementary notion relative to germs
of analytic functions. Assume that ψ : (C, 0) → (C, 0) is a germ of analytic
map. If ψ is represented by a power series u =

∑
i≥r ait

i, r > 0, ar 6= 0, then
the integer r is called the ramification index of ψ. As the reader may easily
see, if ψ̃ is any representative of ψ, the ramification index r equals the number
of elements of the inverse image ψ̃−1(t) that approach 0 when t approaches
0. From this fact, and also from a direct computation, it follows that the
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ramification index of ψ equals the ramification index of any composition
ρ ◦ ψ ◦ δ, where ρ and δ are analytic isomorphisms.

Back to considering a non-constant rational map f : C → C′ and γ ∈
X(C), we have seen that fγ factorizes through a uniformizing germ ϕ′ of f(γ)
in the form

fγ = ϕ′ ◦ ψ,
where ψ : (C, 0) → (C, 0) is a uniquely determined germ of analytic map
(2.4.7). Such a ψ may be understood as describing the local behaviour of
the restriction of f to a representative of γ because there is a commutative
diagram

U
ϕ̃−−−−→ C

ψ̃

y
yf

U ′ ϕ̃′

−−−−→ C′

where ψ̃ is a representative of ψ and ϕ̃ and ϕ̃′ are injective representatives
of ϕ and ϕ′ respectively. The germ ψ is determined up to composition with
analytic isomorphisms on both sides, due to the determination of the uni-
formizing germs up to analytic isomorphisms on their sources, but this, as
noticed above, does not affect its ramification index: then the ramification
index of f at γ is defined as being the ramification index of ψ at γ.

Proposition 4.3.15 If f : C → C′ is a non-constant rational map between
irreducible projective plane curves, then for any g ∈ C(C′) and any γ ∈ X(C)
we have

f∗(g)(γ) = g(f(γ))

and
oγ f

∗(g) = rof(γ)g,

where r is the ramification index of f at γ.

Proof: Arguing as in the proof of 4.3.13, there is a commutative diagram

C
f // C′ g // C ∪ {∞}

U

ϕ

OO
fU

>>⑤⑤⑤⑤⑤⑤⑤⑤

ψ
// U ′

ϕ′

OO

gU′

::ttttttttt

in which ϕ is a uniformizing map of γ, fU the extension of f ◦ ϕ|U−0, which
factorizes through the uniformizing map ϕ′ of f(γ), and gU ′ the meromorphic
extension of g ◦ ϕ′

|U ′−0. Regarding the first claim, it is clear that f∗(g) ◦
ϕ = g ◦ f ◦ ϕ|U−0 has meromorphic extension gU ′ ◦ ψ and hence f∗(g)(γ) =
gU ′(ψ(0)) = gU ′(0) = g(f(γ)) as claimed.

For the second claim, if r is the ramification index of f at γ and ℓ = oγg,
for t and t̄ close enough to 0 we have ψ(t) = tru(t) and gU ′(t̄) = t̄ℓv(t) with u
and v convergent series, u(0) 6= 0 and v(0) 6= 0. By replacing t̄ with tru(t) the
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claim follows, because, as seen above, gU ′ ◦ ψ is the meromorphic extension
of f∗(g) ◦ ϕ|U−0. ⋄

Corollary 4.3.16 For any irreducible projective plane curves C, C′ and C′′:

(a) All ramification indices of IdC equal one.

(b) If f : C → C′ and g : C′ → C′′ are non-constant rational maps with
ramification indices r at γ ∈ X(C) and r′ at f(γ) respectively, then the
ramification index of g ◦ f at γ is rr′.

Proof: The first claim is obvious, and follows also from the second one using
Id2C = IdC .

For the second claim take h ∈ C(C′′) with og(f(γ))h > 0 (any of the
coordinate functions will do if affine coordinates with origin the origin of
g(f(γ)) are taken). Then, if r′′ is the ramification index of g ◦ f at γ, using
4.3.15 three times,

r′′og(f(γ))h = oγ(g ◦ f)∗(h) = oγ(f
∗(g∗(h)) = rof(γ)(g

∗(h)) = r′rog(f(γ))h,

thus proving the claim. ⋄

Corollary 4.3.17 If f : C → C′ is a birational map between irreducible plane
curves, then the ramification index of f at any γ ∈ X(C) is one, and so, for
any g ∈ C(C′) and any γ ∈ X(C),

oγf
∗(g) = of(γ)g.

Proof: Direct from the existence of f−1, 4.3.15 and 4.3.16. ⋄
Still let C denote an arbitrary irreducible curve of P2. The claims belong-

ing to the intrinsic geometry on C will make use, exclusively, of the Riemann
surface X(C) of C, the field C(C) of rational functions on C, the values and
orders of these functions at the points of X(C) and further objects defined
using them. We have seen above that a birational map

f : C −→ C′

induces a bijection (4.3.13)

X(C) −→ X(C′)

γ 7−→ f(γ)

and an isomorphism of C-algebras (4.1.33)

f∗ : C(C′) −→ C(C)

which preserve values and orders, namely

(f∗(g))(γ) = g(f(γ) and of(γ)g = oγ f∗(g)
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for any γ ∈ X(C) and any g ∈ C(C′) (4.3.15, 4.3.17). As a consequence, if a
claim in terms of points of the Riemann surface, rational functions and their
values and orders, holds for a curve C, then it holds for any C′ birationally
equivalent to C as well, and therefore belongs to the birationally invariant
geometry of C. However, in the sequel, the proofs of these claims will often
be achieved by fixing a suitable representative of the birational equivalence
class of C, usually referred to as a projective model, and using properties of
it that are not birationally invariant. In old books, these properties, which
are dependent on the model as a curve of P2, are sometimes called projective,
as opposite to birationally invariant.

4.4 Divisors and Linear Series

Throughout this section, C denotes an irreducible curve of P2. From now on
the points of X(C) – the branches of C – will be often represented by letters
such as p rather than by Greek letters as before.

We start by setting an important birationally invariant definition:

A divisor on an irreducible curve C of P2 is a formal linear combination of
points of X(C) with integer coefficients, in other words, a formal expression

D =
∑

p∈X(C)

app

where ap ∈ Z for all p and ap = 0 for all but finitely many p. The points
p for which ap 6= 0 are called the points of – or belonging to – D, and ap
the multiplicity of p in D. We will often write the above D just as D =∑
p app if no explicit reference to X(C) is needed. As usual with formal

linear combinations, we will make no distinction between any p ∈ X(C) and
the divisor 1p +

∑
q 6=p 0q. The integer deg(D) =

∑
p ap is called the degree

of D.

By its own definition, the set of all divisors on C is a commutative group
Div(C) with the addition

∑

p

app+
∑

p

bpp =
∑

p

(ap + bp)p.

The zero of Div(C) is obviously the divisor with all coefficients equal to zero,
denoted just 0 in the sequel. As is clear, deg(D) + deg(D′) = deg(D +D′)
and deg(−D) = − deg(D) for any D,D′ ∈ Div(C).

Divisors on C are partially ordered by the rule

∑

p

app ≥
∑

p

bpp⇔ ap ≥ bp for all p,

and, as usual, D > D′ means D ≥ D′ and D 6= D′.
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Obvious properties of compatibility of this ordering, addition and degree
are:

Remark 4.4.1 For any divisors D,D′, T, T ′ on C.

(a) D ≥ D′ and T ≥ T ′ yield D + T ≥ D′ + T ′ and −D ≤ −D′.

(b) Assume D ≥ D′: then degD ≥ degD′ and the equality of degrees holds
if and only if D = D′

Divisors D with D ≥ 0 will be called effective divisors or groups of points ,
or just groups if no confusion may result. When D and D′ are effective
divisors on C and D ≤ D′ it is often said that D is contained in D′, or that
D′ contains D.

As the reader may easily check, any divisor D has a unique expression
D = D+−D− where D+ and D− share no point and are both effective. They
will be referred to in the sequel as the positive and the negative part of D.

Next we will introduce two examples of a divisor which will be intensively
used in the sequel. Assume that C′ is a curve of P2 which does not contain
C. Then C′∩C is a finite set (3.2.6) and the set of branches of C which have
positive intersection multiplicity with C′ is finite too (2.6.2(b)). Therefore

∑

p∈X(C)

[C′ · p]p

(note the double role of p as a branch of C and as a point of X(C)) is an
effective divisor on C called the divisor cut out by C′ on C, or the section of
C by C′. It will be denoted by C′ · C.

Remark 4.4.2 If p belongs to the divisor C′·C, then its origin χC(p) belongs
to C′ ∩ C, by 2.6.7(c).

Remark 4.4.3 It follows from 2.6.2(a) that (C1 +C2) ·C = C1 ·C +C2 ·C
for any two curves C1, C2 not containing C.

Remark 4.4.4 Bézout’s theorem 3.3.5 gives

deg(C′ · C) = degC′ degC

for any curve C′ not containing C.

If D is an effective divisor on C we will say that a curve C′ goes through
D if and only if either C′ ⊃ C or C′ 6⊃ C and C′ · C ≥ D. Different curves
may of course cut the same divisor on C. This characterization will be useful
in the sequel:

Lemma 4.4.5 Assume that C′ : G1 = 0 and C′′ : G2 = 0 are curves of
P2 of the same degree, neither containing C. Then there is a homogeneous
polynomial G = λ1G1 + λ2G2, (λ1, λ2) ∈ C2 −{(0, 0)}, which is zero on C if
and only if C1 · C = C2 · C.
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Proof: For the direct part, if G = 0, then C1 = C2 and the claim is
obvious. Thus assume G 6= 0. Then we may consider the curve L : G = 0,
which contains C. Due to the hypothesis on C1 and C2, λ1 6= 0, λ2 6= 0.
Thus, after replacing Gi with λiGi, i = 1, 2, we may assume G = G1 + G2.
If γ is any branch of C, then γ is a branch of L too (2.4.3), and therefore the
inequality of 2.6.2(d) is

∞ = [L · γ] ≥ min{[C1 · γ], [C2 · γ]}.

On the other hand γ is not a branch of C1 or C2 because neither of them
contains C (2.5.7); the right-hand member of the inequality above is thus
finite, the inequality is strict and, by 2.6.2(d), [C1 · γ] = [C2 · γ]. This being
true for any branch γ of C, the claim follows.

For the converse, the case in which the equations G1 and G2 are propor-
tional is clear. Assume otherwise and consider the pencil of curves

{Cα : α1G1 + α2G2 = 0 | (α1, α2) ∈ C2 − {(0, 0)}}.

Pick any p ∈ X(C) not belonging to C1 · C = C2 · C and take E : λ1G1 +
λ2G2 = 0 to be a curve of the pencil going through the origin of p (by 1.5.3).
Then p belongs to E · C, after which E 6= Ci, i = 1, 2, and λ1, λ2 are both
non-zero. If E ⊃ C we are done. If not, using λ1G1 and λ2G2 as equations of
C1, C2, we have E ·C ≥ C1 ·C = C2 ·C due to 2.6.2(d). Further, the inequality
is strict because [E · p] > 0 (2.6.2(b)) and p does not belong to C1 · C. The
curves C1 and E being of the same degree, deg(E ·C) = deg(C1 ·C) by 4.4.4,
which contradicts 4.4.1(b). ⋄

The proposition below introduces the second example of a divisor and re-
lates it to the former one; as usual, x0, x1, x2 denote homogeneous coordinates
on P2.

Proposition 4.4.6 If f ∈ C(C) is not zero, then

(a) (f) =
∑
p∈X(C)(opf)p is a divisor on C.

(b) Assume that f is the restriction of a rational function F/G of P2, where
F,G ∈ C[x0, x1, x2] are homogeneous, have the same degree, and none
is zero at all points of C. If C1 and C2 are the curves C1 : F = 0,
C2 : G = 0, then

(f) = C1 · C − C2 · C

Proof: Fix any p ∈ X(C). In the situation described in claim (b), let
H ∈ C[x0, x1, x2] be a homogeneous polynomial which is not zero at the
origin of p and has the same degree as F and G. Then, according to the
definition of intersection multiplicity with a branch in Section 2.6,

op(F/H) = [C1 · p] and op(G/H) = [C2 · p].

Since F/G = (F/H)(G/H)−1, it follows that

opf = [C1 · p]− [C2 · p]. (4.12)
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This proves that opf = 0 but for the p ∈ X(C) whose origin belongs to C∩C1

or to C ∩ C2. In particular, opf = 0 for all but finitely many p ∈ X(C) and
so (f) is, indeed, a divisor. This proved, claim (b) directly follows by adding
up the equalities (4.12) for all p ∈ X(C). ⋄

Divisors of the form (f) for f ∈ C(C)− {0} are called principal divisors ;
more precisely, (f) is called the (principal) divisor of – or associated to – f .
It is usual to write (f)0 and (f)∞ for the positive and the negative part of
(f), respectively, namely

(f)0 =
∑

p a zero of f

(opf)p and (f)∞ = −
∑

p a pole of f

(opf)p ,

and call them the divisor of zeros and the divisor of poles of f . Both are
effective divisors, share no points and

(f) = (f)0 − (f)∞.

The definitions and 4.3.10 give:

Lemma 4.4.7 For any f, g ∈ C(C)− {0},

(fg) = (f) + (g) and (f−1) = −(f),

while for any a ∈ C − {0}, (a) = 0. In particular, the principal divisors
compose a subgroup of Div(C).

An important direct consequence of 4.4.6(b) and Bézout’s theorem is:

Corollary 4.4.8 Any principal divisor has degree zero.

Proof: Just note that C1 and C2 in 4.4.6 have the same degree and then
use 4.4.20. ⋄

This in turn gives rise to a couple of quite relevant results:

Corollary 4.4.9 If f ∈ C(C)−{0} has no zeros in X(C), then f is constant.
The same holds if f has no poles.

Proof: By 4.4.8, if f has no zeros, then it has no poles either. Pick any
p ∈ X(C); if the function f − f(p) is not zero, then it has an obvious zero
at p, and still no pole, by 4.3.10. Since this contradicts 4.4.8, f − f(p) is the
zero function and therefore f is constant. If f has no poles, then, by 4.4.8,
it has no zeros either and the above applies. ⋄

Corollary 4.4.10 If f, g ∈ C(C) − {0} and (f) = (g), then there is a ∈
C− {0} such that f = ag.
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Proof: According to the hypothesis, by 4.4.7, (f/g) = 0; then 4.4.9 applies
showing that f/g is constant. ⋄

Corollary 4.4.10 asserts that a non-zero rational function f is determined
by its principal divisor (f) – that is, by its zeros and poles weighted with
multiplicities – up to a constant factor. This is a crucial fact: it allows us
to deal with their principal divisors rather than with the rational functions
themselves, thus opening the door to the reformulation of the theory of alge-
braic functions in one variable into the geometry of linear series on algebraic
curves. Linear series are introduced next.

Assume that D is a divisor on C and F a finite-dimensional linear sub-
space of C(C) such that D + (f) ≥ 0 for all f ∈ F − {0}. Then the set of
effective divisors

L = {D + (f) | f ∈ F − {0}}

is called a linear series on C. The empty set appears as a linear series, defined
by any divisor D and the subspace F = {0}. If D is an effective divisor and
F = C, then the linear series L defined by D and F has a single divisor,
namely L = {D}. Next is a more interesting example:

Example 4.4.11 Consider any non-constant g ∈ C(C) and take D = (g)∞
and F = 〈1, g〉. Then the corresponding linear series Lg is composed of the
group of poles of g, (g)∞ = (g)∞ + (1) and the groups (g)∞ + (−a + g),
for any a ∈ C. Since (−a + g)∞ = (g)∞ due to 4.3.10, (g)∞ + (−a + g) =
(−a+ g)0. Therefore, each group of the linear series other than (g)∞ is the
group of the points of X(C) at which g takes a certain fixed value a ∈ C,
each point taken with multiplicity equal to its multiplicity as a zero of f − a,
and conversely. Using this characterization, the reader may easily check that
if g′ = (ag+ b)/cg+ d), for a, b, c, d ∈ C, ad− bc 6= 0, then Lg = Lg′ . We will
refer to Lg as the linear series associated to g.

All groups of points in a non-empty linear series L, defined as above by
D and F , have degree equal to the degree of D, by 4.4.8: such a common
degree is called the degree of L. The degree of the empty linear series is left
undefined; therefore, in the sequel, when mentioning the degree of a linear
series L we will implicitly assume L 6= ∅.

The word contained and the symbol ⊂ will have the usual meaning when
applied to pairs of linear series, namely L ⊂ L′ if and only if any divisor in
L belongs to L′. When any divisor in L is contained in a divisor belonging
to L′, it is often said that L is partially contained in L′. If this is the case
and L is non-empty, then so is L′ and degL ≤ degL′; furthermore, equality
holds if and only if L ⊂ L′.



150 4 The Intrinsic Geometry on a Curve

Different pairs D,F may define the same linear series; the next lemma
characterizes them:

Lemma 4.4.12 If D,F and D′, G are pairs divisor-subspace defining the
same non-empty linear series L, then there is a g ∈ C(C) − {0} such that
D′ = D−(g) and G = gF . Conversely, for any g ∈ C(C)−{0}, D′ = D−(g)
and G = gF define the same linear series as D,F .

Proof: If both D,F and D′, G define L, pick any D′′ = D + (g1) = D′ +
(g2) ∈ L, g1 ∈ F , g2 ∈ G. By taking g = g2/g1 we have D′ = D − (g). In
addition, for any f ∈ F − {0}, D + (f) may be written

D + (f) = D′ + (f ′) = D + (f ′)− (g) = D + (f ′/g)

for some f ′ ∈ G − {0}. It follows that (f) = (f ′/g) and therefore (4.4.10)
f = af ′/g for some a ∈ C. Thus gf = af ′ ∈ G for all f ∈ F − {0}, which
yields gF ⊂ G. The symmetric argument proves g−1G ⊂ F and therefore
completes the proof of the direct claim. For the converse, just note that for
any f ∈ F − {0},

D + (f) = D − (g) + (g) + (f) = D′ + (gf).

⋄
Next we will see that any linear series has a projective space structure

inherited from any of the subspaces defining it. To cover all cases, we will
formally take the empty set as the projective space of dimension−1 associated
to the subspace {0}. This obvious case covered, assume L non-empty and
consider the map

πF : F − {0} −→ L
f 7−→ D + (f).

It is exhaustive by the definition of L, while non-zero f, f ′ ∈ F have the
same image if and only if (f) = (f ′), which, by 4.4.10, is equivalent to being
f ′ = af for some a ∈ C. This gives to L the structure of a projective space of
dimension dimF − 1. Further, this structure does not depend on the choice
of D and F , because if D′ and G also define L, taking g as in 4.4.12, the
diagram

F − {0} ×g //

πF

##●
●●

●●
●●

●●
G− {0}

πG

{{✇✇
✇✇
✇✇
✇✇
✇

L
is commutative, as the reader may easily check. In particular, the dimension
dimF − 1 of L as a projective space depends only on L: it is called the
dimension of L, denoted dimL.
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Remark 4.4.13 If f0, . . . , fd is a basis of F , then a0, . . . , ad ∈ C may be
taken as projective coordinates of D+ (a0f0 + · · ·+ adfd) in the linear series
defined by D and F .

Remark 4.4.14 Assume that a non-empty linear series L is defined as above
by D and F . Then for any D′ ∈ L we have D′ = D + (f), with f ∈ F . By
4.4.10, D′ and G = f−1F also define L. Therefore, any non-empty linear
series L may be defined by any D′ ∈ L, which in particular is an effective
divisor, and a subspace containing 1.

Lemma 4.4.15 If L′ is linear series on an irreducible curve C and L is a
subset of L′, then L is a linear series on C if and only if L is a linear variety
of L′.
Proof: If L′ is defined by a divisor D and a subspace F ′, then, by the
definition of the projective structure on L′, any linear variety L of L′ is of
the form L = π(F − {0}) = {D+ (f) | f ∈ F − {0}} for a subspace F of F ′,
and therefore L is a linear series, namely the one defined by D and F .

For the converse, the case L = ∅ being obvious, assume otherwise and
take D ∈ L. Since L ⊂ L′, we may assume, by 4.4.14, L to be defined by
D and a subspace F , and L′ by the same D and a subspace F ′. Next we
will prove that F ⊂ F ′, which obviously implies the claim. For, take any
f ∈ F , f 6= 0. Then D + (f) belongs to L, and hence also to L′. Thus
D+(f) = D+(f ′) for some f ′ ∈ F ′, for which (f) = (f ′). Then 4.4.10 gives
f = af ′ for some a ∈ C, and so f ∈ F ′, as wanted. ⋄

A direct consequence of 4.4.15 is

Corollary 4.4.16 If L and L′ are linear series on an irreducible curve C,
then

(a) L ⊂ L′ implies dimL ≤ dimL′.
(b) L ⊂ L′ and dimL = dimL′ imply L = L′.

Again, let L be a non-empty linear series, defined by a divisor D and a
subspace F . For each p ∈ X(C) take up to be the minimal multiplicity of p
in the divisors D′ ∈ L. Then fp(L) = ∑

p upp clearly is an effective divisor
(possibly 0) contained in all groups of L, and is in fact the maximal divisor
contained in all groups of L: it will be called the fixed part of L and its points,
the fixed points of L. A point p ∈ X(C) is thus a fixed point of a non-empty
linear series L if and only if D − p ≥ 0 for all D ∈ L.

If L is a linear series, defined as above by D and F , and T an effective
divisor, then T may be added to all divisors of L: the resulting groupsD′+T ,
D′ ∈ L are obviously effective and describe the linear series L+T defined by
D + T and F ; clearly such a linear series has dimension dimL and group of
fixed points fp(L) + T .

Subtracting an effective divisor T from the groups of L that contain it is
a more interesting operation. To this end consider

FT = {f ∈ F | f = 0 or, otherwise, (f) ≥ −D + T } :
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by 4.3.10, it is a subspace of F . Then the set

L − T = {D′ − T | D′ ∈ L, D′ ≥ T }

is clearly the linear series defined by D − T and FT . The series L − T is
called the residual linear series of L with respect to T . Its elements are
usually referred to as residual groups or residual divisors . By its definition,
dim(L − T ) ≤ dimL. The residual series L − T may of course be empty;
otherwise its degree is degL− degT . The reader may note that the residual
linear series L−T arises by first selecting the groups of L that contain T and
then subtracting T from each of them.

The next lemma may be easily proved by the reader using just the defi-
nition of residual series:

Lemma 4.4.17 If T and T ′ are effective divisors, for any linear series L,

L− (T + T ′) = (L − T )− T ′.

Remark 4.4.18 The reader may note that, in the hypothesis of 4.4.17, an
equality of the type (L− T ) + T ′ = L+ (T ′ − T ) makes no sense in general,
because T ′− T need not be effective. Even in the case when T ′− T ≥ 0, the
equality may fail: for instance (L − T ) + T 6= L unless T is contained in the
fixed part of L.

Remark 4.4.19 The above definition of residual linear series applies in par-
ticular to the case in which T ≤ fp(L). Then, FT = F and therefore L and
the residual linear series L−T – the result of removing part of the fixed points
from all groups of points in L – have the same dimension. In particular, the
differences D′− fp(L), for D′ ∈ L, describe a linear series which has the same
dimension as L and no fixed point: it is called the variable part of L.

The dimension of a residual series is not so obvious in the general case.
We start by considering the case in which T is a single point:

Proposition 4.4.20 If L is a positive-dimensional linear series on C and
p ∈ X(C), then the residual series L− p has degree degL− 1. If p is a fixed
point of L, then dim(L − p) = dimL; otherwise, dim(L − p) = dimL − 1.

Proof: Only the claim about the dimension needs a proof, and the case in
which p is a fixed point of L has been dealt with in 4.4.19.

If p is not a fixed point of L, then there is a divisor D ∈ L that does not
contain p. By 4.4.14, such a D and a subspace F containing 1, say with basis
1, f1, . . . , fr, may be used to define L. An arbitrary divisor D′ ∈ L is thus of
the form

D′ = D + (λ0 + λ1f1 + · · ·+ λrfr),

for λ0, . . . , λr ∈ C, not all zero. Proceeding as in the definition of residual
series, D’ contains p if and only if

λ0 + λ1f1(p) + · · ·+ λrfr(p) = 0
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(we are using 4.3.9). As a consequence the divisors D′ ∈ L that contain p
are those of the form D + (f), for f in the subspace

Fp = {λ0 +
r∑

i=1

λifi | λ0 +
r∑

i=1

λif(p) = 0},

which obviously has codimension one in F . The residual series L − p being
defined by D − p and Fp, it has dimension r − 1, as claimed. ⋄

An important consequence of 4.4.20 is:

Corollary 4.4.21 If a non-empty linear series L has degree n and dimension
r, then n ≥ r.

Proof: The claim being obvious if r = 0, proceed by induction on r. If L has
degree n and dimension r > 0, choose any p ∈ X(C) which is not a fixed point
of L. Then, by 4.4.20, the residual series of L with respect to p is a linear
series of degree n− 1 and dimension r− 1 to which the induction hypothesis
applies. ⋄

Corollary 4.4.22 If L is a linear series on C of dimension r > 0 and T a
non-zero effective divisor on C of degree k ≤ r, then

dim(L − T ) ≥ r − k.

Furthermore, for each k ≤ r there is a choice of an effective divisor T of
degree k for which equality holds.

Proof: For the inequality, the case k = 1 is 4.4.20 and the case k > 1 follows
by an easy induction on k, picking a point p belonging to T and using the
equality

L − T = (L − p)− T ′, T ′ = T − p,
which is a particular case of 4.4.17.

For the equality, if k = 1 there is equality if T = p is not a fixed point of
L, by 4.4.20; again the general case follows by induction. ⋄

Remark 4.4.23 Notations and hypothesis being as above, consider the lin-
ear series defined by D and FT , whose members are the groups of L that
contain T , namely

LT = {D′ | D′ ∈ L, D′ ≥ T } = (L − T ) + T.

Being defined by the same subspace, dimLT = dim(L−T ). Hence, by 4.4.22,
also dimLT ≥ dimL − deg T and equality holds for a suitable choice of the
effective divisor T , provided degT ≤ dimL. In particular, for a certain choice
of an effective divisor T of degree deg T = dimL, we have dimLT = 0. Then
LT contains a single divisor D′ which is the only divisor in L that contains
T . The dimension of L thus appears as the minimal number of points that



154 4 The Intrinsic Geometry on a Curve

need to be fixed in order to determine a group of L, an interpretation of the
dimension of a linear series quite usual in old texts. In them 4.4.21 is often
proved by just saying that a group of points in a linear series cannot contain
fewer points than the number of points that need to be fixed for determining
it. In our terms, if T has degT = dimL, then dimLT ≥ 0 by 4.4.22, and
picking any D ∈ LT , degL = degD ≥ deg T = dimL.

The notions of divisor, linear series and related ones introduced up to
now in this section, are all defined in terms of points of the Riemann surface,
rational functions, values and orders, and therefore are all preserved by bira-
tional maps. The next three propositions state this. In all of them f : C → C′

is a birational map between irreducible curves C and C′ of projective planes
P2,P

′
2.

Proposition 4.4.24 The bijection

X(f) : X(C) −→ X(C′)

extends to a group isomorphism, still denoted X(f),

X(f) : Div(C) −→ Div(C′)
∑

p∈X(C)

app 7−→
∑

p∈X(C)

apX(f)(p)

which preserves ordering and degree and so, in particular, maps effective
divisors to effective divisors.

Proof: Direct from the definitions. ⋄
The reader may note that the properties of 4.3.13 still hold for the above

extension of X(f) to divisors. As for points of X(C), in the sequel we will
write X(f)(D) = f(D) for any D ∈ Div(C) unless some confusion may occur.

Proposition 4.4.25 For any g ∈ C(C), we have X(f)((g)) = ((f∗)−1(g)).
In particular, X(f) maps principal divisors to principal divisors.

This follows from 4.3.17 and 4.4.24. ⋄

Proposition 4.4.26 Assume that a linear series L is defined on C by a
divisor D and a subspace F , namely, L = {D + (g) | g ∈ F − 0}. Then:

(a) X(f)(L) = {f(D) + (g′) | g′ ∈ (f∗)−1(F )− 0}, which therefore is a linear
series of the same dimension and degree as L.

(b) The restriction X(f)|L : L → X(f)(L) is a projectivity.

(c) For any effective divisor T on C, X(f)(L − T ) = X(f)(L)− f(T ).
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Proof: For any non-zero g ∈ F , by 4.4.24 and 4.4.25,

X(f)(D + (g)) = X(f)(D) + ((f∗)−1(g)).

This gives claim (a) and also claim (b), because thenX(f)|L is the projectivity

induced by (f∗)−1
|F . The proof of claim (c) is straightforward from 4.4.24. ⋄

Linear series on C may also be obtained from an external – non-intrinsic
– projective construction:

Proposition 4.4.27 Let Λ be an r-dimensional linear system of curves of
P2. Assume that no curve in Λ contains C, and that T is a divisor on C
such that T ≤ C′ · C for any C′ ∈ Λ. Then:

(a) L = {C′ · C − T | C′ ∈ Λ} is an r-dimensional linear series on C.

(b) The map

σ : Λ −→ L
C′ 7−→ C′ · C − T

is a projectivity.

(c) Any linear r-dimensional series on C may be obtained in this way from
suitable Λ and T as above, Λ with no fixed part.

Proof: The case r = −1 being obvious, we assume r ≥ 0 in the sequel. After
fixing homogeneous coordinates x0, x1, x2 on P2, assume the linear system Λ
to be

Λ = {Cλ : λ0F0 + · · ·+ λrFr = 0 | λ = (λ0, . . . , λr) ∈ Cr+1 − {0}}

where F0, . . . , Fr ∈ C[x0, x1, x2] are linearly independent homogeneous poly-
nomials of the same degree. Since no curve in Λ contains C, in particular
F0 is not zero on C and therefore each Fi/F0 restricts to a rational function
fi ∈ C(C) for i = 1, . . . , r. Then, for any λ ∈ Cr+1−{0}, the rational function
fλ = λ0+λ1f1+ · · ·+λrfr is the restriction of (λ0F0+λ1F1+ · · ·+λrFr)/F0.

Note first that fλ 6= 0 for any λ ∈ Cr+1−{0}, as otherwise the polynomial

λ0F0 + λ1F1 + · · ·+ λrFr

would be zero on C, against the hypothesis that C 6⊂ Cλ. It follows that
(fλ) is defined for all λ ∈ Cr+1 − {0}, and also that 1, f1, . . . , fr are linearly
independent.

Now, if C̄ denotes the curve C1,0,...,0 : F0 = 0, it follows from 4.4.6(b)
that for any λ ∈ Cr+1 − {0}

Cλ · C − T = (fλ) + C̄ · C − T,

and this divisor is effective due to the hypothesis on Λ and T . As a conse-
quence, L is the linear series defined by C̄ · C − T and 〈1, f1, . . . , fr〉. The
map σ is a projectivity just because mapping λ to fλ is linear and bijective.



156 4 The Intrinsic Geometry on a Curve

Conversely, if a non-empty linear series L is defined by a divisor D and
a subspace F , then, by 4.4.12, we may assume without restriction that D
is effective and F has a basis containing 1, say 1, f1, . . . , fr. Assume the fi,
i = 1, . . . , r, to be the restrictions of rational functions Fi/F0, i = 1, . . . , r,
where the homogeneous polynomials Fi, i = 0, . . . , r, are coprime, have the
same degree and F0 is not zero on C.

If for some λ = (λ0, . . . , λr) ∈ Cr+1 − {0} the polynomial

Fλ = λ0F0 + λ1F1 + · · ·+ λrFr

is zero or defines a curve containing C, the restriction of Fλ/F0 to C is zero,
namely

λ0 + λ1f1 + · · ·+ λrfr = 0,

against the linear independence of 1, f1, . . . , fr. Thus

Λ = {Cλ : λ0F0 + λ1F1 + · · ·+ λrFr = 0 | λ = (λ0, . . . , λr) ∈ Cr+1 − {0}}
is an r-dimensional linear system, with no fixed part, from which no curve
contains C.

Using 4.4.6(b) again, for any non-zero fλ ∈ F , fλ = λ0+λ1f1+ · · ·+λrfr,
D + (fλ) = D − C̄ · C + Cλ · C,

where C̄ is still C̄ : F0 = 0. Since the above divisor is by hypothesis effective,
this proves that L arises as claimed, from the linear system Λ and the divisor
D − C̄ · C. ⋄

In the particular case when T = 0, 4.4.27 asserts that the effective divisors
C′ ·C, C′ ∈ Λ, compose a linear series: it is called the linear series traced or
cut out by Λ on C; we will denote it by Λ ·C. The more relevant part of the
4.4.27 is that any linear series on C arises as the residual linear series of a
linear series Λ · C, traced on C by a linear system, with respect to a group
T of fixed points of Λ ·C. Taking all those residual linear series and not just
the linear series traced by linear systems is essential: the latter are not all
linear series on C because their degrees are constrained by Bézout’s theorem.
Next is an example:

Example 4.4.28 Let C be the cubic C : x0x1x2 + (x1 + x2)
3 = 0. Its affine

part in the chart x0 6= 0, with the usual coordinates x = x1/x0, y = x2/x0,
has equation xy + (x + y)3 = 0. An easy computation shows that C is
irreducible; it clearly has a node at the origin (0, 0) = [1, 0, 0], with tangents
the coordinate axes ℓ1 : x2 = 0 and ℓ2 : x1 = 0. Denote by q1 and q2
the branches of C at the node tangent to ℓ1 and ℓ2, respectively. The lines
through the origin describe a pencil and cut out divisors of degree three (4.4.4)
on C, which are ℓ1 · C = 2q1 + q2, ℓ2 · C = q1 + 2q2 and ℓ · C = q1 + q2 + p,
p 6= q1, q2, if ℓ 6= ℓ1, ℓ2. Then, subtracting q1 + q2 from the groups cut out by
the lines through the origin on C gives a linear series with both the degree
and the dimension equal to one. After Bézout’s theorem (or 4.4.4), it is clear
that no divisor in this series – no effective divisor of degree one in fact – may
be cut out by another curve on C.
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Remark 4.4.29 The hypothesis and notations being as in 4.4.27, we have
seen in its proof that L is defined by C̄ · C − T and 〈1, f1, . . . , fr〉, in such a
way that

Cλ · C − T = (λ0 + λ1f1 + · · ·+ λrfr) + C̄ · C − T

for all Cλ · C − T ∈ L. Therefore λ0, . . . , λr may be taken as homogeneous
coordinates of Cλ · C − T in L for any Cλ · C − T ∈ L.

Dropping the hypothesis that no C′ ∈ Λ contains C in 4.4.27 may cause
some of the divisors C′ · C to be not defined. However, those which are
defined still describe a linear series. Before giving a precise claim, note that
if the linear system Λ still is

Λ = {Cλ : λ0F0 + λ1F1 + · · ·+ λrFr = 0 | λ = (λ0, . . . , λr) ∈ Cr+1 − {0}},

then the polynomials
∑r
i=0 λiFi that are zero on C describe a subspace S

of 〈F0, . . . , Fr〉: as a consequence, the curves in Λ containing C describe a
linear system ΛC contained in Λ.

Corollary 4.4.30 Assume that Λ is a linear system of curves of P2 and T
a divisor on C such that T ≤ C′ · C for all C′ ∈ Λ, C′ 6⊃ C. If ΛC is the
linear system of the curves in Λ that contain C, then

L = {C′ · C − T | C′ ∈ Λ− ΛC}

is a linear series on C of dimension dimΛ − dimΛC − 1.

Proof: If ΛC = Λ, we have L = ∅ and the claim is satisfied. We thus assume
ΛC 6= Λ in the sequel. Call E the vector space of polynomials defining Λ and,
as above, S the subspace of E defining ΛC . Take S

′ to be a supplementary of
S in E. Then dimS′ = dimE − dimS = dimΛ− dimΛC > 0 and therefore
S′ defines a linear system Λ′ ⊂ Λ of dimension dimΛ− dimΛC − 1 that has
no curve containing C. Any F ∈ E which is not zero on C is F /∈ S; therefore
it may be written F = G1 +G2 where G1 ∈ S and G2 ∈ S′ − {0}. We claim
that the curves F = 0 and G2 = 0 have the same intersection multiplicity
with any γ ∈ X(C), and therefore cut out the same group on C: indeed, if
G1 = 0 this is obvious; otherwise the curve G1 = 0 has C as an irreducible
component, hence has γ as a branch and then it is enough to use 2.6.2. Our
claim being proved, the set L may be rewritten

L = {C′ · C − T | C′ ∈ Λ′}

and so, by 4.4.27, it is a linear series of dimension dimΛ′ = dimΛ−dimΛC−1,
as claimed. ⋄

If T = 0 we will still refer to the linear series of 4.4.30 as the linear series
traced or cut out by Λ on C, and denote it by Λ · C.
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4.5 Complete Linear Series, Riemann’s

Problem

As before, C denotes an arbitrary irreducible curve of P2. We have already
seen in 4.4.7 that the principal divisors on C compose a subgroup of the
group Div(C) of all divisors on C. Then the rule D ≡ D′ if and only if
D −D′ is a principal divisor defines an equivalence relation on Div(C): it is
called linear equivalence. The classes of divisors modulo linear equivalence
thus describe the quotient group of Div(C) by the subgroup of the principal
divisors, which is called the Picard group of C, usually denoted Pic(C). Next
are some remarks about linear equivalence:

Remark 4.5.1 Since the principal divisors compose a subgroup, for any
divisors D,T,D′, T ′ on C, D ≡ T and D′ ≡ T ′ imply D +D′ ≡ T + T ′ and
D ≡ T implies −D ≡ −T .

Remark 4.5.2 Two linearly equivalent divisors have the same degree, by
4.4.8; this allows us to define the degree of any element of Pic(C) as being
the degree of any of its representatives. Clearly, the degree-zero elements of
Pic(C) compose a subgroup, which is usually denoted Pic0(C).

Remark 4.5.3 The divisors of zeros and poles of any f ∈ C(C) − {0} are
linearly equivalent. Conversely, if D and D′ are linearly equivalent effective
divisors sharing no point, then, by the definition, D−D′ = (f) for some non-
zero f ∈ C(C); by equating the positive and negative parts on both sides we
have D = (f)0 and D′ = (f)∞.

Remark 4.5.4 By the definition of linear series, any two divisors in the
same linear series are linearly equivalent. Conversely, if D and D′ are linearly
equivalent effective divisors, then D−D′ = (f) for some non-zero f ∈ C(C),
by which both D and D′ belong to the linear series defined by D′ and 〈1, f〉.
Thus two effective divisors are linearly equivalent if and only if they both
belong to the same linear series; in addition, this series may always be taken
to be one-dimensional.

Remark 4.5.5 We have seen above (4.5.4) that two effective divisors D′

and D′′ are linearly equivalent if and only if they belong to the same linear
series. Since two different curves of P2, of the same degree, both belong to
the pencil they span, 4.4.27 yields that D′ and D′′ are linearly equivalent if
and only if there exist curves C′ and C′′ of P2, both of the same degree and
neither containing C, and an effective divisor T such that D′ + T = C′ · C
and D′′ + T = C′′ · C.

Example 4.5.6 If C is the cubic of Example 4.4.28, any two points of X(C)
– taken as degree one divisors – are linearly equivalent.

For any divisor D on C, we are interested in the set of all effective divisors
linearly equivalent to D. Our first goal in this section is to prove that it is a
linear series. To this end, we need:
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Lemma 4.5.7 If two linear series share an effective divisor, then they are
both contained in a third linear series.

Proof: Assume the linear series to be L and L′. If there is a D ∈ L ∩ L′,
then, by 4.4.14, D may be used to define both series, namely there are finite-
dimensional vector subspaces F, F ′ ⊂ C(C) such that

L = {D + (f) | f ∈ F − {0}}

and
L′ = {D + (f) | f ∈ F ′ − {0}}.

Then the linear series defined by D and F + F ′ contains both L and L′. ⋄

Theorem 4.5.8 The set |D|, of all effective divisors linearly equivalent to a
given divisor D, is a linear series.

Remark 4.5.9 The reader may note that for any divisor D′ linearly equiv-
alent to D, |D′| = |D|. The converse is true in the case when |D| 6= ∅, as
then, for any D′′ ∈ |D| = |D′| we have D ≡ D′′ ≡ D′. Two divisors D,D′,
with unequal degrees, both negative, have |D| = |D′| = ∅ and D 6≡ D′, by
4.5.2.

Proof of 4.5.8: The case |D| = ∅ is clear. We thus assume |D| 6= ∅ in
the sequel. Up to replacement of D with an element of |D| we assume also
that D is effective (4.4.14). We will construct embodied non-empty linear
series with strictly increasing dimensions, all contained in |D|. Starting from
the zero-dimensional linear series {D} and proceeding inductively, assume
that L is a linear series and D ∈ L ⊂ |D|. If L = |D|, then the claim is
proved. Otherwise take D′ ∈ |D| − L: since D,D′ ∈ |D|, they are linearly
equivalent and so, by 4.5.4 both belong to a certain linear seriesH. The series
L and H share the divisor D and therefore, by 4.5.7, they are both contained
in a linear series L′. Since D ∈ L′, by 4.5.4 any element of L′ is linearly
equivalent to D; this proves that L′ ⊂ |D|. In addition, since D′ ∈ L′ − L,
dimL′ > dimL by 4.4.16. Now, linearly equivalent divisors having the same
degree, any non-empty linear series contained in |D| has its degree equal to
degD and therefore its dimension bounded by degD, by 4.4.21. This proves
that the above construction needs to stop after finitely many steps by getting
a linear series equal to |D|, and hence the claim. ⋄

The linear series of the form |D|, for D a divisor on the curve C, are
called complete linear series . We will refer to |D| as the complete linear
series defined or determined by D. The empty set appears as a complete
linear series, as ∅ = |D| for any D with degD < 0, by 4.5.2. According to the
definition, a non-empty linear series L is complete if and only if it contains
all effective divisors linearly equivalent to an arbitrarily chosen D ∈ L.

Remark 4.5.10 By 4.5.9, if a complete linear series |D| is non-empty, then
it determines D up to linear equivalence. This fails to be true if |D| = ∅.
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Remark 4.5.11 If

f : C −→ C′

is a birational map, then it is clear from 4.4.24 and 4.4.25 that the isomor-
phism X(f) preserves linear equivalence and maps any complete linear series
|D| to the complete linear series |f(D)|.

The notion of a complete linear series is central to the intrinsic geometry
on algebraic curves and calls for some further comments:

Leaving the case of an empty linear series aside, if |D| 6= ∅ we may replace
D with any element of |D| and assume without restriction that D is effective.
Then D′ ∈ |D| if and only if D′ = D + (f) for some non-zero f ∈ C(C) for
which D + (f) ≥ 0. Since D is effective and (f)0 and (f)∞ share no points,
the latter condition is equivalent to having (f)∞ ≤ D, that is, f has as poles
at most the points of D with their multiplicities: in such a case it is said
that f has poles allowed by D. Determining the structure and dimension of
the set of all rational functions on C with poles allowed by a given effective
divisor is known as the Riemann problem. Theorem 4.5.8 above describes
this set as the set of non-zero elements of a finite-dimensional subspace of
C(C). Indeed, |D| being a linear series and D an element of it, there is a
finite-dimensional subspace F ⊂ C(C) such that

|D| = {D + (f) | f ∈ F − {0}}.

Then any f ∈ F − {0} has D + (f) ∈ |D| and therefore D + (f) ≥ 0.
Conversely, if g ∈ C(C) is g 6= 0 and D + (g) ≥ 0, then, by the definition of
|D|, D+ (g) ∈ |D| and there is an f ∈ F −{0} for which D+ (g) = D+ (f).
It follows that (g) = (f) and so, by 4.4.10, g ∈ F .

The subspace F above has been seen to be the set of all non-zero rational
functions with poles allowed by D plus the zero function: it will be denoted
by L(D) in the sequel, that is,

L(D) = {f ∈ C(C) − {0} | D + (f) ≥ 0} ∪ {0}. (4.13)

It is easy to extend the above discussion to the case of a not necessarily
effective divisor D, which includes the case |D| = ∅. If D is now an arbitrary
divisor, still take L(D) defined by the equality (4.13) above. Then, the
same arguments used in the case D ≥ 0 prove that L(D) is the subspace
that, together with D, defines |D|, and so, in particular, that L(D) is finite-
dimensional. The only real difference in this case is the interpretation of the
non-zero elements of L(D): if D =

∑
p app, then D+(f) ≥ 0 is equivalent to

op(f) ≥ −ap for any p ∈ X(C); if ap > 0, f is allowed to have a pole of order
at most ap at p, as before, while for ap < 0, f is forced to have a zero of order
at least −ap at p. The non-zero elements of L(D) are thus the functions with
poles allowed by the positive part of D and, at least, the zeros prescribed by
the negative part of D.

Using L(D) gives rise to the following more precise version of 4.5.8:
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Corollary 4.5.12 For any divisor D on an irreducible curve C, L(D), de-
fined by (4.13) above, is a finite-dimensional vector space and

|D| = {D + (f) | f ∈ L(D) − {0}}.

A complete answer to Riemann’s problem requires determining dimL(D)
or, equivalently, dim |D| = dimL(D) − 1 (Brill and Noether’s version). The
Riemann–Roch theorem does this; it will be proved throughout the forthcom-
ing sections in two steps: first we will give a lower bound for dim |D| which is
its exact value in most cases (Riemann’s inequality); then, after introducing
the differentials and the canonical series on C, Riemann’s inequality will be
turned into an equality, which is Roch’s contribution to the Riemann–Roch
theorem. The rest of this section is devoted to proving a previous result
which, in Brill and Noether’s approach, is the key to Riemann’s inequality:
the Brill and Noether Restsatz.

Up to the end of this section we will assume that the curve C has only
ordinary singularities. Then a curve A of P2 is said to be adjoint to C if
and only if, for any e > 1, A has a point of multiplicity at least e − 1 at
each – by hypothesis ordinary – singular point of multiplicity e of C. The
curves adjoint to C are called adjoint curves – or just adjoints – to C. The
conditions of having a point of multiplicity at least e− 1 at each e-fold point
of C are called adjunction conditions . Of course the definition remains the
same if the adjunction conditions are prescribed for all points of C and not
only for the singular ones. A far more involved definition may be given for
curves with arbitrary singularities, but we will not need it; the interested
reader may see [3, Section 4.8].

Example 4.5.13 If C is smooth, then any curve is adjoint to C. For C
not necessarily smooth, the curve C itself, as well as any curve containing
C, are obvious – and rather useless – examples of adjoint curves. Far more
interesting examples are given by 3.5.12, after which all polar curves of C are
adjoint to C.

Remark 4.5.14 By 1.5.7 and 1.5.8, the adjoint curves to C of a given degree
m describe a linear system Am, for any positive integer m

dimAm ≥
m2 + 3m

2
−
∑

q∈C

eq(C)(eq(C) − 1)

2
(4.14)

and there exists an m0 such that equality holds in (4.14) for any m ≥ m0.

The next lemma will provide a better handling of the adjoint curves:

Lemma 4.5.15 A curve A is adjoint to C if and only if for each singular
point q of C and each branch p of C with origin q, [A.p] ≥ eq(C) − 1.

Proof: Throughout the proof, dots · · · at the end of an expression will
indicate terms of higher order. Fix a singular point q of C, take an affine
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chart containing q and, in it, affine coordinates x, y with origin q and the
second axis non-tangent to C at q. Take e = eq(C). The singularity of C
at q being ordinary, C has e different branches pi, i = 1, . . . , e, at q, which
are smooth and have different tangent lines. Thus, each pi has a Puiseux
parameterization of the form x = t, y = αit+ · · · , i = 1, . . . , e and αi 6= αj if
i 6= j (2.4.6). Write r = eq(A); then an equation of the affine part of A has the
form h = hr+ . . . , where hr is a non-zero homogeneous polynomial of degree
r. If A is an adjoint, then r ≥ e−1 and [A·pi] = ot(hr(t, αit)+ · · · ) ≥ e−1 as
claimed. Conversely, for any i it holds oth(t, αit+ · · · ) ≥ e− 1. If r < e− 1,
this yields hr(1, αi) = 0 for all i = 1, . . . , e. Since the αi are all different, the
polynomial hr(1, y) has e different roots, against the fact that it is non-zero
and has degree r < e− 1. Hence r ≥ e− 1, as claimed. ⋄

For any p ∈ X(C), still denote by χ(p) the origin of p. The adjunction
divisor ∆(C) of C is defined by the equality

∆(C) =
∑

p∈X(C)

(eχ(p)(C)− 1)p.

It thus contains the branches of C with origin at a singular point, each with
multiplicity one less than the multiplicity of its origin. The reader may easily
check that

deg∆(C) =
∑

q∈C

eq(C)(eq(C)− 1).

Using the adjunction divisor, Lemma 4.5.15 may be rewritten as follows:

Lemma 4.5.16 A curve A of P2 is adjoint to C if and only if it contains C
or, else, A · C ≥ ∆(C).

Brill and Noether’s original formulation of the Restsatz contains in fact
two results. One, birationally invariant and quite easy, is as follows:

Lemma 4.5.17 For any two divisors D,T on an irreducible curve C of P2,
T effective, |D| − T = |D − T |. In particular, the residual series of any
complete linear series with respect to a given effective divisor T is complete,
and depends only on the linear equivalence class of T .

Proof: By the definition of residual series, D′ ∈ |D| − T if and only if
D′ + T ≥ T and D′ + T ≡ D. By 4.5.1 this is equivalent to D′ ≥ 0 and
D′ ≡ D − T , which in turn is satisfied if and only if D′ ∈ |D − T |, by the
definition of |D − T |. ⋄

This direct consequence of 4.5.17 will be useful later on:

Lemma 4.5.18 Assume that L and L′ are complete linear series on C. Then
the following conditions are equivalent:

(i) There is a group of L contained in a group of L′.

(ii) L 6= ∅ and there is a divisor T ≥ 0 such that L = L′ − T .
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(iii) L 6= ∅ and each group of L is contained in a group of L′, that is, L is
non-empty and partially contained in L′.

Proof: If there is a D ∈ L then, obviously L 6= ∅. If there is a D′ ∈ L′ with
D ≤ D′, then D′ = D + T with T ≥ 0 and, by 4.5.17,

L = |D| = |D′ − T | = |D′| − T = L′ − T.

This proves (i) ⇒ (ii). Both (ii) ⇒ (iii) and (iii) ⇒ (i) are clear. ⋄
The other – harder – part of the Restsatz is not birationally invariant

and follows from Noether’s fundamental theorem 3.8.14. It ensures that the
residual linear series, with respect to the adjunction divisor, of the linear
series traced on C by the adjoints of any fixed degree, is complete:

Lemma 4.5.19 For any integer m > 0, the set Am of all divisors A · C −
∆(C), for A an adjoint to C of degree m not containing C, is a complete
linear series.

C

A

K

K’

A’

{ {{

D

D’
T

Figure 4.2: Curves and divisors in the proof of 4.5.19.

Proof: Assume that C has homogeneous equation F = 0 and degree d.
That Am is a linear series follows from 4.5.14, 4.4.30 and 4.5.16. The case
Am = ∅ being clear, assume that D′ is an effective divisor linearly equivalent
to D ∈ Am. Then, on one hand, there is an adjoint A : G = 0 to C,
A 6⊃ C, degA = m, such that A.C = D + ∆(C). On the other, by the
linear equivalence of D and D′ and 4.5.5, there are curves K : H = 0 and
K ′ : H ′ = 0, of the same degree k, neither containing C, and an effective
divisor T such that

D + T = K · C and D′ + T = K ′ · C.

The divisor cut out on C by the composed curve A+K ′ is then

(A+K ′) · C = ∆(C) +D +D′ + T = ∆(C) +D′ +K · C.

The last equality ensures that the curves C, K and A + K ′ satisfy the hy-
pothesis of Noether’s fundamental theorem 3.8.14 (conditions (b)). There
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are thus homogeneous polynomials P and Q, of respective degrees m+ k− d
and m, such that

GH ′ = PF +QH.

Call A′ the curve A′ : Q = 0; it has degree m. The difference GH ′ − QH
being a multiple of the equation F of C, by 4.4.5

A′ · C +K · C = (A′ +K) · C = (A+K ′) · C = ∆(C) +D′ +K · C

and it follows that
A′ · C = ∆(C) +D′.

By 4.5.16, the last equality proves that A′ is an adjoint to C of degree m,
and, this proved, the same equality shows that D′ ∈ Am, as wanted. ⋄

By 4.5.17 any residual linear series of the complete linear series Am of
4.5.19 with respect to an arbitrary effective divisor is complete too. Hence,
we have proved:

Theorem 4.5.20 (Brill–Noether Restsatz, 1874) For any integer m >
0 and any effective divisor T , the effective divisors A · C − ∆(C) − T , for
A an adjoint to C of degree m not containing C, describe a complete linear
series.

4.6 The Genus of a Curve, Riemann’s Inequal-

ity

Riemann’s inequality will result from the Brill–Noether Restsatz by just com-
puting dimensions of linear series residual of linear series traced by adjoints.
Still assume that C is an irreducible curve of P2 with only ordinary singular-
ities, and take d = degC and δ =

∑
q∈C eq(C)(eq(C) − 1)/2 = 1

2 deg∆(C).
First of all we have:

Lemma 4.6.1 Assume m ≥ d − 2. Then the linear series Am, residual
with respect to the adjunction divisor of the linear series traced on C by the
adjoints to C of degree m, satisfies

dimAm ≥ dm−
d2 − 3d+ 2

2
− δ,

and there is an integer m̄ such that equality holds for m ≥ m̄.

Proof: As already noticed in 4.5.14, the dimension of the linear system
Am, of the curves of degree m adjoint to C, is at least (m2 + 3m)/2 − δ,
and equality holds for m high enough. Since the adjunction conditions are
obviously satisfied by the curve C, and hence for any curve containing C, the
adjoints to C of degree m, m ≥ d, containing C are the curves composed of
C and an arbitrary curve of degreem−d. They thus describe a linear system
of dimension ((m− d)2 + 3(m− d))/2. Since this expression takes value −1
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for m = d − 1, d − 2, it still gives the correct dimension of the – empty –
linear systems of the adjoint curves of degrees d− 1 and d− 2 containing C.
Therefore (4.4.30) the linear series traced on C by the adjoints to C of degree
m, m ≥ d− 2, has dimension at least

m2 + 3m

2
− δ − (m− d)2 + 3(m− d)

2
− 1 = dm− d2 − 3d+ 2

2
− δ,

and the equality holds for m high enough. By 4.4.19, the same holds for
the linear series Am residual of the above with respect to the adjunction
divisor ∆(C), because all groups cut out on C by adjoint curves contain ∆(C)
(4.5.16). ⋄

We will use 4.6.1 to prove a corollary of the Restsatz. It provides a
rather explicit construction of the complete linear series |D| determined by
an effective divisor D and is needed to prove Riemann’s inequality.

Corollary 4.6.2 (Construction of complete linear series) If C is an ir-
reducible curve of P2 with only ordinary singularities, then:

(a) For any effective divisor D on C, there is a positive integer m0 such
that for any m ≥ m0, there is an adjoint curve Am to C, of degree m,
Am 6⊃ C, for which Am · C ≥ D +∆(C).

(b) Let D be any effective divisor on C. Assume that Am is – as in (a) –
an adjoint to C of degree m that does not contain C and has Am · C ≥
D +∆(C). Then T = Am · C −D −∆(C) is effective and the residual
series, with respect to T +∆(C), of the linear series traced on C by the
adjoints to C of degree m is |D|.

Proof: Lemma 4.6.1 shows that dimAm ≥ degD provided

m ≥ d2 − 3d+ 2

2d
+
δ

d
+

degD

d
.

If this inequality is satisfied, then, by 4.4.22, dim(Am−D) ≥ 0; hence Am−D
contains at least one effective divisor and so there is an adjoint Am, of degree
m, for which Am ·C is defined and satisfies Am ·C ≥ D+∆(C). This proves
claim (a).

Claim (b) is a direct consequence of the Restsatz: Taking T = Am · C −
D − ∆(C), the residual linear series of Am with respect to T contains D
because Am · C = D +∆(C) + T , and is complete by 4.5.20. ⋄

Assume that an effective divisor D on C has been given and, by 4.6.2(a),
take an adjoint Am to C, of degree m ≥ d − 2 and not containing C, for
which T = Am · C − D − ∆(C) is effective. Then, on one hand deg T =
md− degD− deg∆(C). On the other, by 4.6.2(b), |D| is the residual series
of Am with respect to T and therefore, by 4.4.22 and 4.6.1, its dimension
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satisfies

dim |D| ≥ dimAm − degT

≥ dm− d2 − 3d+ 2

2
− δ −md+ degD + deg∆(C)

= degD − d2 − 3d+ 2

2
+ δ, (4.15)

because deg∆(C) = 2δ. Furthermore the equality holds if, for m high
enough, we take D = Am · C − ∆(C) for an adjoint Am of degree m, as
then T = 0. This gives an inequality which is in fact Riemann’s in a not yet
birationally invariant form:

Proposition 4.6.3 If C is an irreducible curve of P2 of degree d, with only
ordinary singularities, and |D| is a complete linear series on C, then

dim |D| ≥ degD − g(C), (4.16)

where

g(C) =
(d− 1)(d− 2)

2
−
∑

q∈C

eq(C)(eq(C) − 1)

2
.

Furthermore, (4.16) is an equality for at least one complete linear series |D|.

Proof: If the complete linear series |D| is non-empty, then D may be as-
sumed to be effective and the claimed equality is the already proved (4.15),
which we know to be an equality for a certain |D|. If |D| = ∅ we have to
prove −1 ≥ degD − g(C). Assume otherwise, that is, to have a divisor D
with 0 ≤ degD−g(C) and decompose D into its positive and negative parts,
D = D+ −D−. Then degD+ ≥ degD− + g(C) and, D+ being effective, we
may use the inequality of the claim to get

dim |D+| ≥ degD+ − g(C) ≥ degD−.

Using 4.5.17 and 4.4.22, this in turn gives

dim |D| = dim |D+ −D−| = dim(|D+| −D−) ≥ dim |D+| − degD− ≥ 0,

against the hypothesis |D| = ∅. ⋄

Theorem 4.6.4 (Riemann’s inequality; Riemann, 1857) If C is any ir-
reducible curve of P2, then there is a non-negative integer g(C) for which

(a)
dim |D| ≥ degD − g(C)

for any complete linear series |D| on C, and
(b)

dim |D| = degD − g(C)
for at least one complete linear series |D| on C.
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Proof: By 4.4.24 and 4.5.11, if the claim holds for a curve C′ birationally
equivalent to C, then it holds for C too. By 4.2.15, C′ may be taken with
only ordinary singularities, and for such a C′ the claim has been proved in
4.6.3: it suffices to take

g(C) =
(d′ − 1)(d′ − 2)

2
−
∑

q∈C′

eq(C
′)(eq(C

′)− 1)

2
,

where d′ = degC′, and then notice that the inequality g(C) ≥ 0 follows from
3.5.23. ⋄

Remark 4.6.5 The integer g(C) of 4.6.4 is called the genus of C, and also,
sometimes, the geometric genus of C. In 4.6.4 the genus of C is characterized
as being the maximal value of the differences degD−dim |D| for all complete
linear series |D| on C, which in particular proves that it is a birational in-
variant (see 4.4.24 and 4.5.11). Birationally equivalent curves thus have the
same genus, a property often referred to as the invariance of the genus . The
genus is the most important numerical birational invariant of an irreducible
algebraic curve, but not the only one, see for instance Exercise 4.31.

While proving 4.6.4, we have obtained an explicit formula for g(C); it is
called the genus formula:

Corollary 4.6.6 (of the proof of 4.6.4) If C is an irreducible curve of
degree d of P2 and all singularities of C are ordinary, then

g(C) =
(d− 1)(d− 2)

2
−
∑

q∈C

eq(C)(eq(C) − 1)

2
. (4.17)

The genus formula of 4.6.6 cannot be applied, in general, to curves having
non-ordinary singularities, see Exercise 4.12. Actually, the right-hand side of
(4.17) already appeared in (3.5.24) under the name deficiency, and the proof
of 4.2.14 shows that it may be modified by the action of standard quadratic
transformations, so it is not a birational invariant. A correct formula for
curves with arbitrary singularities requires the summation in (4.17) to be
extended not only to the (singular) points of C, but also to the singular
points they give rise to when blown up in the procedure of reduction of
singularities of Section 4.2 (infinitely near singularities). The reader may see
[16] or [3, Section 3.11] and also Exercise 4.12(4).

4.7 Differentials on a Curve

Denote by C an irreducible curve of P2. In order to obtain the correction term
that will turn Riemann’s inequality into an equality, we need to introduce
new objects intrinsically related to C: these are the differentials on C and a
linear series they give rise to, called the canonical series of C.
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The differentials on C will be introduced by an algebraic procedure that
uses only the field C(C), as an extension of C. We will call a derivation of
C(C) any map from C(C) into a vector space N over C(C),

ρ : C(C) −→ N,

which, for any a ∈ C and any g, g′ ∈ C(C), satisfies

(a) ρ(a) = 0,

(b) ρ(g + g′) = ρ(g) + ρ(g′) and

(c) ρ(gg′) = g′ρ(g) + gρ(g′).

From the above it easily follows that any derivation ρ also satisfies the usual
rule for the derivative of a quotient, namely

(d) ρ(g/g) = (g′ρ(g)− gρ(g′))/(g′)2 for any g, g′ ∈ C(C), g′ 6= 0.

The zero map from C(C) to an arbitrary C(C)-vector space is an obvious
example of a derivation. In the sequel we will of course deal with more
interesting examples.

A homomorphism from a derivation ρ : C(C) → N to a derivation ρ′ :
C(C) → N ′ is any linear map ϕ : N → N ′ satisfying ρ′ = ϕ ◦ ρ. It is
clear that the identical maps and the compositions of homomorphisms of
derivations are homomorphisms of derivations. The homomorphism ϕ above
is called an isomorphism if and only if it is an isomorphism of vector spaces.
The reader may easily check that, according to the categorial meaning of
the word isomorphism, ϕ is an isomorphism if and only if it has an inverse,
namely a homomorphism of derivations from ρ′ to ρ that composed with ϕ
in both senses gives the corresponding identity maps.

The relevant fact is that there exists a universal derivation which, as such,
is uniquely determined by C(C) up to isomorphism. The next proposition
gives a precise claim; its proof follows the standard algebraic pattern used in
many other similar cases.

Proposition 4.7.1 Assume that C is an irreducible curve of P2 and C(C)
its field of rational functions. Then:

(a) There is a derivation
ddd : C(C) −→ Ω(C)

such that for any derivation

ρ : C(C) −→ N

there is a unique linear map

ρ̄ : Ω(C) −→ N

such that ρ = ρ̄ ◦ ddd.
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(b) The property above determines ddd up to isomorphism, namely if a deriva-
tion

ddd′ : C(C) −→ Ω′(C)

satisfies the same property, then there is an isomorphism of vector spaces
φ : Ω(C)→ Ω′(C) that satisfies ddd′ = φ ◦ ddd.

Proof: Existence: In order to have a copy of C(C) with no algebraic
structure, consider a symbol [g] for each g ∈ C(C), different functions giving
different symbols. Let V be the vector space freely generated over C(C) by
all these symbols: the elements of V are thus formal linear combinations of
symbols ∑

g∈C(C)

cg[g]

with cg ∈ C(C), cg = 0 for all but finitely many g, and
∑

g cg[g] =
∑

g c
′
g[g]

if and only if cg = c′g for all g ∈ C(C).
Take the subspace H of V generated by all the elements of any of the

forms

(1) [a], for a ∈ C,

(2) [g + g′]− [g]− [g′], for g, g′ ∈ C(C),

(3) [gg′]− g′[g]− g[g′], for g, g′ ∈ C(C),

and Ω(C) = V/H . Then, due to the definition of H , mapping each f ∈ C(C)
to the class of [g] modulo H defines a derivation ddd : C(C)→ Ω(C). Next we
will check that ddd thus defined satisfies the claim. Assume that ρ : C(C)→ N
is any derivation of C(C). The vector space V being freely generated by the
symbols [g], g ∈ C(C), ρ induces the linear map

ρ̃ : V −→ N
∑

g

cg[g] 7−→
∑

g

cgρ(g).

Furthermore, ρ being a derivation, ρ̃ maps each of the above generators of
H to 0 and hence ρ̃(H) = {0}. We may thus take ρ̄ to be the linear map
induced by ρ̃, from the quotient Ω(C) = V/H to N ; from this, the equality
ρ = ρ̄ ◦ ddd is clear. Since the symbols [g], g ∈ C(C), generate V , their classes
modulo H , ddd(g), g ∈ C(C), generate Ω(C). Therefore, the equality ρ = ρ̄ ◦ ddd
uniquely determines ρ̄, because it determines the images under ρ̄ of all ddd(g),
g ∈ C(C).

Uniqueness: Note first that if ddd : C(C) −→ Ω(C) is a derivation and
satisfies the condition of claim (a), then ddd itself has the obvious factorization
ddd = IdΩ(C) ◦ ddd. Therefore, by the claimed uniqueness of such a factorization
in the particular case ρ = ddd, the only linear map ϕ : Ω(C)→ Ω(C) satisfying
ddd = ϕ ◦ ddd is ϕ = IdΩ(C).

Assume now we have two derivations ddd : C(C) → Ω(C) and ddd′ : C(C) →
Ω′(C), both satisfying the property of claim (a). By this property applied
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to ddd, there is a d̄dd
′
: Ω(C) → Ω′(C) such that ddd′ = d̄dd

′ ◦ ddd. Swapping over the
roles of the derivations, there is a d̄dd : Ω′(C)→ Ω(C) such that ddd = d̄dd ◦ ddd′. It
follows that

ddd′ = d̄dd
′ ◦ d̄dd ◦ ddd′ and ddd = d̄dd ◦ d̄dd′ ◦ ddd

which, as noticed before, yields

IdΩ′(C) = d̄dd
′ ◦ d̄dd and IdΩ(C) = d̄dd ◦ d̄dd′.

As a consequence, d̄dd and d̄dd
′
are reciprocal isomorphisms of derivations, as

wanted. ⋄
The elements of Ω(C) are called the differentials – or the differential forms

– on C. In the sequel we will write ddd(g) = dg, for any g ∈ C(C), and call it
the differential of g. The differentials of the form dg for g ∈ C(C) are called,
as usual, exact differentials .

For future reference we state a fact that has been obtained while proving
4.7.1:

Corollary 4.7.2 (of the proof of 4.7.1) The exact differentials dg, g ∈
C(C), generate Ω(C).

If f : C → C′ is a non-constant rational map, take Ω(C) as a C(C′)-
vector space using the product g′η = f∗(g′)η for g′ ∈ C(C′) and η ∈ Ω(C).
Then the composition of the monomorphism f∗ with the universal derivation
ddd of C(C) is a derivation of C(C′) which factors according to 4.7.1, giving a
commutative diagram

C(C)
f∗←−−−− C(C′)

ddd

y
yddd′

Ω(C)
ddd◦f∗←−−−− Ω(C′).

The induced C(C′)-linear map ddd ◦ f∗ is called the pull-back of differentials
(by f). It will be denoted using the same notation as for the pull-back of
rational functions, namely f∗ = ddd ◦ f∗, this causing no confusion. For any
form ω ∈ Ω(C′), f∗(ω) is called the pull-back or the inverse image of ω. Due
to the commutativity of the diagram above, we have f∗(dg) = d(f∗(g)) for any
g ∈ C(C′). Since the exact differentials generate the spaces of differentials
(4.7.2), this fact easily gives:

Proposition 4.7.3 If f : C → C′ and g : C′ → C′′ are non-constant rational
maps between irreducible curves of P2, then:

(a) (IdC)
∗ = IdΩ(C).

(b) (f ◦ g)∗ = g∗ ◦ f∗.

(c) If f is birational, then f∗ is bijective and has inverse (f−1)∗.
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In all cases, the star ∗ denotes pull-back of differentials.

Our first goal in this section is to prove that Ω(C) is a one-dimensional
vector space (over C(C)), but this will take a while. For the moment we will
prove two lemmas, namely:

Lemma 4.7.4 If x, y are affine coordinates on an arbitrary affine chart of
P2 containing at least one point of C, and x̄, ȳ are their restrictions to C,
then dx̄, dȳ generate Ω(C).

Proof By 4.7.2, it is enough to see that any exact differential dg, g ∈ C(C)
is a linear combination of dx̄ and dȳ. According to 3.7.12, any g ∈ C(C) may
be written g = P(x̄, ȳ)/Q(x̄, ȳ) where P and Q are complex polynomials in
two variables and Q(x̄, ȳ) 6= 0. Then, ddd being a derivation, rule (d) at the
beginning of this section shows that dg is a linear combination of dP(x̄, ȳ)
and dQ(x̄, ȳ). In turn, rules (a), (b) and (c) easily give

dP (x̄, ȳ) = (∂1P )(x̄, ȳ)dx̄+ (∂2P )(x̄, ȳ)dȳ,

where ∂1P and ∂2P are the usual derivatives of the polynomial P . A similar
equality holding for dQ(x̄, ȳ), the proof is complete. ⋄

Lemma 4.7.5 dimΩ(C) ≤ 1.

Proof: Take an affine chart, coordinates x, y and its restrictions x̄, ȳ as in
4.7.4, and let f ∈ C[x, y] be an equation of the affine part of C. Then in
C(C) we have f(x̄, ȳ) = 0. Computing as in the proof of 4.7.4,

0 = df(x̄, ȳ) = (∂1f)(x̄, ȳ)dx̄+ (∂2f)(x̄, ȳ)dȳ.

The above is a non-trivial linear dependence relation between the generators
dx̄ and dȳ of Ω(C). Indeed, f having positive degree, at least one of its
derivatives ∂if is not zero, after which it is not a multiple of f due to its
degree. Therefore (∂if)(x̄, ȳ) 6= 0 (by 3.7.10). ⋄

Given p ∈ X(C), a rational function u ∈ C(C) is called a uniformizing
parameter of C at p if and only if op(u) = 1.

Remark 4.7.6 Due to 4.3.17, if f : C → C′ is a birational map, then f∗(u),
u ∈ C(C′), is a uniformizing parameter of C at p ∈ X(C) if and only if u is
a uniformizing parameter of C′ at f(p).

Lemma 4.7.7 For any p ∈ X(C) there is a uniformizing parameter t of C
at p.

Proof: By 4.3.14 and 4.7.6, it is non-restrictive to assume that the origin q
of p is a non-singular point of C. Then take t to be the restriction of L0/L1

where L0 and L1 are homogeneous equations of, respectively, a line ℓ0 going
through the origin of p and non-tangent to C there, and a line ℓ1 missing the
origin of p: t is a uniformizing parameter at p due to 4.4.6(b). ⋄
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Remark 4.7.8 Given p1, . . . , pm ∈ X(C), all different from p, the uniformiz-
ing parameter t of 4.7.7 may be chosen to have t(pj) 6= 0,∞ for j = 1, . . . ,m.
Indeed, proceeding as in the proof of 4.7.7, neither of the origins of p1, . . . , pm
is the origin of p, because the origin of p is a smooth point of C. Then, just
take both ℓ0 and ℓ1 missing the origins of p1, . . . , pm.

Let as before C be an irreducible curve of P2 and p ∈ X(C). Next we
will present a construction – referred to in the sequel as local representation
at p – that relates the universal derivation ddd to the standard derivation of
series in a single variable. This construction appears as dependent on many
choices besides those of C and p. Actually, modifying these choices produces
a quite similar situation, related to the initial one by isomorphisms, but we
do not need to care about that, as the local representation will only be used
to prove three results – 4.7.10, 4.7.12 and 4.7.15 below – whose claims are
clearly independent of the choices made.

Assume we have fixed p ∈ X(C). As allowed by 4.2.15, choose a birational
map f : C → C′, where C′ is an irreducible curve of P2 with no singularities
other than ordinary singular points, and take p′ = f(p): the singularities
being ordinary, p′ is a smooth branch of C′. We choose an affine chart A2

of P2 containing the origin q′ of p′. Take on A2 affine coordinates x, y with
origin q′ and the second axis ℓy : x = 0 not tangent to p′. Let f ∈ C[x, y]
be an equation of the affine part of C′. The branch p′ being smooth and
the axis ℓy non-tangent to p′, opx = [ℓ · p′] = 1. The restriction x̄ is thus
a uniformizing parameter of C′ at p′ and therefore (4.7.6) z = f∗(x̄) is a
uniformizing parameter of C at p.

Since p′, as a branch, is smooth, it has a single Puiseux series s ∈ C{x}
relative to the coordinates x, y. If a non-zero polynomial P ∈ C[x, y] satisfies
P (x, s) = 0, then C′ and the projective closure T of P = 0 share infinitely
many points (x, s(x)), by which C′ is an irreducible component of T and P
is a multiple of f . The converse is obviously true, because f(x, s) = 0. It
follows that the kernel of the homomorphism of C-algebras

C[x, y] −→ C((x))

Q(x, y) 7−→ Q(x, s(x))

is fC[x, y]. The homomorphism thus extends (3.6.2) to

RC′ = C[x, y](f) −→ C((x))

Q(x, y)

Q′(x, y)
7−→ Q(x, s(x))

Q′(x, s(x))

which in turn induces a monomorphism of fields,

ϕ′ : C(C′) = C[x, y](f)/fC[x, y](f) −→ C((x)),

through which the image of any rational function g′ on C′ is the result of
replacing y with s in any of its representatives.
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We will take ϕ = ϕ′ ◦ (f∗)−1 : C(C)→ C((x)): it is also a monomorphism
of fields which, like ϕ′ and (f∗)−1, leaves all the elements of C invariant and
therefore is a monomorphism of C-algebras. Note also that it maps z to x.
The monomorphism ϕ is a quite interesting one: it associates to each rational
function g on C a sort of local – at p – representation of g as a Laurent series;
further, it preserves orders, namely:

Lemma 4.7.9 For any g ∈ C(C),

op(g) = oxϕ(g).

Proof: Take g′ = (f∗)−1(g). Then, by 4.3.17, op(g) = op′(g
′) and it suffices

to see that op′(g
′) = oxϕ

′(g). This equality in turn is clear from the definition
of op′(g

′) because (x, s(x)) is a Puiseux parameterization of p′ and therefore
the series ϕ′(g) defines the germ of analytic map gp of 4.3.6. ⋄

From now on, the field C((x)) will be taken with the C(C)-vector space
structure induced by ϕ; the product of g ∈ C(C) and S ∈ C((x)) is thus
taken to be gS = ϕ(g)S.

Denote by ∂x : C((x)) → C((x)) the usual derivation of Laurent series.
It is straightforward to check that the composition ∂x ◦ ϕ is a derivation of
C(C). By 4.7.1, ∂x◦ϕ factors through ddd giving rise to a commutative diagram

C(C)
ϕ−−−−→ C((x))

ddd

y
y∂x

Ω(C)
ψ−−−−→ C((x))

(4.18)

where ψ is a C(C)-linear map and, by the commutativity,

ψ(dz) = ψ(ddd(z)) = ∂x(ϕ(z)) = ∂x(x) = 1.

This gives the first result we are looking for, namely:

Proposition 4.7.10 For any irreducible curve C of P2, dimΩ(C) = 1.

Proof: We know from 4.7.5 that dimΩ(C) ≤ 1, and the equality above
shows that dz 6= 0. ⋄

Once we know that dimΩ(C) = 1, we introduce a notation: if g, u ∈ C(C)
and du 6= 0, then dg = hdu for some h ∈ C(C). The coefficient h being
determined by g and u, we will write h = dg/du, this giving rise to the
familiar equality dg = (dg/du)du.

Back to our construction, we have seen in the proof of 4.7.10 above that
dz 6= 0; hence, it makes sense to consider dg/dz for any g ∈ C(C). The follow-
ing lemma relates the formal derivatives dg/dz and the usual ones ∂x(ϕ(g)):

Lemma 4.7.11 For any g ∈ C(C), ϕ(dg/dz) = ∂x(ϕ(g)).
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Proof: Computing the image of g both ways on the diagram (4.18) and
using that ψ is C(C)-linear,

∂x(ϕ(g)) = ψ(dg) = ψ

(
dg

dz
dz

)
= ϕ

(
dg

dz

)
ψ(dz)

= ϕ

(
dg

dz

)
∂x(ϕ(z)) = ϕ

(
dg

dz

)
∂x(x) = ϕ

(
dg

dz

)
.

⋄
The second result we want is:

Proposition 4.7.12 If u is any uniformizing parameter of a curve C of P2

at a point p ∈ X(C), then du 6= 0. If u, v are uniformizing parameters of C
at p, then op(du/dv) = 0.

Proof: If u is a uniformizing parameter, 1 = opu = oxϕ(u) by 4.7.9. Then,
by 4.7.11,

op(du/dz) = ox∂xϕ(u) = oxϕ(u)− 1 = 0. (4.19)

This proves that du = (du/dz)dz 6= 0, as we already know that dz 6= 0. For
the second claim, we know form the first one that dv 6= 0. Then

du

dz
dz = du =

du

dv
dv =

du

dv

dv

dz
dz,

hence
du

dz
=
du

dv

dv

dz
,

after which the second claim follows from equality (4.19) applied to both u
and v. ⋄

Assume we have a non-zero differential form η ∈ Ω(C) and fix any p ∈
X(C). By 4.7.7 there is a uniformizing parameter u of c at p and, by 4.7.12,
du 6= 0. Since dimΩ(C) = 1 (4.7.10), there is an ηu ∈ C(C) − {0} such
that η = ηudu. If another uniformizing parameter v at p is used, then we
have η = ηvdv = ηv(dv/du)du; it follows that ηu = ηv(dv/du) and, by 4.7.12
again, op(ηu) = op(ηv). The integer op(ηu) thus being independent of the
choice of the uniformizing parameter u, the order of η at p is defined by the
rule

opη = opηu

if u is any uniformizing parameter at p and η = ηudu. The order of the zero
differential form is defined as being ∞.

Lemma 4.7.13 For any η, η′ ∈ Ω(C), any g ∈ C(C) and any p ∈ X(C),

(a) op(η + η′) ≥ min(opη, opη
′), with equality if opη 6= opη

′.

(b) op(gη) = opg + opη.
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Proof: Direct from the definition above and 4.3.10. ⋄
As for rational functions, p ∈ X(C) is said to be a zero of a non-zero

differential form η if and only if opη > 0. If this is the case, opη is called the
order or multiplicity of p as a zero of η. Similarly, p ∈ X(C) is said to be a
pole of η if and only if opη < 0. Then, −opη is called the order or multiplicity
of p as a pole of η.

Remark 4.7.14 Assume that f : C → C′ is a birational map, p ∈ X(C),
p′ = f(p), η′ ∈ Ω(C′) and η = f∗(η′). Then, if η′ = η′vdv with v a uniformizing
parameter of C′ at p′,

η = f∗(η′) = f∗(η′v)f
∗(dv) = f∗(η′v)d(f

∗(v))

and f∗(v) is a uniformizing parameter of C at p by 4.7.6. It follows that
opη = op′η

′. In particular, for any η′ ∈ Ω(C′), f−1 induces multiplicity-
preserving bijections between the sets of zeros and the sets of poles of η′ and
η = f∗(η′).

We close this section with a determination of the multiplicities of the zeros
and poles of an exact differential:

Proposition 4.7.15 Let C be, as before, an irreducible curve of P2 and take
any g ∈ C(C). Then dg = 0 if and only if g is constant. Otherwise, for any
p ∈ X(C),

(a) opdg = op(g − g(p))− 1 if p is not a pole of g, and

(b) opdg = opg − 1 if p is a pole of g.

Proof: Take any p ∈ X(C). We will use the local representation at p, as
described above, with the same notations. If g ∈ C, then dg = 0 because ddd is
a derivation. Conversely, if dg = 0, then dg/dz = 0 and so, by 4.7.11, ∂xϕ(g)
=0; this implies ϕ(g) ∈ C and hence g ∈ C, because ϕ is injective and leaves
the elements of C invariant.

Assume now that p is not a pole of g. Then g(p) ∈ C and obviously
g − g(p) has a zero at p. Thus 0 < op(g − g(p)) = oxϕ(g − g(p)). Since
obviously dg = d(g − g(p)), 4.7.9, 4.7.11 and the standard series derivation
rules give

opdg = opd(g − g(p)) = op(d(g − g(p))/dz) =
ox∂xϕ(g − g(p)) = oxϕ(g − g(p))− 1 = op(g − g(p))− 1,

as claimed. If p is a pole of g, then oxϕ(g) < 0 and a similar argument
applies. ⋄
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4.8 The Canonical Series

To begin with, we need to prove an important fact, namely that the set of
zeros and poles of any non-zero differential is finite. To this end we will com-
pute the zeros and poles of a particular differential in a particular projective
situation. We will also keep a record of the multiplicities for future use.

Let C be an irreducible curve of P2 with no singularities other than ordi-
nary singular points. As the reader may easily check using 3.5.14 and 3.5.16,
we may take coordinates x0, x1, x2 relative to a projective reference of P2

such that:

1.- The third vertex T = [0, 0, 1] does not belong to C or to any of the
tangents to C at its singular points.

2.- The line L : x0 = 0 is not tangent to C and contains no singular point of
C.

On the affine chart x0 6= 0 take affine coordinates x = x1/x0 and y = x2/x0.
Let q1, . . . , qr be the contact points of the tangents to C through T : there are
finitely many such points by 3.5.16; all of them belong to A2 and are smooth
points of C due to the choice of the reference. Write ti for the tangent to C
at qi and pi for the only branch of C with origin qi. On the other hand, let
q′1, . . . , q

′
d be the points of L on C. Also these are smooth points of C and

we call p′i the branch of C with origin q′i, i = 1, . . . , d.

Lemma 4.8.1 Choices and notations being as above, if x̄ is the restriction
to C of the first affine coordinate x, then dx̄ is not zero, has zeros p1, . . . , pr,
each pi with multiplicity [ti.C]qi−1, and poles p′1, . . . , p

′
d, all with multiplicity

two.

Proof: From the conditions imposed on the point T and the line L it is clear
that T 6= q′i and [L ·p′i] = [L ·C]q′

i
= 1 for i = 1, . . . , d. Then, by 4.4.6(b), the

poles of x̄ = x1/x0 are p′1, . . . , p
′
d, all simple; by 4.7.15 all of them are poles

of dx̄ of multiplicity two, as claimed.
Let p be any branch of C other than p′1, . . . , p

′
d. Then the origin q of p is

a point of A2, say with affine coordinates (a, b). We have x̄(p) = a and, again
by 4.4.6(b), op(x̄ − a) equals the intersection multiplicity of p and the line
La : x1 − ax0 = 0. If this intersection multiplicity is one, on one hand La is
not tangent to p and on the other, by 4.7.15, p is neither a zero, nor a pole,
of dx. Otherwise La is tangent to p – as a branch – and hence is tangent to
C at the origin q of p. Since the lines La, a ∈ C, are all lines through T other
than L, this occurs if and only if, for some i = 1, . . . , r, L = ti, q = qi and
p = pi. Using 4.7.15 once again, dx̄ has a zero of multiplicity [ti ·pi]−1 at pi.
To end the proof just note that since the origin qi of pi is non-singular, pi is
the only branch of C with origin qi and therefore [ti · pi]− 1 = [ti ·C]qi − 1. ⋄

Now, as wanted:

Proposition 4.8.2 If C is an irreducible curve of P2 and η any non-zero
differential on C, then the set of zeros and poles of η is finite.
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Proof: By 4.7.14 and 4.2.15, it is not restrictive to assume that C has
ordinary singularities. Then, with the choices and notations of 4.8.1, dx̄
satisfies the claim. By 4.7.10, any non-zero η ∈ Ω(C) is η = gdx̄, with
g ∈ C(C) − {0}. It follows, by 4.7.13(b), that any zero or pole of η must
either be a zero or pole of dx or belong to the divisor (g). ⋄

The divisor (η) of a non-zero η ∈ Ω(C) is defined by the rule

(η) =
∑

p∈X(C)

(opη)p,

there being finitely many non-zero summands due to 4.8.2. The divisors (η)
of the non-zero differential forms η ∈ Ω(C) are called canonical divisors .

Proposition 4.8.3 If C is an irreducible curve of P2:

(a) for any non-zero η ∈ Ω(C) and any g ∈ C(C),

(gη) = (g) + (η).

(b) Any two canonical divisors on C are linearly equivalent. Any divisor
linearly equivalent to a canonical divisor is a canonical divisor too.

(c) The effective canonical divisors compose a complete linear series.

Proof: Claim (a) is straightforward from 4.7.13(b). Regarding claim (b),
if η, η′ ∈ Ω(C) − {0} then, by 4.7.10, η′ = gη for some non-zero g ∈ C(C)
and by claim (a), (η′) = (g) + (η) is linearly equivalent to (η). Conversely, if
D ≡ (η), then for some non-zero g ∈ C(C),

D = (g) + (η) = (gη).

To close, claim (c) is a direct consequence of claim (b). ⋄
The complete linear series described by all the effective canonical divisors

on C is called the canonical series of C. It will be denoted KC in the sequel.
Effective canonical divisors are often called canonical groups .

Remark 4.8.4 If f : C → C′ is a birational map between projective plane
curves, then, by 4.7.14, for any η ∈ Ω(C), f−1((η)) = (f∗(η)). Therefore, by
4.7.3, f induces a bijection between the sets of canonical divisors of C and C′

and in particular maps the canonical series of C onto the canonical series of
C′.

Once canonical divisors have been introduced we may complete Lemma
4.8.1 by giving a different presentation of the canonical divisor described
there.

Lemma 4.8.5 Take the coordinates, the affine chart and the notations as
for 4.8.1 and let P(C) be the polar of C relative to the point T . Then

(dx̄) = P(C) · C −∆(C) − 2L · C.
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Proof: Just use the description of P(C) ·C given by 3.5.20 and 3.5.21, and
compare with the description of (dx) given by 4.8.1. ⋄

A birationally invariant result follows:

Proposition 4.8.6 If C is an irreducible curve of P2, then the degree of any
canonical divisor on C is 2g(C)− 2, g(C) being the genus of C.

Proof: By 4.2.15, the invariance of the genus (4.6.5) and 4.8.4, it is enough
to prove the equality in the case of C having ordinary singularities only. Any
two canonical divisors being linearly equivalent, we will just compute the
degree of (dx̄) as given by 4.8.5. If d = degC and δ =

∑
q∈C eq(C)(eq(C) −

1)/2 then

deg(dx̄) = d(d− 1)− 2δ − 2d = (d− 1)(d− 2)− 2δ − 2

and using the genus formula (4.6.6) ends the proof. ⋄
Next is a not birationally invariant description of the canonical series for

curves with ordinary singularities:

Proposition 4.8.7 If an irreducible curve C of P2, of degree d, has no sin-
gular points other than ordinary singularities, then the canonical series of C
is the linear series Ad−3, residual with respect to the adjunction divisor of
the linear series cut out on C by the adjoints to C of degree d− 3.

Proof: Still take δ =
∑

q∈C eq(C)(eq(C)−1)/2. By 4.5.14, the linear system
of the adjoint curves of degree d− 3 has dimension at least

(d− 3)2 + 3(d− 3)

2
− δ = g(C)− 1,

and since there are no adjoint curves of degree d− 3 containing C,

dimAd−3 ≥ g(C)− 1.

If Ad−3 is empty, then, by the inequality above, g(C) = 0. Using 4.8.6, it
follows that all canonical divisors have negative degree, and therefore also
the canonical series is empty.

Thus assume Ad−3 6= ∅. Then there is an effective divisor of the form

D = Ad−3 · C −∆(C)

where Ad−3 is a curve – an adjoint in fact – of degree d− 3 that, obviously,
does not contain C. Again take the coordinates and the affine chart as for
lemmas 4.8.1 and 4.8.5 and use the same notations. Since curves of the same
degree cut out on C linearly equivalent divisors,

Ad−3 · C + 2L · C = (Ad−3 + 2L) · C ≡ P(C) · C

and hence
D ≡ P(C) · C −∆(C) − 2L · C = (dx̄)
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by 4.8.5. Now, both linear series being complete, Ad−3 is the set of all
effective divisors linearly equivalent to D, while KC is the set of all effective
divisors linearly equivalent to (dx̄): since we have seen D ≡ (dx̄), both series
agree, as claimed. ⋄

A lower bound for the dimension of the canonical series follows from 4.8.7.
It will be turned into an equality in 4.9.14.

Corollary 4.8.8 If C is an irreducible curve of P2, then dimKC ≥ g(C)−1.

Proof: The claim being birationally invariant (by 4.6.5 and 4.8.4), it may
be assumed without restriction that C has only ordinary singularities. Then
Proposition 4.8.7 ensures that KC = Ad−3, while in its proof we have seen
that dimAd−3 ≥ g(C)− 1. ⋄

Next we will show how canonical divisors arise related to the multiple
points of the groups of one-dimensional linear series, which is useful in many
situations (cf. for instance Exercise 4.8). Assume that C is an irreducible
curve of P2 and L a one-dimensional series on C with no fixed point. Then,
by 4.4.20, for each p ∈ X(C) there is a unique group in L containing p and p
has a well-determined multiplicity in it, which is called the multiplicity of p
in L. When this multiplicity is higher than one, p is called a multiple point
of L (double point if the multiplicity is two).

Proposition 4.8.9 On an irreducible curve C of P2, let L be a one-dimens-
ional linear series with no fixed point. Then:

(a) L has finitely many multiple points.

(b) If J(L) is the divisor composed of the multiple points of L, each with
multiplicity one less than its multiplicity in L, and D ∈ L, then J(L)−
2D is a canonical divisor.

Proof: Take any D ∈ L and write L = {D + (f) | f ∈ F}, where F is a
subspace of C(C) which, as D ∈ L, is generated by 1 and a non-constant
function g. Since L is assumed to have no fixed point, we have (g)∞ = D.
The other groups in L are D + (a + g) = (a + g)0 for a ∈ C. Then, by
4.7.15, p ∈ X(C) has multiplicity r > 1 in D + (a + g) if and only if it is a
zero of multiplicity r − 1 of dg. Also by 4.7.15, p has multiplicity r > 1 in
D if and only if it is a pole of multiplicity r + 1 of dg. All together, p has
multiplicity r > 1 in a group of L if and only if it belongs with multiplicity
r − 1 to (dg) + 2D. Therefore there are finitely many multiple points of L
and, furthermore, J(L) = (dg) + 2D, which proves the second claim. ⋄

The effective divisor J(L) defined in 4.8.8 is called the Jacobian group
of L. Classical presentations of Brill and Noether’s theory do not make use
of differentials, but introduce the canonical series via 4.8.8, by first proving
that all the divisors J(L)− 2D, for L a one-dimensional linear series without
fixed part and D ∈ L, are linearly equivalent, and then using any of them to
define the canonical series. The reader may see [19, Ch. 4, Sect. 33] or [10,
Book V, Ch. I, Sect. 8].
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Proposition 4.8.9 provides an easy proof of an important theorem con-
cerning the singular points of the curves of a pencil. In old books it is often
stated by saying that the curves of a pencil with no fixed part cannot have a
variable singular point:

Theorem 4.8.10 (Bertini, 1880) If P is a pencil of curves of P2, then all
but finitely many curves of P have no singular points other than the base
points of P.

Proof: Assume the equations of the curves of P to be λF + µG = 0,
(λ, µ) ∈ C2−{(0, 0)}, where F and G are linearly independent homogeneous
polynomials of degree d in the homogeneous coordinates. We will first deter-
mine the locus Sing(P) of the singular points of the curves of P . By 1.3.12,
a point q ∈ P2 is a singular point of a curve of P if and only if there is a
non-trivial solution for the system of equations in λ, µ

λ(∂iF )q + µ(∂iG)q = 0, i = 0, 1, 2,

where (∂iF )q, (∂iG)q denote the results of evaluating both partial derivatives
at already fixed coordinates of q. This occurs if and only if the homogeneous
polynomials

∆k =

∣∣∣∣
∂iF ∂iG
∂jF ∂jG

∣∣∣∣ , i, j = 0, 1, 2, i < j,

are all zero at q. Hence Sing(P) is the algebraic set defined by the equations
∆k = 0 for k = 0, 1, 2. If all these equations are zero, then Sing(P) = P2.
Otherwise, by 3.2.5,

Sing(P) = |D1| ∪ · · · ∪ |Dr| ∪ {q1, . . . , qh}, (4.20)

where D1, . . . , Dr are irreducible curves, q1, . . . , qh ∈ P2, r, h ≥ 0.
Next we will see that any irreducible curve all whose points belong to

Sing(P) must be contained in one of the curves of P . For, assume otherwise
that an irreducible curve T is contained in no C ∈ P and has all its points in
Sing(P). It is clear that T contains finitely many base points of P , as oth-
erwise it would be an irreducible component of the fixed part of P , by 3.2.6.
Since there is no C ∈ P containing T , P cuts out on T a one-dimensional
linear series L. Assume that q ∈ T is not a base point of P ; then there is a
unique Cq ∈ P containing q and, since q ∈ Sing(P), q is a singular point of
Cq. This implies that any p ∈ X(C) with origin q is a multiple point of the
group Cq ·T of L. Since q is not a base point of P , p is not a fixed point of L
and so still p is multiple in the group of the variable part L′ of L containing
it. Since the preceding argument applies to infinitely many p ∈ X(C), this
contradicts 4.8.9.

The argument above discards the possibility Sing(P) = P2, and therefore
Sing(P) is as in (4.20) above. Assume that C ∈ P has a singular point q
which is not a base point of P . Then either q = qi for some i = 1, . . . , h, and
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C is one of the finitely many curves of P that contain one of the non-base
points in {q1, . . . , qh}, or, for some i = 1, . . . , r, q ∈ Di and, therefore, such
a Di is not contained in the fixed part of P . Since Di needs to be contained
in a curve of P , and C is the only curve of P through q ∈ Di, C is the only
curve of P containing Di. Again, this leaves finitely many possibilities for C,
and therefore the proof is complete. ⋄

4.9 The Riemann–Roch Theorem

We will deal with the easier cases g(C) = 0, 1 first. On a curve C with
g(C) = 0 all non-empty complete linear series have dimension equal to its
degree, as shown next:

Proposition 4.9.1 If C is an irreducible curve of P2, then the following
conditions are equivalent

(i) g(C) = 0.

(ii) Any non-empty complete linear series on C has dimension equal to its
degree.

(iii) There is on C a linear series whose dimension is positive and equal
to its degree.

(iv) There is on C a linear series with dimension and degree both equal to
one.

Proof: That (i) ⇒(ii) follows from Riemann’s inequality 4.6.4 and 4.4.21.
To prove (ii)⇒(iii) it suffices to take |D| for D any non-zero effective divisor.
If L is a linear series with dimL = degL > 0, then, by 4.4.22, the residual
series of L with respect to a suitable effective divisor of degree degL− 1 has
dimension and degree equal to one, which proves that (iii)⇒(iv). To close, if
L has dimL = degL = 1, then clearly its Jacobian group J(L) has no points,
and so, by 4.8.9(b) and 4.8.6, −2 = 2g(C)− 2, thus proving (i). ⋄

Remark 4.9.2 If g(C) = 0, then, for each positive integer n, the set of all
effective divisors of degree n on C is a complete linear series of degree n
which, therefore, is the only complete linear series of degree n on C. For,
if D is any effective divisor of degree n on C, |D| is clearly complete and
of degree n. By 4.9.1 it has dimension n and therefore, by 4.4.22, for any
effective divisor D′ of degree n, dim(|D| −D′) ≥ 0; there is thus a D′′ ∈ |D|
such that D′′ ≥ D′, and then the equality of degrees gives D′ = D′′ ∈ |D|.

Remark 4.9.3 If g(C) > 0, then, by 4.9.1, any effective divisorD of positive
degree n has dim |D| < n. Hence, by 4.4.22, there is an effective divisor D′,
also of degree n, such that dim(|D| −D′) < 0 and so D′ /∈ |D|: no complete
linear series of positive degree n thus contains all the effective divisors of
degree n.
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For the case g(C) = 1:

Proposition 4.9.4 If C is an irreducible curve of P2 and g(C) = 1, then
any complete linear series |D| on C with D > 0 has dim |D| = degD − 1.

Proof: In this case, 4.4.21 and Riemann’s inequality 4.6.4 give

degD ≥ dim |D| ≥ degD − 1

and deg |D| = dim |D| would give g(C) = 0 by 4.9.1, hence the claim. ⋄

Remark 4.9.5 We know from 4.8.6 and 4.8.8 that the degree of any canon-
ical divisor is 2g(C)− 2, while dimKC ≥ g(C)− 1. If g(C) = 0 all canonical
divisors have negative degree and therefore none is effective, hence KC = ∅.
If g(C) = 1 there is at least one effective canonical divisor K because
dimKC ≥ 0, but since degK = 0, necessarily K = 0 and KC = {0}.

In order to deal with the curves C with g(C) > 1 we will need

Lemma 4.9.6 (Noether’s reduction lemma) Assume we have, on an ir-
reducible curve C of P2, an effective divisor D with dim(KC − D) ≥ 0. If
p ∈ X(C) is not a fixed point of KC −D, then p is a fixed point of |D + p|.

Proof: The claim being obviously birationally invariant, by 4.3.14 we may
assume without restriction that C has only ordinary singularities and also
that the origin q of p is a non-singular point of C.

Take d = degC. By the hypothesis there is a canonical divisor K such
that K −D is effective and does not contain p. By 4.8.7, there is an adjoint
A, of degree d − 3, such that A · C = K + ∆(C). Since the origin q of p
is a non-singular point of C, we may pick a line ℓ through q such that the
intersection ℓ∩C is composed of d different points, say q1, . . . , qd−1, q. Then
all these points are non-singular points of C and so we call pi the only branch
of C with origin qi, i = 1, . . . , d−1. If B = p1+ · · ·+pd−1, then ℓ ·C = B+p
and so we may write

(ℓ+A) · C = D + p+B +K −D +∆(C).

Note that ℓ+A is an adjoint of degree d− 2. Assume that D′ is any effective
divisor linearly equivalent to D+ p: then, by the Restsatz 4.5.20, there is an
adjoint A′, of degree d− 2 such that

A′ · C = D′ +B +K −D +∆(C). (4.21)

In particular, A′ · C ≥ B; this ensures that A′ goes through the points
q1, . . . , qd−1, which are d − 1 different points on ℓ. Since the degree of A′ is
d− 2, this gives ℓ ⊂ A′, hence q ∈ A′ and therefore p belongs to A′ ·C. Back
to equality (4.21), the point p does not belong to B – by the choice of ℓ –
or to K −D – by the hypothesis – or to ∆(C) – because q is a non-singular
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point of C. Then p belongs to D′ and therefore, D′ being an arbitrary divisor
in |D + p|, p is a fixed point of |D + p|, as claimed. ⋄

Now we are able to state and prove the Riemann–Roch theorem, consid-
ered the most important result of the intrinsic geometry of algebraic curves.
We will give a geometric interpretation of the difference dim |D|−degD+g(C)
between the two sides of the Riemann inequality, which is sometimes called
Roch’s part of the Riemann–Roch theorem.

Theorem 4.9.7 (Riemann, 1857; Roch, 1864) If D is any divisor on an
irreducible curve C of P2, then, for any canonical divisor K,

dim |D| = degD − g(C) + dim |K −D|+ 1. (4.22)

Remark 4.9.8 If the claimed equality (4.22) holds for a divisor D, then it
holds for any D′ linearly equivalent to D, because D′ ≡ D yields |D′| = |D|
(4.5.9), degD′ = degD (4.5.2) and also K −D′ ≡ K −D (4.5.1), which in
turn gives |K −D′| = |K −D|.

Remark 4.9.9 Also, if the claimed equality (4.22) holds for a particular
canonical divisor K, then it holds for any canonical divisor. Indeed, if K ′ is
another canonical divisor, then K ′ ≡ K by 4.8.3; as above, it follows that
K ′ −D ≡ K −D and therefore |K ′ −D| = |K −D|.

Proof of 4.9.7: We will consider first the case in which |D| is non-empty.
Then, by 4.9.8, after replacingD withD′ ∈ |D|, we assume with no restriction
that D is effective, in which case |K −D| = KC −D by 4.5.17.

In the cases g(C) = 0, 1 the claim has been already proved. Indeed, if
g(C) = 0, then, by 4.9.5, degK −D < 0 and so dim |K −D| = −1 for any
effective D. Using this, (4.22) is dim |D| = degD, which has been proved
in 4.9.1. If g(C) = 1, then, according to 4.9.5, KC − D = {0} if D = 0
and KC − D = ∅ otherwise. In the former case the claimed equality is the
obvious dim{0} = deg 0− 1+ 1, while in the latter it is dim |D| = degD− 1,
already proved in 4.9.4. We thus continue the proof under the supplementary
hypothesis g(C) > 1, which ensures dimKC > 0, by 4.8.8. First of all we will
prove that if the Riemann equality is strict, that is, dim |D| > degD− g(C),
then the linear series |D| is partially contained in the canonical series. We will
use induction on dim |D|. If dim |D| = 0, then by the hypothesis g(C)− 1 ≥
degD. Since, by 4.8.8, dimKC ≥ g(C) − 1 > 0, 4.4.22 applies showing that
there is a canonical divisor containing D. Assume now dim |D| > 0: then fix
any p ∈ X(C) not a fixed point of |D|. By 4.4.20 dim |D − p| = dim |D| − 1.
On one hand this yields dim |D − p| ≥ 0 and so there is a D′ ∈ |D − p|. On
the other hand

dim |D − p| = dim |D| − 1 > degD − g(C)− 1 = deg(D − p)− g(C).

By the induction hypothesis, D′ ∈ |D−p| is contained in a canonical groupK.
Therefore K−D′ ∈ KC −D′ and in particular dim(KC −D′) ≥ 0. Then the
reduction lemma 4.9.6 applies: since p is not a fixed point of |D′ + p| = |D|,



184 4 The Intrinsic Geometry on a Curve

it is a fixed point of KC−D′ and hence K ≥ D′+p. Using 4.5.18, this shows
that |D| = |D′ + p| is partially contained in KC , as claimed.

We have thus seen that if D is contained in no canonical group, that is
dim(KC −D) = −1, then the claimed equality holds. Now, this case being
proved, we will use induction on dim(KC−D). Thus assume dimKC−D ≥ 0.
Take p ∈ X(C) to be not a fixed point of KC −D: then

dim(KC − (D + p)) = dim((KC −D)− p) = dim(KC −D)− 1

and the induction hypothesis applies to D + p. Using again the reduction
lemma 4.9.6, p is a fixed point of |D + p| and therefore

dim |D| = dim |D + p| = deg(D + p)− g(C) + dim(KC − (D + p)) + 1

= degD + 1− g(C) + dim(KC −D)− 1 + 1

= degD − g(C) + dim(KC −D) + 1,

as wanted.
Now, there remains the case dim |D| = −1 with no hypothesis on g(C).

Assume first that |K − D| is non-empty. Then the claimed equality (4.22)
has already been proved to hold for the divisor K −D, with K as canonical
divisor: we have

dim |K −D| = deg(K −D)− g(C) + dim |D|+ 1

= 2g − 2− degD − g(C) + dim |D|+ 1

= − degD + g(C) + dim |D| − 1,

just the equality to be proved.
To close, if both dim |D| = −1 and dim |K − D| = −1, Riemann’s in-

equality 4.6.4 applied to both linear series gives

g(C)− 1 ≥ degD and g(C)− 1 ≥ deg(K −D) = 2g(C)− 2− degD.

It follows that degD = g(C)− 1, from which the claimed equality

−1 = degD − g(C)− 1 + 1

is clear. ⋄
The rest of this section is devoted to presenting some direct consequences

of the Riemann–Roch theorem; as before, C denotes an arbitrary irreducible
curve of P2.

Divisors D for which dim |D|−degD+ g(C) – the difference between the
two sides of Riemann’s inequality – is positive are called special . Clearly, the
condition depends only on the linear equivalence class of D and not on D
itself.

Remark 4.9.10 By 4.9.1, there are no effective special divisors on C if
g(C) = 0. If g(C) = 1, by 4.9.4, the only effective special divisor is 0.
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The corollary below is a direct consequence of 4.9.7 and the definition of
special divisor:

Corollary 4.9.11 A divisor D is special if and only if there is a canonical
divisor K such that dim |K −D| ≥ 0; in such a case, dim |K −D| ≥ 0 for
any canonical divisor K.

As noticed in 4.9.8 and 4.9.9, the linear series |K −D| remains the same
if K and D are replaced with linearly equivalent divisors. In particular, if K
is any canonical divisor, the non-negative integer dim(K − D) + 1 depends
only on the linear equivalence class of D: it is called the index of speciality
of D, denoted i(D). According to 4.9.11, a divisor D is special if and only if
i(D) > 0.

Remark 4.9.12 Using the index of speciality, the Riemann–Roch equality
(4.22) reads

dim |D| = degD − g(C) + i(D).

Assume that a complete linear series |D| is non-empty; then D is deter-
mined by |D| up to linear equivalence (4.5.10): it thus makes sense to say
that the linear series |D| is special if and only if the divisor D is special,
and also to define the index of speciality i(|D|) of |D| as being the index of
speciality of D.

Remark 4.9.13 Assume that the divisor D is effective and so, in particular,
|D| 6= ∅. IfK is any canonical divisor, then, by 4.5.17, |K−D| = KC−D. Due
to this, D is special if and only if it is contained in a canonical group, which
in turn is equivalent to having |D| = KC − T for some effective divisor T , by
4.5.18. In addition, the index of speciality of D is i(D) = dim(KC −D) + 1;
by 4.4.23, it equals the maximal number of linearly independent canonical
groups containing D.

Next are two corollaries of the Riemann–Roch theorem: the first one
characterizes the canonical series by its degree and dimension. The second
one bounds both the degree and the dimension of any special linear series.

Corollary 4.9.14 If g(C) > 0, then the canonical series KC is non-empty,
has degree 2g(C)− 2 and dimension g(C)− 1. Furthermore, KC is the only
non-empty linear series on C which has degree 2g(C) − 2 and dimension
g(C)− 1.

Proof: That KC is non-empty follows from 4.8.8, and then degKC =
2g(C) − 2 by 4.8.6. If K is any canonical divisor, then i(K) =
dim |K−K|+1 = 1, and just taking D = K in 4.9.7 gives dimKC = g(C)−1.

If L is non-empty and has degL = 2g(C)− 2 and dimL = g(C)− 1, take
any D ∈ L. Then L ⊂ |D| and

dim |D| ≥ dimL = g(C)− 1 > 2g(C)− 2− g = degD − g(C).
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Therefore the linear series |D| is special, and hence partially contained in KC
by 4.9.13. Also L is thus partially contained in KC and, both series having
the same degree, L ⊂ KC . Since, in addition, they have the same dimension,
L = KC , by 4.4.16. ⋄

Corollary 4.9.15 If a non-empty complete linear series L is special, then
degL ≤ 2g(C)− 2 and dimL ≤ g(C)− 1.

Proof: By 4.9.13 there is an effective divisor T such that L = KC −T , from
which degL ≤ degKC and dimL ≤ dimKC . The claim then follows from
4.9.14. ⋄

Remark 4.9.16 If D is an effective special divisor, then, by 4.4.23, the
canonical groups containing D describe a linear series whose codimension in
KC is, using 4.4.23, 4.9.14 and 4.9.7,

dimKC − dim(KC −D) = g(C)− 1− i(D) = degD − dim |D|.

Such a codimension is often presented in old books as the number of indepen-
dent conditions imposed by the points of D on the canonical groups required
to contain them.

Fixed points of complete linear series give rise to special series, namely:

Lemma 4.9.17 If a complete linear series |D| has p as a fixed point, then
the divisor D − p is special.

Proof: Using Riemann’s inequality,

dim |D − p| = dim |D| ≥ degD − g(C) > deg(D − p)− g(C),

hence the claim. ⋄

Corollary 4.9.18 (Clifford’s theorem, Clifford, 1882) For any non-
empty complete and special linear series L, 2 dimL ≤ degL.

Proof: Take D ∈ L. The divisor D being special, it is contained in a
canonical group K (4.9.13) and so there is an effective divisor T such that
K = D+T . Then, by 4.5.17, |D| = KC−T . The canonical groups containing
D describe a linear variety L1 of KC of dimension dim(KC −D) = i(D)− 1
(4.4.23). Similarly, the canonical groups containing T describe a linear variety
L2 of KC of dimension dim(KC−T ) = dim |D|. Since L1∩L2 = {K}, L1 and
L2 span a linear variety of KC which has dimension dimL1 + dimL2. Then

g(C)− 1 = dimKC ≥ dimL1 + dimL2 = i(D)− 1 + dim |D|

and it is enough to replace i(D) with dim |D| − degD + g(C) (4.9.7). ⋄

Corollary 4.9.19 The canonical series KC has no fixed point.
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Proof: If g(C) = 0, KC = ∅ (4.9.1). Thus assume g(C) > 0 and therefore
dimKC ≥ 0. If p is a fixed point of KC , then the residual series KC − p
is special, has the same dimension as KC , namely g(C) − 1, and degree
degKC − 1 = 2g(C)− 3, against 4.9.18. ⋄

Example 4.9.20 If g(C) = 0, then dimKC = −1 by 4.9.14; the canonical
series is thus empty and therefore there are no special divisors. By Riemann–
Roch 4.9.7, dim |D| = degD for any effective divisor D, as already seen in
4.9.1.

Example 4.9.21 If g(C) = 1, then dimKC = 0 and degKC = 0 by 4.9.14.
The null divisor 0 is then the only effective canonical divisor and so KC = {0}.
No effective divisor other than 0 is special and so the Riemann–Roch theorem
(4.9.7) gives dim |D| = degD−1 for any divisorD with degD > 0, as already
seen in 4.9.4.

Example 4.9.22 If g(C) = 2, then dimKC = 1 and degKC = 2 by 4.9.14.
The canonical series having no fixed point (4.9.19), we have i(p) = 1 for any
single-point divisor p, p ∈ X(C), and, by Riemann–Roch 4.9.7, dim |p| = 0,
which is also clear from 4.9.1 and 4.4.21. The only special divisors D with
degD > 1 are the canonical divisors, and, obviously, for them dim |D| =
dimKC = 1. All non-canonical divisors with D with degD > 1 thus have
dim |D| = degD − 2, by Riemann–Roch 4.9.7.

4.10 Rational Maps Between Curves

Rational maps between curves were already introduced in Section 4.1. The
main interest there was birational maps; now we will deal with the general
case. Assume that

f : C −→ C′

is a non-constant rational map between irreducible curves C and C′, of pro-
jective planes P2 and P′

2. We will pay more attention to the map

X(f) : X(C) −→ X(C′)

(cf. Section 4.3) than to f itself, as the latter, as a map, may be not defined
at finitely many points of C. As before we will write X(f)(p) = f(p) for any
p ∈ X(C), unless some confusion may result.

First of all we need:

Lemma 4.10.1 For any p′ ∈ X(C′), X(f)−1(p′) is a finite set.

Proof: Let q′ ∈ C′ be the origin of p′. If X(f)(p) = p′ and f is defined at
the origin of p, then p belongs to the set of branches with origin at a point
of f−1(q′) and this set is finite by 4.1.19. On the other hand, since the set
of points of C at which f is not defined is finite, so is the set of branches at
whose origin f is not defined. ⋄



188 4 The Intrinsic Geometry on a Curve

Let us recall that the ramification index of f at p ∈ X(C), introduced
in Section 4.3, is a positive integer rp for which opf

∗(g′) = rpof(p)g
′ for any

g′ ∈ C(C′) (4.3.15).
If D′ is any divisor on C′, D =

∑
p′ ap′p

′, then its inverse image (or
pull-back) by f is defined as being the divisor on C

f∗(D) =
∑

p∈X(C)

af(p)rpp,

where the summation is finite due to 4.10.1.

Remark 4.10.2 Since the ramification indices rp are always positive, a point
p ∈ X(C) belongs to f∗(D) if and only if af(p) > 0, that is, if and only if f(p)
belongs to D.

According to the definition, taking inverse images of divisors is a map,
called pull-back of divisors ,

f∗ : Div(C′)→ Div(C),

which is clearly a group-homomorphismmapping effective divisors to effective
divisors. Denoting it by f∗ will cause no confusion with the pull-backs of
rational functions and differentials.

Remark 4.10.3 It is straightforward to check that if f is birational, then
the pull-back of divisors f∗ is the inverse of the map X(f) of 4.4.24.

The proof of the next lemma directly follows from 4.3.15 and 4.3.16; it is
left to the reader:

Lemma 4.10.4 For any C,C′ and f as above,

(a) For any non-zero g′ ∈ C(C′),

f∗((g′)) = (f∗(g′)).

(b) f∗ maps linearly equivalent divisors to linearly equivalent divisors.

(c) The inverse images of the divisors in a linear series L′, defined on C′ by
a divisor D′ and a subspace F ′ ⊂ C(C′), are the divisors in the linear
series L defined on C by f∗(D′) and f∗(F ′). Thus, dimL = dimL′.

(d) (IdC)
∗ = IdDiv(C).

(e) If f : C → C′ and g : C′ → C′′ are non-constant rational maps, then

(g ◦ f)∗(D′′) = f∗(g∗(D′′))

for any divisor D′′ on C′′.
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The linear series L of 4.10.4(c) is called the pull-back – or the inverse
image – of L′ by f, denoted L = f∗(L′). If f is birational, then it follows from
4.10.3 that f∗(L′) = f−1(L′).

The inverse image of any p′ ∈ X(C′), p′ taken as a single-point divisor, is
called the fibre of p′ (by f), denoted f∗(p′). In other words,

f∗(p′) =
∑

f(p)=p′

rpp,

which is clearly an effective divisor whose points are the points of X(C) with
image p′. In a short while it will turn out that it is always non-zero (see
4.10.8 or 4.10.13 below).

The next claim describes the fibres of the non-constant rational maps to
P1. In it, X(P1) and P1 are identified through χP1

.

Proposition 4.10.5 Let f : C → P1 be a non-constant rational map. As-
sume we have fixed an absolute coordinate z on P1 and take g = f∗(z). Then
the fibres of f are the divisors of the linear series associated to g. More pre-
cisely, the fibre of the point with absolute coordinate z = α is (g − α)0 if
α 6=∞, and (g)∞ if α =∞.

Proof: Take any p ∈ X(C) and assume q = f(p) to have coordinate z(q) =
α. Replacing z with z − α if α 6= ∞, or z with 1/z if α =∞, will replace α
with 0 and g with either g − α, in the first case, or with 1/g, in the second.
It is thus not restrictive to assume that z(q) = α = 0. This done, the proof
will be complete after proving that if rp is the ramification index of f at p,
then rp = op(g). Clearly mapping any β ∈ C to the point of P1 with absolute
coordinate β is a uniformizing map ι of q (as a branch). Let ϕ : U → C
be a uniformizing map of p, with U small enough that f(ϕ(t)) and g(ϕ(t))
are defined for all t 6= 0. If fU is the extension of f ◦ ϕ|U−{0}, then, by the
definition of f(p), fU (0) = q. On the other hand, up to a further reduction of
U , for t 6= 0, fU (t) = f(ϕ(t)) has coordinate

z(f(ϕ(t))) = (f∗(z))(ϕ(t)) = g(ϕ(t)),

by 4.1.27. Using the last two equalities, fU = ι ◦ ψ̃ where ψ̃(0) = 0 and
ψ̃(t) = g(ϕ(t)) for t 6= 0. Then, according to the definitions of rp and op(g),

rp = o0ψ̃ = o0g(ϕ(t)) = op(g)

as wanted. ⋄
Next is an important result:

Theorem 4.10.6 If f : C → C′ is a non-constant rational map between
irreducible plane curves, then the degree of any fibre f∗(p′), p′ ∈ X(C′), equals
the degree [C(C) : f∗(C(C′))], of the extension of fields f∗(C(C′)) ⊂ C(C).

The proof of 4.10.6 will make use of the next lemma:
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Lemma 4.10.7 If f : C → P1 is a non-constant rational map, z an absolute
coordinate on P1 and g = f∗(z), then the degree of the divisor (g)0 equals the
degree of the extension of fields C(g) ⊂ C(C).

Proof of 4.10.7: The field C being algebraically closed, any non-constant
g ∈ C(C) is free over C. For, if P (g) = 0 for some non-zero P ∈ C[Z], then g
annihilates some of the linear factors in which P decomposes, and therefore
it is constant.

Write d = deg(g)0 and (g)0 =
∑k

i=1 ripi with all ri > 0. Then d =∑k
i=1 ri. Using 4.7.8, it is easy to construct rational functions hi,j ∈ C(C),

i = 1, . . . , k, j = 1, . . . , ri satisfying:

opshi,j = rs if s < i

opshi,j = j − 1 if s = i

opshi,j = 0 if s > i.

If the hi,j are linearly dependent over C(g), then there are Pi,j ∈ C(g), not
all zero, such that ∑

i,j

Pi,jhi,j = 0. (4.23)

After clearing denominators and possible factors g, we may assume that each
Pi,j has the form

Pi,j = ai,j + gP ′
i,j

where P ′
i,j ∈ C[g], ai,j ∈ C and ai,j 6= 0 for at least one pair i, j. Choose α

to be the least i for which there is some j with ai,j 6= 0, and then take β to
be the least of those j. Taking into account that opαg = rα > β − 1, it is
straightforward to check that

opα
∑

i,j

Pi,jhi,j = β − 1,

against (4.23). Therefore, the hi,j are linearly independent and, there being
d of them, we have proved

[C(C) : C(g)] ≥ d.

For the reverse inequality, assume that f1, . . . , fℓ ∈ C(C) are linearly
independent over C(g). Choose an effective divisor T such that (fi) + T ≥ 0
for all i and write D = (g)∞; by 4.4.8, degD = d. For any non-negative
integer r, consider the rational functions

gjfi, i = 1, . . . ℓ, j = 0, . . . , r.

Using that g is free over C, it is straightforward to check that they are linearly
independent over C. On the other hand we have

(gjfi) + rD + T ≥ 0, i = 1, . . . ℓ, j = 0, . . . , r.
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Due to this, for any r high enough, by Riemann–Roch 4.9.7 and 4.9.15,

(r + 1)ℓ ≤ dimL(rD + T ) = dim |rD + T |+ 1 = rd+ deg T − g(C) + 1,

this giving in turn ℓ ≤ d and so

[C(C) : C(g)] ≤ d,

as wanted. ⋄
Proof of 4.10.6: We will prove first that the claim is satisfied in the
particular case in which the target C′ of the rational map is P1. Indeed, take
an absolute coordinate z on P1 and g = f∗(z). Then f∗(C(P1)) = f∗(C(z)) =
C(g). By 4.10.5, the fibres of f∗ are the groups of the linear series associated
to g and therefore all have the same degree. Since one of the fibres is (g)0,
the common degree of the fibres is [C(C) : f∗(C(P1))] by 4.10.7.

Now, for the general case, take any p ∈ X(C′). By 4.9.15, for r high
enough the divisor (r− 1)p is not special, and therefore, by 4.9.17, the linear
series |rp| does not have p as a fixed point. There is thus an effective divisor
linearly equivalent to rp that does not contain p, and hence an – obviously
non-constant – rational function g ∈ C(C′) with (g)0 = rp.

Fix an absolute coordinate z on a projective line P1 and take g : C′ → P1

to be the rational map with affine representation g, which maps q to the
point with absolute coordinate g(q) for all but finitely many q ∈ C′; then
g = g∗(z). If p̄ = g(p), then, by 4.10.5, g∗(p̄) = rp, as rp is the group of the
linear series associated to g that contains p. Therefore, the target of g being
P1,

r = [C(C′) : g∗(C(P1))].

Considering now the composite rational map g ◦ f and using the above,
we have

[C(C) : (g ◦ f)∗(C(P1))] = [C(C) : f∗(C(C′))][f∗(C(C′)) : f∗(g∗(C(P1))]

= [C(C) : f∗(C(C′))][C(C′) : g∗(C(P1))] = r[C(C) : f∗(C(C′))].

On the other hand,

deg((g ◦ f)∗(p̄)) = deg(f∗(g∗(p̄))) = deg(f∗(rp)) = r deg(f∗(p)).

Since the target of g ◦ f is also P1,

deg((g ◦ f)∗(p̄)) = [C(C) : (g ◦ f)∗(C(P1))]

and combining the last three displayed equalities gives the claim. ⋄
Theorem 4.10.6 directly gives:

Corollary 4.10.8 If p : C → C′ is a non-constant rational map between
irreducible curves, then the degree of the fibre f∗(p′) is the same for all p′ ∈
X(C′).
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The degree of the fibres of a non-constant rational map f : C → C′, be-
tween irreducible curves, is called the degree of f, denoted deg f in the sequel.
By 4.10.6 it equals [C(C) : f∗(C(C′))]. Using that f∗ is a homomorphism
between the groups of divisors yields:

Corollary 4.10.9 If f : C → C′ is a non-constant rational map between
curves, then deg f∗(D) = deg f degD for any divisor D on C′.

The proof of the next corollary directly follows from either 4.10.8, or
4.10.6, or 4.10.9.

Corollary 4.10.10 If f : C → C′ and g : C′ → C′′ are non-constant rational
maps between irreducible curves, then deg(g ◦ f) = deg f · deg g.

The degree of a non-constant rational map being obviously positive due
to 4.10.6, we have:

Corollary 4.10.11 For any non-constant rational map f between irreducible
curves, X(f) is exhaustive.

Corollary 4.10.12 A non-constant rational map between irreducible plane
curves is birational if and only if it has degree one.

Proof: Direct from 4.10.6 and 4.1.33. ⋄
All but finitely many fibres of any non-constant rational map between

irreducible curves are composed of distinct points:

Proposition 4.10.13 If f : C → C′ is a non-constant rational map between
curves, then for all but finitely many p′ ∈ X(C′), all points belonging to the
fibre f∗(p′) have multiplicity one in it.

Proof: After composing f with a non-constant rational map g : C′ → P1,
by 4.10.4(e) it is enough to prove the claim for g ◦ f, whose fibres describe a
one-dimensional linear series by 4.10.5. Since it has been seen in 4.8.9 that
the number of multiple points of a one-dimensional series is finite, the claim
follows. ⋄

The multiplicity of a point p ∈ X(C) in the fibre of f(p) being the rami-
fication index rp of f at p, 4.10.13 may be equivalently stated by saying that
rp = 1 for all but finitely many p ∈ X(C). The finitely many points p ∈ X(C)
which have ramification index rp > 1 are called ramification points of f. It is
also said that f is ramified at each of these points.

The set of all fibres of a non-constant rational map between curves f : C →
C′ may be seen as a one-dimensional family of effective divisors parameterized
by C′: seen this way, it is called a one-dimensional algebraic series . By 4.10.8
all groups of a one-dimensional algebraic series have the same degree, which
is called the degree of the algebraic series. If the curve C′ is rational, then
the series is called rational . If this is the case, C′ may be replaced with a
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projective line with no modification to the fibres (reparameterizing the series),
and so, by 4.10.5, any one-dimensional rational series is a linear series.

We have seen in 4.2.15 that X(f) is bijective for any birational f. Here is
a sort of converse.

Corollary 4.10.14 If the fibre f∗(p′) of a non-constant rational map f : C →
C′ between irreducible plane curves has a single point (no matter its multi-
plicity) for all but finitely many p′ ∈ X(C′), then f is birational.

Proof: By 4.10.13 all but finitely many fibres consist of a single point with
multiplicity one; hence deg f = 1 and 4.10.12 applies. ⋄

There is also a condition for birationality in terms of the points of the
curves themselves. It contains the converse of 4.1.26:

Corollary 4.10.15 Let f : C → C′ be a rational map between projective
plane curves. If for all but finitely many q′ ∈ C′, f−1(q′) is a single point,
then f is birational.

Proof: The hypothesis ensures that f is non-constant. Let A be the set of
points q′ ∈ C′ for which f−1(q′) is a single point; by the hypothesis C −A is
a finite set. From the set of branches of C′ with origin in A, χ−1

C′ (A), remove
the images under X(f) of the branches of C whose origin is a singular point
of C, to get a subset B ⊂ X(C′). Clearly, X(C′) − B is finite. Take any
p′ ∈ B. If p ∈ X(C) has X(f)(p) = p′, then its origin q = χC(p) is a smooth
point and therefore f is defined at q, by 4.1.16, and f(q) = q′, by 4.3.11. Using
again that q is a smooth point, p is the only branch with origin the only point
of C mapped to q by f. The fibres of the points (branches) p′ ∈ B thus have
a single point and 4.10.14 applies. ⋄

The irreducible curves of P2 which are birationally equivalent to P1 are
called rational curves . An irreducible curve C is thus rational if and only if
there is a birational map

f : P1 −→ C.

The reader may note that in this case f is a well-defined map on the whole of
P1 by 4.1.16, or by just taking a maximal representative, see section 4.1. The
map f is usually understood as a rational parameterization of C: through it,
the homogeneous coordinates of a variable point q ∈ C appear as polynomial
functions of the two homogeneous coordinates (homogeneous parameters), or
the single absolute coordinate (absolute parameter), of a point varying freely
on P1. (Affine coordinates of q would be rational functions of the former,
hence the parameterization is called rational.) It is also worth noting that
the parameterization is not redundant, in the sense that all but finitely many
q ∈ C are each the image of a single point of P1, or, equivalently, each arises
from a single value – up to proportionality in the homogeneous case – of the
parameter(s).

Here is the fundamental characterization of rational curves, sometimes
named Clebsch’s theorem. Once proved, the reader may get many other
results from 4.9.1.
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Proposition 4.10.16 (Clebsch 1863) An irreducible curve C is rational
if and only if it has genus zero.

Proof: The only if part follows from the invariance of the genus (4.6.5). If
g(C) = 0, then fix any p ∈ X(C). By 4.9.1, the linear series |p| has degree
and dimension equal to one. If |p| = p + 〈1, f〉, f may be used to define a
non-constant rational map

f : C −→ P1

q 7−→ (f(q))

on a projective line P1 with an already chosen absolute coordinate. By 4.10.5,
f has degree one, and therefore it is birational by 4.10.12. ⋄

The above characterization and the genus formula 4.6.6 together show
that all rational curves of degree three or higher have singular points. In
addition, if the singular points are ordinary, their number and multiplicities
need to be enough to make the genus into zero. For instance, a rational
quartic with ordinary singularities needs to have either three double points
or a single triple point.

Theorem 4.10.17 (Riemann–Hurwitz formula; Hurwitz, 1891)
Assume that f : C → C′ is a non-constant rational map between irreducible
curves. If rp denotes the ramification index of f at p ∈ X(C), then we have:

2g(C)− 2 = (2g(C′)− 2) deg f+
∑

p∈X(C)

(rp − 1).

Proof Fix any non-zero differential form ω ∈ Ω(C′): we will compute the
divisor (f∗(ω)). To this end take any p ∈ X(C) and p′ = f(p). Let h be a
uniformizing parameter at p′ and ω = fdh, so that op′ω = op′f . On one
hand,

f∗(ω) = f∗(f)f∗(dh) = f∗(f)d(f∗(h)). (4.24)

On the other, opf
∗(h) = rpop′h = rp, by 4.4.22. Hence, if t is a uniformizing

parameter at p, then f∗(h) = utrp , with u ∈ C(C) regular and non-zero at p,
and so

d(f∗(h)) = rput
rp−1dt+ trpdu,

which in turn gives
opd(f

∗(h)) = rp − 1.

Since opf
∗(f) = rpop′f = rpop′ω, (4.24) yields

opf
∗(ω) = rpop′ω + rp − 1

and so

(f∗(ω)) =
∑

p∈X(C)

(rpop′ω)p+
∑

p∈X(C)

(rp − 1)p

= f∗((ω)) +
∑

p∈X(C)

(rp − 1)p.
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Then the claim follows by taking degrees and using 4.10.9. ⋄

Remark 4.10.18 The hypothesis and notations being as in 4.10.17, while
proving it we have in fact proved the stronger equality

(f∗(ω)) = f∗((ω)) +
∑

p∈X(C)

(rp − 1)p,

for any non-zero ω ∈ Ω(C′).

Remark 4.10.19 We have already seen in 4.10.13 that there are finitely
many ramification points of f (which also follows from 4.10.17). Thus∑
p∈X(C)(rp − 1)p is a divisor: it is called the ramification divisor of f.

Corollary 4.10.20 (Lüroth’s theorem, Lüroth, 1876) Let C be an ir-
reducible curve of P2. If there is a non-constant rational map f from P1 to
C, then C is a rational curve.

Just use the Riemann–Hurwitz formula 4.10.17 and g(P1) = 0 to get g(C′) =
0, and then apply 4.10.16. ⋄

The rational map f of 4.10.20 may be seen as a parameterization of the
curve C by which all but finitely many points of C arise each from d = deg f
different values of the parameter, by 4.10.8 and 4.10.13. Then Lüroth’s the-
orem asserts that if C has such a parameterization with d > 1 – a redundant
parameterization – then C also has a birational – that is, non-redundant –
parameterization.

4.11 Rational Maps Associated to Linear Se-

ries

This section provides an alternative presentation of the rational maps from
an irreducible curve C into projective spaces, showing their close relationship
with the linear series on C.

In this section, C will be an irreducible curve of a projective plane P2

on which homogeneous coordinates x0, x1, x2 have been taken. Let L be a
linear series on C with no fixed point and r = dimL > 0. Recall that, L
being an r-dimensional projective space, its dual L∨ is a projective space,
also r-dimensional: the elements of L∨ are the hyperplanes of L and, after
taking homogeneous coordinates on L, the coefficients of the equations of the
hyperplanes of L may be taken as their homogeneous coordinates in L∨ (see,
for instance, [4, Ch. 4]).

Fix any p ∈ X(C). The subset of L

Lp = {D ∈ L | D ≥ p}
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is the linear series resulting from adding the point p to all groups of the
residual series L − p. By 4.4.20, it is (r − 1)-dimensional, and therefore, by
4.4.15, it is a hyperplane of L. We may thus consider the map

f̃L : X(C) −→ L∨
p 7−→ Lp.

Next we will see that f̃L is the result of lifting to X(C) a rational map
fL : C → L∨ which is well determined by L.

We have seen in 4.4.27 that there is an r-dimensional linear system Λ, of
curves of P2, with no curve containing C and L = Λ · C − T for a certain
effective divisor T . After taking coordinates x0, x1, x2 on P2, assume it to be

Λ = {Cλ : λ0F0 + · · ·+ λrFr = 0 | λ = (λ0, . . . , λr) ∈ Cr+1 − {0}},

with F0, . . . , Fr ∈ C[x0, x1, x2], linearly independent and homogeneous of the
same degree. By 4.4.29, λ0, . . . , λr may be taken as homogeneous coordinates
of Cλ · C − T in L; in particular r = dimL. Fix any p ∈ X(C); assume that
the origin of p, χC(p) = [α0, α1, α2] ∈ C, has α0 6= 0, the other cases being
dealt with likewise. Let

ϕ : U −→ C

t 7−→ [1, u(t), v(t)],

with U an open neighbourhood of 0 in C and u, v power series convergent in
U , be a uniformizing map of p. Since L has no fixed point, the multiplicity
of p in T is

νp = min
i=0,...,r

otFi(1, u(t), v(t))

and therefore the group Cλ · C − T , of L, contains p if and only if

ot (λ0F0(1, u(t), v(t)) + · · ·+ λrFr(1, u(t), v(t))) > νp,

or, equivalently,

λ0

(
F0(1, u(t), v(t))

tνp

)

t=0

+ · · ·+ λr

(
Fr(1, u(t), v(t))

tνp

)

t=0

= 0.

Remark 4.11.1 The above is thus an equation (in the variables λ0, . . . , λr)
of Lp, and therefore its coefficients are coordinates of Lp = f̃L(p), namely

f̃L(p) =

[(
F0(1, u(t), v(t))

tνp

)

t=0

, . . . ,

(
Fr(1, u(t), v(t))

tνp

)

t=0

]
. (4.25)

In particular, if p does not belong to T , then νp = 0 and so

f̃L(p) = [F0(α0, α1, α2), . . . , Fr(α0, α1, α2)] .
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Take now the rational map

fL : C −→ L∨

defined by F0, . . . , Fr, neither of these polynomials being zero on C due to
the hypothesis on Λ. By 4.3.5, 4.3.4 and the equality (4.25) above, if fL is
defined at the origin χC(p) of p, then

fL(χC(p)) = (fL)U (0)

=

[(
F0(1, u(t), v(t))

tνp

)

t=0

, . . . ,

(
Fr(1, u(t), v(t))

tνp

)

t=0

]
= f̃L(p),

which in particular determines fL by 4.1.15.
We have thus proved:

Proposition 4.11.2 Let C be an irreducible plane curve of P2 and L a
positive-dimensional linear series on C with no fixed point.

(a) There is a rational map fL : C → L∨, uniquely determined by L, such
that, for all p ∈ X(C), fL(χC(p)) = f̃L(p), provided fL is defined at the
origin χC(p) of p.

(b) If L = Λ · C − T , T an effective divisor and

Λ = {Cλ : λ0F0 + · · ·+ λrFr = 0 | λ = (λ0, . . . , λr) ∈ Cr − {0}},

a linear system of curves of P2, none containing C, then, using suitable
coordinates on L∨, fL is defined by F0, . . . , Fr.

The rational map fL will be called the rational map associated to (or
defined by) L. In the sequel, when saying that a rational map is defined by
a linear series L, we will sometimes implicitly assume that the series L is
positive-dimensional and has no fixed point.

The reader may note that f̃L provides a well-defined image for any branch
of C, even in the case in which fL is not defined at its origin. Due to 4.11.2(a),
fL is certainly not defined at the points q which are the origin of two branches
which have different images under f̃L; the converse is not true, see Exercise
4.18.

The images of the maps f̃L, for L a positive-dimensional linear series on
C with no fixed point, are called rational images of C; more precisely, the
image of f̃L will be called the rational image of C by fL. Rational images are
often taken up to a projectivity on the target. The reader may easily check
that the rational image of C under fL is the result of adding to Im(fL) finitely
many points adherent to it: the added points are the images under f̃L of the
branches of C with origins the points at which fL is not defined.

Example 4.11.3 Take C : x0x1x2 + x31 + x32, which is an irreducible cubic
with a node at O = [1, 0, 0], as the reader may easily check. If Λ is the
linear system of the conics through O, the branches of C at O are p, p′, and
L = Λ · C − (p+ p′), then L has no fixed point and fL is not defined at O.
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Remark 4.11.4 The image of fL (and therefore also the image of f̃L, due
to 4.11.2(a)) spans L∨. Indeed, if all points of the image lie in a hyperplane∑r
i=0 aiyi = 0, then, by 4.11.2(b), the polynomial

∑r
i=0 aiFi is zero at all

but finitely many points of C, and therefore at all points of C (by 3.6.14),
against the hypothesis on Λ. In particular, in no case fL is constant.

Up to a projectivity, any non-constant rational map defined on C arises
as the rational map associated to a linear series:

Proposition 4.11.5 If f : C → Pm is a non-constant rational map, then
there is a linear series L on C, with no fixed point, such that f = τ ◦ fL,
where τ : L∨ → Pm is a projectivity onto a linear variety of Pm.

Proof: After fixing coordinates x0, x1, x2 on P2 and z0, . . . , zm on Pm, as-
sume that f is defined by homogeneous polynomialsG0, . . . , Gm ∈ C[x0, x1, x2].
In Cm+1, let ((a0j , . . . , a

m
j ))j=r+1,...,m be a basis of the subspace defined by

the condition
∑m

i=0 a
iGi(q) = 0 for all q ∈ C, and ((a0j , . . . , a

m
j ))j=0,...,r a

basis of a supplementary of it. Then taking in Pm new coordinates yj =∑m
i=0 a

i
jzi, j = 0, . . . ,m, and Fj =

∑m
i=0 a

i
jGi for j = 0, . . . , r, f is defined

by the polynomials F0, . . . , Fr, 0, . . . , 0 and no curve in the linear system
Λ : λ0F0 + · · · + λrFr = 0 contains C. Furthermore, r > 0 because f is not
constant. Then, taking L to be the variable part of Λ · C, by 4.11.2, fL is
defined by F0, . . . , Fr and the claim follows. ⋄

Let Pr, P
′
m be projective spaces of dimensions r and m, r ≥ m, and with

coordinates y0, . . . , yr and z0, . . . , zm. If M is an m × r matrix with rank
m, mapping [y0, . . . , yr] to the point of P′

m with coordinates M(y0, . . . , yr)
t

is a rational map π we will call a projection onto P′
m. If m = r, it is just

a projectivity; otherwise it is undefined on the linear variety defined by the
equations M(y0, . . . , yr)

t = (0, . . . , 0)t, which is called the centre of π. An
obvious example is the projection defined by the equalities z0 = y0, . . . , zm =
ym, and the reader may easily see that any projection may be written in this
form using suitable coordinates.

Proposition 4.11.6 If L is a linear series with no fixed point on an irre-
ducible curve C, and S is a positive-dimensional linear series contained in
L, then we have fS′ = π ◦ fL, where S ′ is the variable part of S and π a
projection.

Proof: Using for L and the linear system Λ the same notations as above, up
to a linear substitution it is not restrictive to assume that the linear system
Λ′ : λ0F0+ · · ·+λmFm = 0 cuts out on C the linear series S+T , after which
the claim follows from 4.11.2(b). ⋄

Still assume that L is a positive-dimensional linear series on C with no
fixed point and use the above notations, in particular Lp = {D ∈ L | D ≥ p}.
A pair of two different points p1, p2 ∈ X(C) is said to be a neutral pair for L
if and only if Lp1 = Lp2 . Since both sides of this equality are linear series of
the same dimension, this occurs if and only if all groups of L containing one
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of the points, also contain the other, no matter the choice of the points. The
two branches at a node of an irreducible curve C provide an easy example of
a neutral pair for the linear series cut out on C by the curves of any fixed
degree.

Remark 4.11.7 Directly from the definitions, it is clear that, still for p1 6=
p2, f̃L(p1) = f̃L(p2) if and only if p1, p2 is a neutral pair for L. In particular,
f̃L is injective if and only if L has no neutral pair. By 4.11.2(a), the latter
condition also implies the injectivity of fL, as a map defined in a subset of
C, but the converse fails to be true, see Exercise 4.20.

The notion of neutral pair may be extended to the case of more and
possibly repeated points. To this end, we will prove a proposition:

Proposition 4.11.8 If L is a positive-dimensional linear series with no fixed
point, on an irreducible curve C, and N is an effective divisor on C with
degN ≥ 2, then the following conditions are equivalent:

(i) There is a point p of N such that, for any D ∈ L, D > p forces
D > N .

(ii) For any point p of N and any D ∈ L, D ≥ p forces D ≥ N .

(iii) dim(L −N ) = dimL − 1

Proof: That (ii)⇒ (i) is clear. Assume (i); then (L−N)+N ⊃ (L−p)+p
and so, the reverse inclusion being obvious, (L−N)+N = (L−p)+p. Thus
(see 4.4.23) dim(L −N) = dim(L − p) = dimL − 1, the last equality due to
4.4.20. To close, assume dim(L − N) = dimL − 1. For any p belonging to
N , (L − N) + N ⊂ (L − p) + p. Since dim(L − p) = dimL − 1, both series
have the same dimension and therefore agree. This proves (ii). ⋄

Let N be an effective divisor with degN ≥ 2 and L a positive-dimensional
linear series with no fixed point, both on an irreducible curve C. The divisor
N is said to be a neutral divisor – or a neutral group – for L if and only if N
and L satisfy the equivalent conditions of 4.11.8 above. Clearly, the neutral
pairs are the neutral divisors of the form p1 + p2, p1 6= p2.

Example 4.11.9 If a linear series L, with no fixed points, is one-dimensional
and has degL ≥ 2, then any group of L is a neutral group for L.

Of course, if N is neutral for L, so is any effective divisorN ′ ≤ N provided
degN ′ ≥ 2. For any p ∈ X(C), either p is the fixed part of (L − p) + p and
then p belongs to no neutral divisor for L, or, otherwise, the fixed part of
(L − p) + p is the maximal neutral divisor for L containing p.

Example 4.11.10 Assume that C is an irreducible curve of P2 and that
p ∈ X(C) has origin χC(p) = q. Let S be the linear series cut out on C
by the lines of P2. Then q is a non-singular point of C if and only if p
belongs to no neutral group for S. Otherwise the maximal neutral group for
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S containing p is N =
∑r

i=1 e(pi)pi, where p = p1, p2, . . . , pr, r ≥ 1, are the
branches of C with origin q and e(pi) is the multiplicity of the branch pi. In
particular, degN = eq(C).

All terms in its definition being birationally invariant, clearly the notion
of neutral group is birationally invariant too:

Proposition 4.11.11 For any birational map between curves f : C → C′

and any positive-dimensional linear series L on C, with no fixed point, N is
a neutral group for L if and only if f(N) is a neutral group for f(L).

We will pay some attention to the neutral groups for the canonical series
KC . As seen in 4.9.19, KC has no fixed points. We will assume g(C) > 1 in
order to have dimKC > 0 (see 4.9.19). We have:

Proposition 4.11.12 Assume that C is an irreducible curve and g(C) > 1.
If N is a neutral divisor for the canonical series KC , then degN = 2 and
dim |N | = 1. Conversely, if there is on C a linear series G of dimension one
and degree two, then G is partially contained in KC and any divisor in G is
a neutral divisor for KC .

Proof: By the definition of neutral group, degN ≥ 2 and

i(N) = dim(KC −N) + 1 = dimKC = g(C)− 1.

Therefore, N is special and so, by Clifford’s 4.9.18, 2 dim |N | ≤ degN .
Riemann–Roch 4.9.7 gives in turn

dim |N | = degN − g(C) + g(C)− 1 = degN − 1.

It follows that degN ≤ 2, and hence degN = 2. This proved, the last
displayed equality yields dim |N | = 1, as claimed.

For the converse, note first that G is complete due to 4.9.1. Then, by
Riemann–Roch 4.9.7,

i(G) = dim G − deg G + g(C) = g(C)− 1.

Since g(C) > 1, G is special and therefore partially contained in KC . Fur-
thermore, for any N ′ ∈ G,

dim(KC −N ′) = i(G)− 1 = g(C)− 2 = dimKC − 1,

which shows that N ′ is neutral for KC . ⋄
To have a linear series G of degree two and dimension one is an interesting

property of an irreducible curve C. In the case when g(C) = 0, the set of
all effective divisors of degree two on C is a complete two-dimensional linear
series H, by 4.9.2. The linear series with dimension one and degree two are
thus the one-dimensional projective subspaces of H, by 4.4.15, and none of
them is complete.
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On an irreducible curve C with g(C) ≥ 1, a linear series G, of dimension
one and degree two, has no fixed point; otherwise the variable part of G would
contradict 4.9.1. If g(C) = 1, then for any effective divisor G of degree two,
|G| is a (complete) linear series which has dimension one and degree two, due
to 4.9.4 (or to Riemann–Roch 4.9.7); obviously these are all the linear series
on C which have degree two and dimension one. The irreducible curves of
genus one are called elliptic curves , because the elliptic functions appear as
rational functions on them.

Irreducible curves C with g(C) > 1, on which there is a linear series G of
dimension one and degree two, are called hyperelliptic. If C is hyperelliptic,
then the above series G is complete (by 4.9.1) and clearly special; the lemma
below shows that it is unique:

Lemma 4.11.13 On an irreducible curve C with g(C) > 1, there is at most
one linear series with degree two and dimension one.

Proof: Assume that G and G′ are different linear series on C, both with
degree two and dimension one. The series G and G′ need to be disjoint, as
otherwise, by 4.5.7, they would be both included in a strictly larger linear
series, necessarily of degree two and dimension two, against 4.9.1. Fix any p ∈
X(C) and assume that the groups of G and G′ containing p are, respectively,
p+p1 and p+p2; the series being disjoint, p1 6= p2. By 4.11.12, both p+p1 and
p+ p2 are neutral groups for KC , after which, since p1 6= p2, so is p+ p1+ p2,
against 4.11.12. ⋄

Remark 4.11.14 By 4.11.12, an irreducible curve C with g(C) > 1 is hy-
perelliptic if and only if there is a neutral group N for its canonical series
KC . If this is the case, |N | is the only linear series on C with degree two and
dimension one, and any group of |N | is neutral for KC .

For more on the canonical groups of a hyperelliptic curve, see Exercise
4.24. Any irreducible curve of genus two is hyperelliptic, because its canonical
series has dimension one and degree two, by 4.9.14. By contrast, any smooth
quartic C has genus three (by 4.6.6) and its canonical series KC is cut out on
C by the lines of its plane (by 4.8.7): this makes clear that there are no neutral
groups for KC and therefore, by 4.11.14, no smooth quartic is hyperelliptic;
see also Exercise 4.21. For more examples of hyperelliptic curves, covering
all values of the genus, see Exercise 4.22.

Section 4.12 below is devoted to the plane rational images of irreducible
curves: there it will be proved that these images are irreducible curves. Next
is a short note regarding the relationship between non-plane rational images
of curves and space curves.

4.11.15 A note on algebraic space curves. By 3.2.8, the irreducible
algebraic curves of P2 may be viewed as the algebraic sets defined by a single
irreducible homogeneous polynomial. The irreducible algebraic curves of Pr,
r > 2, named in the sequel space curves , are not so easy to define: irreducible
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algebraic sets of Pr are those which may be defined by a set of homogeneous
polynomials generating a prime ideal; however, selecting the irreducible al-
gebraic sets which in some sense are one-dimensional requires introducing
the notion of dimension, because in general there is not a direct relationship
between dimension and minimal number of equations defining an algebraic
set. This done, space curves are defined as the one-dimensional irreducible
algebraic sets of Pr, r > 2. The interested reader may see for instance [20,
I.6] for the definition of dimension.

Classical geometers used to introduce space curves as the subsets of Pr,
r > 2, rationally parameterized by the points of an irreducible plane algebraic
curve ([19, 0.V], [10, Book V, 43]). They were indeed fully aware that a naive
definition using a projective line instead of an irreducible plane curve would
be too restrictive, because if r = 2 this would give rise to rational curves only,
by Lüroth’s Theorem 4.10.20. Being more precise, in our terms, space curves
may be equivalently defined as being the images of the maps f̃L, for L a linear
series on an irreducible plane curve C, with no fixed point and dimension at
least three, and also the images of these images by projectivities, as in 4.11.5.

We close this section by proving a result which will be useful in the next
one.

Proposition 4.11.16 If f : C → Pr is a rational map from an irreducible
curve C in a projective space Pr, r > 1, then there is an irreducible homoge-
neous polynomial P ∈ C[y0, . . . , yr] which is zero at all points of the image of
f.

Proof: If f is constant, then the claim is obviously true. Thus assume
otherwise. Then Im(f) is an infinite set by 4.1.19. Let us check first that if a
homogeneous polynomial P ∈ C[y0, . . . , yr] is zero at infinitely many points
of Im(f), then it is zero at all points of Im(f). Indeed, take any q′ ∈ Im(f),
q′ = f(q). There is thus a representative of f defined at q, and therefore
given by homogeneous polynomials F0, . . . , Fr ∈ C[x0, x1, x2] for which q

′ =
[F0(q), . . . , Fr(q)]. By the hypothesis on P , the polynomial P (F0, . . . , Fr) is
zero at infinitely many points of C, hence it is zero at all points of C, by
3.6.14. In particular it is zero at q, after which P is zero at q′.

Now, if a non-zero homogeneous polynomial P ∈ C[y0, . . . , yr] is zero at
all points of Im(f), one of its irreducible factors is zero at infinitely many
points of Im(f), and therefore is zero at all points of Im(f), by the above.
It is thus enough to show that there is a non-zero homogeneous polyno-
mial which is zero at all points of Im(f). Assume otherwise: then map-
ping each rational function Q(y0, . . . , yr)/P (y0, . . . , yr) to the restriction of
Q(F0, . . . , Fr)/P (F0, . . . , Fr) to C defines a C-homomorphism of fields be-
tween C(Pr) and C(C), which of course is a monomorphism. The field Pr
being a field of rational functions in r variables (see Section 1.4), it has tran-
scendence degree r over C, while C(C) has transcendence degree 1 over C,
by 3.7.9. Therefore such a monomorphism cannot exist if r > 1. ⋄
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Corollary 4.11.17 Any rational map f : C → P′
2, C an irreducible curve of

a projective plane P2, has its image contained in an irreducible curve C′ of
P′
2, and may therefore we viewed as a map f : C → C′ between irreducible

curves. The irreducible curve C′ is uniquely determined by f provided f is not
constant.

Proof: For the existence, just take C′ defined by the polynomial P of
4.11.16. If f is not constant, then its image is infinite (4.11.4) and 3.2.6
applies. ⋄

4.12 Plane Rational Images of Curves

Still let C be an irreducible curve of a projective plane P2, with coordinates
x0, x1, x2, and L a positive-dimensional linear series on C with no fixed point.
From now on, we will fix our attention on the cases in which r = dimL = 1, 2.
As in the preceding section, assume that L = Λ ·C−T for an effective divisor
T and an r-dimensional linear system Λ, of curves of P2, with no curve
containing C,

Λ = {Cλ : λ0F0 + · · ·+ λrFr = 0 | λ = (λ0, . . . , λr) ∈ Cr+1 − {0}},

with F0, . . . , Fr ∈ C[x0, x1, x2], linearly independent and homogeneous of the
same degree. As seen in the preceding section, F0, . . . , Fr define the rational
map fL.

If r = 1, L∨ is a projective line; after identifying it to the line y2 = 0 of
a projective plane P′

2 and adding F2 = 0 to the polynomials F0, F1 defining
fL, the rational map fL, associated to L, will be seen as a rational map into
the line y2 = 0 of P′

2.
If r = 2, write P′

2 = L∨ in order to uniformize the notations. By 4.11.17,
there is a uniquely determined irreducible curve C′ of P′

2 that contains the
image of fL, and therefore fL is a rational map between curves.

Thus, in both the cases r = 1 and r = 2, fL will be taken as a rational map
fL : C → C′, where C′ is a well-determined irreducible curve of a projective
plane P′

2.
Taken as such, the rational map fL has associated its lifting X(fL) :

X(C)→ X(C′) between Riemann surfaces. As one may expect, it is closely
related to the map f̃L, defined at the beginning of Section 4.11:

Proposition 4.12.1 If dimL = 1, 2, then, for any p ∈ X(C), the origin of
X(fL)(p) is f̃L(p), that is,

f̃L(p) = χC′(X(fL)(p)).

Proof: Let p ∈ X(C) and assume that the coordinates have been taken
such that the origin of p is [1, 0, 0]. Let t 7→ [1, u(t), v(t)], for t in an open
neighbourhood U of 0 in C, be a uniformizing map of p. Then, by 4.3.4, after
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a suitable reduction of U , the germ of analytic map (fL)p is represented by
the map

t 7−→
[
F0(1, u(t), v(t))

tνp
,
F1(1, u(t), v(t))

tνp
,
F2(1, u(t), v(t))

tνp

]
,

νp = mini otFi(1, u(t), v(t)), which factors through a uniformizing map of
p′ = X(fL)(p), by the definition of X(fL) (see Section 4.3). Therefore, the
origin of p′ is

[(
F0(1, u(t), v(t))

tνp

)

t=0

,

(
F1(1, u(t), v(t))

tνp

)

t=0

,

(
F2(1, u(t), v(t))

tνp

)

t=0

]
,

which is f̃L(p), by 4.11.1. ⋄

Remark 4.12.2 By 4.12.1, the commutative diagram of 4.3.11 splits into
two commutative triangles

X(C)

χC

��

f̃L

$$■
■■

■■
■■

■■

X(fL) // X(C′)

χC′

��
C

fL

// C′,

the same convention as in 4.3.11 being taken for the lower one. In particular,
C′ is the rational image of C under fL, becauseX(fL) is exhaustive by 4.10.11.
The curve C′ is often called just the image of C under fL.

The next proposition shows how to recover the linear series L from the
rational map fL. It has many applications.

Proposition 4.12.3 Let L be a linear series on an irreducible curve C, with
no fixed point and dimension r = 1, 2. Let fL : C → C′, where C′ is an
irreducible curve of a projective plane P′

2, be the rational map associated to
L. If S is the linear series cut out on C′ by the lines of P′

2, then L = f∗L(S).

Proof: Assume r = 2. We will prove that for any λ = (λ0, λ1, λ2) ∈
C3 − {0}, the inverse image of the divisor D′, cut out on C′ by the line

ℓλ :
∑3

i=0 λiyi = 0, is the divisor D = Cλ · C − T , where Cλ has equation∑3
i=0 λiFi = 0. Fix such a λ and select a line ℓµ :

∑3
i=0 µiyi = 0 of P′

2 such
that ℓλ ∩ ℓµ ∩ C = ∅. If g is the restriction to C′ of the rational function

(
∑3

i=0 λiyi)/(
∑3
i=0 µiyi) and L = ℓµ ·C′, then D′ = (g)+L and so, by 4.10.4,

f∗(D′) = (f∗(g)) + f∗(L). (4.26)

On one hand, the hypothesis about ℓµ ensures that D′ and L share no points
(by 4.4.2) and therefore neither do f∗(D′) and f∗(L). On the other hand, if p
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belongs to D, taking a uniformizing map of p and the other notations as in
the proof of 4.12.1, the multiplicity of p in D is

ot

(
2∑

i=0

λiFi(1, u(t), v(t))

)
− νp > 0.

As a consequence, the origin q′ of f(p), which has been seen to be

[(
F0(1, u(t), v(t))

tνp

)

t=0

,

(
F1(1, u(t), v(t))

tνp

)

t=0

,

(
F2(1, u(t), v(t))

tνp

)

t=0

]

in the proof of 4.12.1, belongs to ℓλ and therefore does not belong to ℓµ. Two
consequences follow: first, the coordinates of q′ do not satisfy the equation
of ℓµ and therefore

ot

(
2∑

i=0

µiFi(1, u(t), v(t))

)
= νp; (4.27)

second, p does not belong to f∗(L).
We have thus seen that no point belonging to either D or f∗(D′), be-

longs to f∗(L). Using this, in order to check the equality D = f∗(D′), it is
enough to check that any p ∈ X(C) not belonging to f∗(L) has the same
multiplicity in both divisors. By the equality (4.26) above, the multiplicity
of such a p in f∗(D′) is op(f

∗(g)). The function f∗(g) being the restriction of

(
∑2

i=0 λiFi)/(
∑2

i=0 µiFi), using (4.27) it turns out to be

op(f
∗(g)) = ot

(
2∑

i=0

λiFi(1, u(t), v(t))

)
− νp,

which we have already noticed to be the multiplicity of p in D.
This completes the proof for r = 2. The case r = 1 follows from a similar

argument using a pencil instead of the whole net of lines of P′
2; it is left to

the reader. ⋄

Corollary 4.12.4 If fL : C → C′ is a rational map between irreducible
curves defined by a linear series L on C, then

degL = deg fL degC′.

In particular, fL is birational if and only if degL = degC′.

Proof: Just use 4.10.9 and the fact that the degree of C′ is the degree of
the linear series cut out on C′ by the lines of P′

2. ⋄
Here is a characterization of the linear series defining birational maps:

Proposition 4.12.5 A rational map between curves, fL : C → C′, defined
by a linear series L on C, is birational if and only if L has at most finitely
many neutral pairs.
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Proof: By 4.11.7, the condition of the claim is equivalent to the existence of
at most finitely many pairs of distinct points in X(C) which have the same
image by f̃L. If fL is birational, then X(fL) is injective (4.2.15) and therefore
the latter condition holds since f̃L = χC′ ◦X(fL) (4.12.2). The same equality
shows that if, conversely, there are at most finitely many pairs of distinct
points in X(C) with coincident images by f̃L, then the same holds for X(fL),
and 4.10.14 applies. ⋄

A linear series defining a non-birational map has all the fibres of that map
as neutral groups:

Proposition 4.12.6 If fL : C → C′ is a rational map between irreducible
curves defined by a linear series L on C and deg fL > 1, then all the fibres of
fL are neutral divisors for L.

Proof: Write f = fL. Take any p ∈ X(C) and p′ = f(p). By the hypothesis
deg f∗(p) = deg f > 1. Assume that D ≥ p for some D ∈ L. By 4.12.3,
D = f∗(S) where S is the divisor cut out on C′ by a line; then, by 4.10.2,
S ≥ p′ and therefore D = f∗(S) ≥ f∗(p), as wanted. ⋄

The groups of L are sums of fibres of fL due to 4.11.1. When fL is not
birational, it is said that L is composed with the algebraic series (of degree
higher than one) described by the fibres of f. Otherwise, the linear series L
is called simple.

In the case in which fL : C → C′ is birational, the neutral groups for L
are closely related to the singularities of C′:

Proposition 4.12.7 If the rational map between curves fL : C → C′, defined
by a two-dimensional linear series without fixed points L on C, is birational,
then p ∈ X(C) belongs to a neutral divisor for L if and only if q = f̃L(p), the
origin of X(fL)(p), is a singular point of C′. If this is the case and Np is the
maximal neutral divisor for L containing p, then eq(C

′) = degNp and the
branches of C′ with origin q are the images of the branches of C that belong
to Np.

Proof: Let S be the linear series cut out on C′ by the lines of its plane.
The map f being birational, by 4.12.3 and 4.11.11, N is a neutral divisor for
L containing p if and only if f(N) is a neutral divisor for S containing f(p),
and the latter situation has already been considered in 4.11.10. ⋄

Next are presented simple projective models for curves of genus one, two
and three, and also for hyperelliptic curves. The reader may note how the
projective properties of the models result from birationally invariant proper-
ties of the linear series defining the birational maps.

4.12.8 Curves of genus one: If C is an irreducible curve and g(C) = 1,
fix any effective divisor of degree three, D, on C, and take L = |D|. Then
L has dimL = 2 (4.9.4) and no fixed point, as a fixed point of L would give
rise to a residual series L′ with dimL′ = degL′ = 2, against 4.9.1. Similarly,
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a neutral group T for L would give dim(L − T ) = 1 and deg(L − T ) ≥ 1,
again contradicting 4.9.1. We may consider the rational map

fL : C −→ C′,

associated to L, which is birational by 4.12.5. The image C′ is then a smooth
cubic, by 4.12.7 and 4.12.4.

Needless to say, any smooth cubic of P2 is irreducible (by 3.3.8) and
therefore has genus one, so we have seen:

Proposition 4.12.9 Any irreducible curve of genus one is birationally equiv-
alent to a smooth cubic of a projective plane, and any smooth cubic of a
projective plane is irreducible and has genus one.

4.12.10 Curves of genus two: Since any curve of genus two is hyperellip-
tic, this case is covered by 4.12.14 below; it is included here because it can
be dealt with using easier arguments. The reader may compare both.

If C is irreducible and g(C) = 2, then its canonical series KC has degree
two, dimension one (4.9.14) and no fixed point (4.9.19). Choose two different
points p1, p2 ∈ X(C), with p2 not belonging to the only group of KC con-
taining p1; then T = p1 + p2 /∈ KC . Therefore, T is not special and hence
dim |T | = 0. Take any K ∈ KC and L = |K + T |. Neither L nor L − p, for
any p ∈ X(C), are special series due to their degrees. As a consequence, L
has degree four, dimension two and no fixed point, by 4.9.17. Let us examine
the neutral groups for L. On one hand T is obviously a maximal neutral
group because L − T = KC (by 4.5.17), which has no fixed point. On the
other, if T ′ is any neutral group of degree two for L, then L− T ′ has degree
two and dimension one. Thus L − T ′ = KC = L − T (4.9.14), which yields
T ′ ≡ T and hence T ′ = T because dim |T | = 0; T being maximal, there is no
other neutral group for L.

Since L has no fixed point, the rational map fL is defined. It is birational
because there is a single neutral group for L (4.12.5). The corresponding
rational image C′ of C is thus a quartic of P′

2. As usual, we identify X(C) and
X(C′) through X(fL), and therefore the groups of L with their corresponding
line-sections of C′ (4.12.3). By 4.12.7, C′ has a single singular point, which
is a double point, namely the common origin q ∈ C′ of the two different
branches p1, p2 composing T . To complete the description, we will check
that q is a node. Indeed, for i = 1, 2, the tangent to the branch pi at q
is the only line Li of P

′
2 for which Li · C′ ≥ T + pi. As L1 = L2 we have

L1 ·C′ = L2 ·C′, and this in turn implies L1 ·C′ = L2 ·C′ = 2p1+2p2 because
p1 6= p2; thus 2p1 + 2p2 ∈ L, which gives p1 + p2 ∈ L − T = KC , against the
choice of T .

Conversely, any quartic C′ of P′
2 with a node q and no other singular

point is irreducible, because if C′ = C1+C2, then C1 and C2 would have q as
their only intersection point and then they could not be transverse at q due
to Bézout’s theorem 3.3.5. Furthermore, such a C′ has genus two, by 4.6.6.
All together, we have:
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Proposition 4.12.11 Any irreducible curve of genus two is birationally equiv-
alent to a quartic with a node and no other singular point. Any quartic with
a node and no other singular point is irreducible and has genus two.

4.12.12 Non-hyperelliptic curves of genus three: If C is an irreducible
curve, non-hyperelliptic and with g(C) = 3, then its canonical series KC has
degree four, dimension two (4.9.14) and no fixed point (4.9.19) or neutral
group (4.11.14). Arguing as in 4.12.8, we may take the associated rational
map fKC

, which is birational; the corresponding rational image of C is then a
smooth quartic of P2. Conversely, any smooth quartic C′ of P2 is irreducible,
has genus three and is not hyperelliptic, because KC′ is cut out on C′ by the
lines of P2 (4.8.7), and therefore it clearly has no neutral group. We thus
have:

Proposition 4.12.13 Any irreducible non-hyperelliptic curve of genus three
is birationally equivalent to a smooth quartic of P2. Any smooth quartic of
P2 is in turn irreducible, non-hyperelliptic and has genus three.

4.12.14 Hyperelliptic curves: Let C be a hyperelliptic curve. We will
write g = g(C) for the genus of C; thus g > 1. Take G to be the only linear
series on C with degree two and dimension one. As said before, by 4.9.1, G
is complete and has no fixed point. In particular, each p ∈ X(C) belongs to
a unique group of G; we will denote by p′ the only point for which p+p′ ∈ G.
Then, obviously, (p′)′ = p and p 7→ p′ is a bijection of X(C).

We choose g different points pi ∈ X(C), i = 1, . . . , g, such that for no
i, j = 1, . . . , g, pi + pj ∈ G, which is always possible as the reader may easily
check. Then the group T = p1 + · · · + pg is not special. Indeed, otherwise
T ≤ K for a canonical group K (4.9.13) and then, by 4.11.12, all points
p′1, . . . , p

′
g would belong to K too. Since the points p1, . . . , pg, p

′
1, . . . , p

′
g are

all different due to the choice of p1, . . . , pg, we would have degK ≥ 2g, against
4.9.14. Now, once T is known to be non-special, Riemann–Roch 4.9.7 gives
dim |T | = 0, that is, the only effective divisor linearly equivalent to T is T
itself.

Take any G ∈ G and L = |G+T |. The divisor T not being special, neither
is G + T (4.9.13) and, again by Riemann–Roch 4.9.7, dimL = 2. For any
p ∈ X(C), we have p+ p′ ≡ G and therefore (4.5.17)

L− (p+ p′) = L −G = |T | = {T }. (4.28)

Due to this, L has no fixed point, as a fixed point p would give dim(L−p) = 2
and therefore dim(L − (p+ p′)) ≥ 1.

By 4.5.17, L− T = G; since G has dimension one and no fixed point, T is
a maximal neutral group for L. Furthermore, T is the only maximal neutral
group for L. For, assume that p̄ belongs to a neutral group for L. Then, for a
certain p ∈ X(C), p+ p̄ is neutral for L. Since p+p′ is not neutral for L (due
to (4.28) above), we have p̄ 6= p′. On the other hand, since (p+ p′) + T ∈ L,
we have p+ p̄ ≤ (p+p′)+T , because p+ p̄ is neutral for L; hence p̄ ≤ p′+T .



4.13 Exercises 209

Since p̄ 6= p′, this shows that p̄ belongs to T , proving that any point of a
neutral group for L belongs to T .

We have seen that the linear series L has no fixed point, dimension two,
degree g + 2 and a single maximal neutral group. We may thus, as in the
preceding cases, consider the associated rational map fL, which is birational,
and the rational image C′ of C under fL: C

′ is an algebraic curve of the
projective plane P′

2 = L∨, of degree g+2 and in the sequel we identify X(C)
andX(C′) throughX(fL). The only singular point of C

′ is the common origin
q of the branches p1, . . . , pg composing T , which is a g-fold point (4.12.7).
The groups of L being cut out on C′ by the lines of P′

2, by 4.12.3, take Li ⊂ P′
2

to be the tangent line to pi, pi taken as a branch of C′. If Li = Lj for i 6= j,
T + pi + pj = Li · C′ ∈ L, which yields pi + pj ∈ G, against the choice of the
points pi, i = 1, . . . , g. The point q is thus an ordinary g-fold point of C′.

Conversely, assume that g > 1 and C′ is a curve of order g + 2, of a
projective plane P2, with an ordinary g-fold point q and no other singular
point. Then C′ is irreducible. Indeed, assume otherwise, that C′ = C1 +C2.
Then necessarily C1 ∩ C2 ⊂ {q}, by 1.3.3, and C1 and C2 share no tangent
at q because the singularity of C′ at q is ordinary. Using this, Bézout’s
theorem 3.3.5 and 2.6.8 yield degC1 degC2 = eq(C1)eq(C2). An elementary
computation left to the reader shows that this is not possible. Once checked
that C′ is irreducible, it obviously has genus g, by the genus formula 4.6.6,
and is hyperelliptic because the variable part of the linear series cut out on
C′ by the lines through q has degree two and dimension one.

All together, we have proved:

Proposition 4.12.15 Any hyperelliptic curve of genus g is birationally equiv-
alent to an irreducible curve of degree g+2 with an ordinary singular point of
multiplicity g and no other singular point. Any curve of degree g + 2, g ≥ 2,
with an ordinary singular point of multiplicity g and no other singular point,
is irreducible, hyperelliptic and has genus g.

4.13 Exercises

4.1

(1) Prove that if C is an irreducible curve which has a single branch γ at a point
O, then any rational function f on C which is regular and takes value zero at
O has oγf ≥ eO(C).

(2) Take C : x0x
2
1 − x3

2 = 0. Prove that it is irreducible and that the restriction of
x1/x2 to C is not regular at [1, 0, 0].

4.2 Assume that C is an irreducible curve and γ ∈ X(C). Prove that if γ is a zero
(resp. a pole) of a rational function f ∈ C(C), then the origin of γ is either a zero
(resp. a pole) or an indetermination point of f .

4.3 Use 4.4.12 to prove that if C is an irreducible plane curve, then two non-
constant g, g′ ∈ C(C) have the same associated linear series if and only if g′ =
(ag + b)/(cg + d) for some a, b, c, d ∈ C with ad− bc 6= 0.
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4.4 Prove that the genus formula of 4.6.6 still holds if the curve C, besides ordinary
singularities, is allowed to have ordinary cusps. Hint: use induction on the number
of cusps and a suitable standard quadratic transformation cancelling one of the
cusps. An argument like the one in the proof of 4.2.13 will be needed to prove that
each of the other ordinary cusps is transformed into an ordinary cusp.

4.5 Assume that D and D′ are linearly equivalent divisors on an irreducible curve
C of P2. Write D+ and D′

+ for the positive parts of D and D′, and D− and D′
−

for their negative parts. Prove that there is an effective divisor T and a non-zero
f ∈ C(C) such that D+ + D′

− = (f)0 + T and D′
+ + D− = (f)∞ + T . Compare

with 4.5.3.

4.6 Let D be an effective divisor on an irreducible curve C. Prove that there is an
f ∈ C(C) with (f)∞ = D if and only if the linear series |D| has no fixed point.

4.7 Prove that for any p ∈ P1 = X(P1), −2p is a canonical divisor.

4.8 Plücker’s first formula, an alternative view. Reprove Plücker’s formula
3.5.19 by – with the notations therein – computing the Jacobian group of the linear
series cut out on C by the lines through q, and using 4.8.9 and the extended genus
formula of Exercise 4.4. Explore the cases in which q either is a non-singular point
of C or belongs to a tangent at a singular point.

4.9 If C and L are, respectively, an irreducible non-singular plane quintic and a
line of P2, and D = C · L, then for any choice of p ∈ X(C), p is a fixed point of
|D+p|. Give three proofs of this fact, one using the Restsatz (4.6.2 in fact), another
using Noether’s reduction lemma 4.9.6, and a third one by computing dim |D + p|
and dim |D| by means of the Riemann–Roch theorem 4.9.7.

4.10 Prove the following partial converse of 4.9.17: if a complete linear series |D|
is not special, while |D − p| is, then the point p is a fixed point of |D|.

4.11 After fixing coordinates on P2, let C be the curve C : Ax2
2 + B = 0, where

A,B ∈ C[x0, x1] are homogeneous polynomials of degrees d− 2 and d, respectively,
and AB has no multiple factor. Then:

(1) Prove that C is irreducible.

(2) Determine the singularities of C, prove that all are ordinary and that g(C) =
d− 2.

(3) Take E : x2 = 0 and the rational map

f : C → E

[x0, x1, x2] 7→ [x0, x1, 0],

induced on C by projecting from [0, 0, 1] on E. Determine the ramification
points of f and make a direct check of the Riemann–Hurwitz formula in this
case.
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4.12 After fixing coordinates on P2, let C be the curve C : xd−2
0 x2

2+B = 0, where
B ∈ C[x0, x1] is a homogeneous polynomial of degree d ≥ 2 which has neither factor
x0 nor multiple factor. Then:

(1) Prove that C is irreducible.

(2) Prove that C has no singular points other than [0, 0, 1], which is a (d− 2)-fold
point; if d > 2, it is the origin of either one or two branches of C depending
on the parity of d.

(3) As above, take E : x2 = 0 and the rational map

f : C → E

[x0, x1, x2] 7→ [x0, x1, 0].

Determine the ramification points of f and, using the Riemann–Hurwitz for-
mula 4.10.17, prove that either g(C) = (d−1)/2 or g(C) = (d−2)/2, depending
on the parity of d.

(4) Check that the genus formula 4.6.6 would not give a correct result for d > 3 if
applied to C.

4.13 Use exercise 4.11 or exercise 4.12 to prove that there are in P2 irreducible
curves of genus g for any non-negative g ∈ Z. Show that there are positive integers
g for which any curve of genus g is singular.

4.14 Definitions and notations being as in Exercise 1.11, prove that if N is a net
of curves of P2 containing an irreducible curve C, then its Jacobian curve J(N ) is
defined (that is, J(N ) 6= 0). Following the steps below is advised:

(1) Prove that there are finitely many points belonging to all curves of N (base
points of N ).

(2) Assume that J(N ) = P2 and let q be a smooth point of C, not a base point
of N . Use Exercise 1.11(1) to prove that all C′ ∈ N going through q satisfy
[C′ · C] ≥ 2.

(3) Still assuming that J(N ) = P2, take C′, C′′ ∈ N such that C,C′, C′′ span
N , and use the variable part of the linear series cut out on C by the pencil
spanned by C′ and C′′ to contradict 4.8.9.

4.15 Prove that if two cubics of P2 intersect at nine different points p1, . . . , p9, then
any cubic through q1, . . . , q8 also goes through q9. Hint: first use 3.4.8 and 4.8.10
to prove that there is a smooth – hence irreducible, by 3.3.8 – cubic C through
q1, . . . , q9. Then, identifying C = X(C), use that the complete linear series |q9| on
C has dimension zero.

4.16 Prove that if two different cubics of P2, one at least irreducible, both have
a node at a point q and share different points q1, . . . , q5, all different from q, then
there is a cubic which has a double point at q, goes through q1, . . . , q4 and misses
q5. Compare to Exercise 4.15.

4.17 Proceed as for Exercise 4.15 to prove the following more general statement
(Lamé, 1818):

Let C and C′ be curves of degree d ≥ 3 of P2 that intersect in exactly d2 distinct

points. Any curve of degree d going through d2+3d
2

− 1 of the intersection points of
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C and C′ also goes through the remaining ones, provided the latter do not lie on
a curve of degree d − 3. Give an example with d = 4 showing that the hypothesis
about the remaining points (Bacharach, 1886) is necessary.

For an even more general statement, named the Cayley–Bacharach theorem, see
[18, V.1.1]. Finite sets of points of P2 such that all curves of a given degree through
part of them also pass through the remaining ones are called sets of tied points.
The study of tied points has a long history, with contributions by Maclaurin (1720),
Euler (1748), Cramer (1750), Lamé (1818), Gergonne (1827), Jacobi (1836), Cayley
(1843) and Bacharach (1886).

4.18 Take C : x0x
2
1−x3

2 = 0, and check that it is an irreducible cubic with a single
branch at its only singular point q = [1, 0, 0]. Let L be the variable part of the
linear series cut out on C by the lines through q. Prove that f̃L is a bijection while
fL is not defined at q. Hint: use 4.1.28 and Exercise 4.1.

4.19 Let C be an irreducible curve of P2 and L a one-dimensional linear series on
C with no fixed points. Prove that the Jacobian group J(L) equals the ramification
divisor of fL. Reprove 4.8.9(b) using 4.10.18.

4.20 Assume that C is an irreducible curve of P2 whose only singular point is a
triple point q at which C has two branches p1, p2 with the same tangent and a third
branch, p3, with a different tangent. Take Λ to be the linear system of all conics of
P2 and L = Λ · C −∑3

i=1 pi. Prove that p1, p2 is a neutral pair for L, and that fL
is not defined at q, while it is defined and injective on C − {q}.

4.21 Use 4.8.7 and 4.11.14 to prove that no smooth irreducible curve of P2 is
hyperelliptic.

4.22 Let C be an hyperelliptic curve of genus g and C′ its rational image as
constructed in 4.12.14. Describe KC′ and directly check that each canonical group
on C is a sum of g − 1 pairs of points, all belonging to G (see also Exercise 4.24).

4.23 Prove that all the curves of Exercise 4.11 are hyperelliptic, thus showing the
existence of hyperelliptic curves of genus g for all g ≥ 2.

4.24 Let C be a hyperelliptic curve of genus g. Call G the only (4.11.13) linear
series on C which has degree two and dimension one.

(1) Use 4.12.3 (or 4.11.2 and 4.10.5) to prove that the fibres of the rational map
fG : C → P1, (P1 = G∨) are the groups of G.

(2) If S is the only complete linear series of degree g − 1 on P1 (4.9.2), prove that
f∗(S) = KC .

(3) Use the above to prove that K ∈ KC if and only if K is a sum of g− 1 groups
of G.

4.25 Prove that any irreducible curve of genus two is birationally equivalent to a
quartic with an ordinary cusp and no other singular point. Prove also that any
quartic with an ordinary cusp and no other singular point is irreducible and has
genus two.
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4.26 Additions on an elliptic curve. Let C be an elliptic curve and assume
we have fixed a point p̄ ∈ X(C).

(1) Prove that mapping each p ∈ X(C) to the class of p− p̄ in Pic0(C) (see 4.5.2)
is a bijection jp̄ between X(C) and Pic0(C).

(2) Prove that translating the addition of Pic0(C) to X(C) through jp̄ turns X(C)
into an abelian group whose addition ⊕ is given by the rule:

For any p1, p2 ∈ X(C), p1 ⊕ p2 is the only point of X(C) linearly equivalent to

p1 + p2 − p̄.

(3) Prove that the neutral element of X(C) is p̄, thus proving in particular that the
group structure on X(C) depends on the choice of p̄. Give a rule determining
the opposite of an arbitrary p ∈ X(C).

(4) Fix p̂ ∈ X(C) and denote by ⊕̂ the corresponding addition on X(C). Take
G = |p̄+ p̂| and for each p ∈ X(C) let ϕ(p) be the only point of X(C) satisfying
p + ϕ(p) ∈ G. Prove that ϕ is an isomorphism between the group structures
that ⊕ and ⊕̂ define on X(C). (In addition, ϕ = X(g) for a birational map
g : C → C, see Exercise 4.29.)

(5) Assuming that C is a smooth cubic, after identifying C and X(C) through χC ,
give a projective construction of ⊕ using lines (taken as degree-one adjoints).
For a purely projective definition of the group structures on a smooth cubic
the reader may see [12, V.6].

4.27 Prove that if a curve C of genus g is elliptic or hyperelliptic, then it is
birationally equivalent to a curve of P2 defined by an equation of the form

Ax2
2 +Bx2 + C = 0

where A,B,C ∈ C[x0, x1] are homogeneous of degrees g, g+1 and g+2, respectively.

4.28 Weierstrass’s gap theorem (Weierstrass, 1856). Let C be an irre-
ducible curve of P2, call g the genus of C and fix p ∈ X(C).

(1) Prove that for any positive integer r,

dim |rp| − dim |(r − 1)p| ≤ 1

and that equality holds if r ≥ 2g.

(2) Prove that for each integer r ≥ 2g there is an f ∈ C(C) which has (f)∞ = rp.

(3) Prove that there are exactly g positive integers r for which there is no f ∈ C(C)
with (f)∞ = rp (or, equivalently, dim |rp| = dim |(r − 1)p|). Such positive
integers are called the Weierstrass gaps of C at p, all of them are strictly less
than 2g due to (1) or (2) above.

(4) Prove that if r, r′ ∈ N are not Weierstrass gaps of C at p, then neither is r+r′.

(5) Prove that if C is not rational, then 1 is a Weierstrass gap of C at any p ∈ X(C).

(6) Prove that 2 is not a Weierstrass gap of C at p if and only if g ≤ 1 or else C
is hyperelliptic and the only one-dimensional linear series of degree two on C
is |2p|. Check that if this is the case, then the sequence of gaps of C at p is
composed of the odd numbers 1, 3, . . . , 2g − 1.

For more on Weierstrass gaps the reader may see [8, 4.6] or [14, 2.4].
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4.29 Prove that if an irreducible curve C has a one-dimensional linear series G of
degree two, then there is a uniquely determined birational map g : C → C such
that p + g(p) belongs to G for all p ∈ X(C). The uniqueness being direct, for the
existence the following steps are suggested:

(1) If g(C) = 0, prove that it is not restrictive to replace C with P1 and proceed
with P1 by direct computation, which will be easier if the coordinates on P1

are taken such that the double points of G are [1, 0] and [0, 1].

(2) If g(C) > 0, prove that it is not restrictive to replace C with the curve of
Exercise 4.27 and, with the notations therein, use the rational map G : P2 → P2

defined by the equalities

x̄0 = Ax0, x̄1 = Ax1, x̄2 = −Ax2 −B,

after proving that G2 = IdP2
and hence that G is birational.

4.30 Use Exercise 4.29 to prove that if C is an elliptic curve, then the birational
maps f : C → C act transitively on X(C).

4.31 Birational classification of elliptic curves. Let C be an elliptic curve
and denote by G a linear series on C with degree two and dimension one.

(1) Prove that G has four distinct double points, say p1, p2, p3, p4 ∈ X(C). Take ρ
to be the cross ratio in G

ρ = (2p1, 2p2, 2p3, 2p4).

(2) Take ρ̄(G) = ρ̄ = {ρ, 1/ρ, 1− ρ, 1/(1− ρ), 1− 1/ρ, ρ/(ρ− 1)} and prove that it
does not depend on the ordering of the points pi. (See for instance [4, 2.10.1]
for the action of the symmetric group on the cross-ratio.) The reader preferring
a single-valued invariant may replace ρ̄(G) with jjj = (ρ2 − ρ+ 1)3/ρ2(ρ − 1)2,
but it is probably not worth the effort.

(3) Use that any G may be written G = |2p| for a p ∈ X(C), as well as Exercise
4.30 and 4.4.26(b), to show that ρ̄(G) is the same for all G on C, and therefore
depends only on C. Thus write ρ̄(C) = ρ̄(G) and call it the invariant of C (see
(4) below).

(4) Prove the birational invariance of ρ̄(C): if C and C′ are birationally equivalent
elliptic curves, then ρ̄(C) = ρ̄(C′).

(5) Prove that the cubics of Exercise 3.19 have ρ̄(C) = ᾱ.

(6) Prove that there are infinitely many different birational classes of elliptic
curves.

(7) Use 4.12.9, Exercise 3.19 and (5) above to show that two elliptic curves with
the same invariant are birationally equivalent, thus showing that two elliptic
curves are birationally equivalent if and only if they have equal invariants.

4.32 Projective classification of smooth cubics. Let C be a smooth cubic;
it is an elliptic curve by the genus formula 4.6.6.

(1) Fix a point q ∈ C, not a flex, and prove that there are exactly four tangent
lines to C through q other than the tangent at q.

(2) Prove that the set of the cross ratios of the above tangents, taken in all possible
orders, equals the invariant of C as an elliptic curve (cf. Exercise 4.31), and
so, in particular, it is independent of the choice of q.
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(3) Use Exercise 3.19 to prove that there is a projectivity mapping two smooth
cubics to one another if and only if they have the same invariant.

4.33 The dual curve (Poncelet, Gergonne, Plücker, 1825–35). Let C be
an irreducible curve of P2 of degree d > 1.

(1) Prove that the variable part L of the linear series cut out on C by its polars
has dimension two.

(2) Identify L and P2 through the composition of the projectivities of 3.5.8 and
4.4.27, after which the rational map associated to L will be taken as a rational
map d : C → C∨, where C∨ is an irreducible curve of degree higher than one
of the dual plane P∨

2 ; C
∨ is called the dual curve of C. Take coordinates on

P2, write down equations of d and prove that for each smooth point q of C, d
is defined at q and d(q) is the tangent to C at q.

(3) Assume that ϕ : U → C is a non-constant analytic map defined in an open
neighbourhood U of 0 in C, given by

t 7−→ [u0(t), u1(t), u2(t)], ui ∈ C{t}, i = 0, 1, 2.

Prove that, up to a suitable reduction of U , d ◦ ϕ|U−{0} is given by

t 7−→
[∣

∣

∣

∣

u1(t) u2(t)
u′
1(t) u′

2(t)

∣

∣

∣

∣

,

∣

∣

∣

∣

u2(t) u0(t)
u′
2(t) u′

0(t)

∣

∣

∣

∣

,

∣

∣

∣

∣

u0(t) u1(t)
u′
0(t) u′

1(t)

∣

∣

∣

∣

]

,

the ′ indicating derivative with respect to t.

(4) Let

d∨ : C∨ −→ (C∨)∨ = C∨∨

be the above rational map from C∨ into its dual curve, the latter taken as a
curve of P2 through the identification of Exercise 1.12. Prove that, still up to
a reduction of U , d∨ ◦ d ◦ ϕ|U−{0} = ϕ|U−{0}. Use this fact to prove that d is
birational and has inverse d∨.

(5) Use 4.12.4 to prove that if C has no singularities other than nodes and ordinary
cusps, then the degree of C∨ (called the class of C) is the integer d(d − 1) −
2δ − 3κ appearing in Plücker’s first formula 3.5.19.

4.34 Tangential singularities. (Continued from Exercise 4.33.)

(6) Prove that if ϕ above is a uniformizing map of a branch γ of C, then, up to
reducing U , d ◦ ϕ|U−{0} extends to a uniformizing map ϕ∨ of γ∨ = d(γ).

(7) Prove that, using suitable coordinates, the uniformizing map ϕ of an arbitrary
branch γ of C may be assumed to have the form

t 7−→ [1, te, te+e′ + · · · ], e > 1, e′ > 0

and then ϕ∨ has the form

t 7−→ [e′te+e′ + · · · ,−(e+ e′)te
′

+ · · · , e].
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Deduce that:

– the origin of γ∨ is the tangent line to γ,

– the tangent line to γ∨ is the (pencil of lines through the) origin of γ,

– the multiplicity of γ∨ is the class of γ and

– the class of γ∨ is the multiplicity of γ.

(8) Prove that the points of C∨ are the tangent lines to C. Use Exercise 3.15 to
prove that the class of C is the maximum reached by the number of distinct
tangent lines to C through a point q, while q varies in P2.

(9) The singularities of C∨ are called singular tangents, and also tangential singu-

larities, of C. Prove that, among them:

– The nodes of C∨ are the lines tangent to C at exactly two distinct points,
both smooth and neither a flex. These lines are called ordinary double

tangents of C.

– The ordinary cusps of C∨ are the tangent lines at the ordinary flexes of C.

4.35 The Plücker formulas (Plücker, 1835). Use the first and second Plücker
formulas (3.5.19 and Exercise 3.18) to prove the third and fourth ones. The whole
set of Plücker’s formulas is

m = d(d− 1) − 2δ − 3κ,

ι = 3d(d− 2)− 6δ − 8κ,

d = m(m− 1) − 2τ − 3ι,

κ = 3m(m− 2)− 6τ − 8ι,

and they hold for any irreducible curve of P2 of degree d > 1 and class m having:

– δ nodes and κ ordinary cusps as the only singular points,

– ι flexes, all ordinary, and

– τ ordinary double tangents and the tangents at the flexes as the only singular
tangents.

4.36 Prove that any smooth curve of P2 of degree d > 2 has singular tangents.
At the beginning of the nineteenth century, instances of the first and third Plücker
formulas, together with the wrong assumption that a “general enough” curve should
have neither singular points nor singular tangents led to a contradiction, called the
Poncelet paradox .
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C′ · C, divisor cut by C′ on C, 146
D+, positive part, 146
D−, negative part, 146
J(L), Jacobian group, 179
N(f), local Newton polygon, 30
S−1A, localized, 83
TCp, tangent cone at p, 12, 39
X(C), Riemann surface, 139
X(f), 140
[ · ], intersection multiplicity, 5, 49,

50
∆(C), adjunction divisor, 162
Λ · C, linear series, 156, 157
Ω(C), differentials on C, 170
χC , 139
≡, linear equivalence of divisors, 158
∞, ix
〈 〉, subspace generated by, ix
C, the complex field, ix
R, the real field, ix
C(C), field of rational functions, 89
C(Pn), field of rational functions, 16
C〈〈x〉〉, 28
1n, unit matrix, ix
L(D), space of rational functions, 160
N(f), Newton polygon, 30
A(An), affine ring, 18, 93
KC , canonical series, 177
L+ T , linear series, 151
L − T residual series, 152
OC,p, local ring of C at p, 91
OAn,p, local ring of An at p, 18
OPn,p, local ring of Pn at p, 17
RC , rational functions that restrict

to C, 89
MC,p, maximal ideal, 91
MPn,p, maximal ideal, 17

f∗, pull-back of differentials, 170
f∗, pull-back of divisors, 188
f∗, pull-back of linear series, 189
f∗, pull-back of rational functions, 125
f∗(p), fibre of p, 189
fγ , 136
fL, rational map associated to L, 197
mAn,p, maximal ideal, 84
IdX , identical map of X , ix
ν(s), polydromy order of s, 28
Div(C), group of divisors, 145
Im( ), image of a rational map, 113,

118
In(s), initial form, ix
Pic0(C), 158
Pic(C), Picard group, 158
Rat(C,C′), 125
ddd universal derivation, 168
iii, imaginary unit, ix
|D|, complete linear series, 159
|V |, set of points of V , 2
e-fold point, 10
eO(γ), multiplicity of γ, 39
ep(V ), multiplicity at a point, 10
g(C), genus of the curve C, 167
h(N(f)), height of a Newton polygon,

31
i(D), index of speciality, 185
oγ , order along γ, 49
oxs, order of the series s, ix

absolute coordinate, 8
absolute parameter, 193
adjoint curve, 161
adjunction conditions, 161
adjunction divisor, 162
affine chart, 7
affine curve, 6
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affine part, 8
affine representation

of a rational function, 17
of a rational map on Pn, 114
of a rational map on a curve, 119

affine ring, 18, 93
algebraic function, 136
algebraic series, 192
algebraic set, 109

proper, 110
allowed, poles, 160
analytic map, 23
apparent genus, 82

Bézout’s theorem, 68
base point

of a net, 211
of a pencil, 70

birational invariant, 135
birational map, 116

between curves, 123
birationally equivalent, 135
birationally invariant, 109
branch of curve, 38
Brill–Noether Restsatz, 164

C-algebra, x
C-algebra homomorphism, x
canonical divisor, 177
canonical group, 177
canonical series, 177
Cayley–Bacharach theorem, 212
centre of a projection, 198
characteristic exponents

of a branch, 41
of a Puiseux series, 41

class
of a branch, 50
of a curve, 215

Clebsch’s theorem, 193
Clifford’s theorem, 186
complement, of a hypersurface, 3
complete linear series, 159
composed of, hypersurface, 3
composed, linear series, 206
composition of rational maps, 116, 122
condition

imposed by a point, 20
linear, 20

cone, 11
conic, 2
conjugate series, 29
conjugation automorphism, 29
constant, ix
constant germ, 42
contact point, 10
contained

divisor, 146
hypersurface, 3
line, 5
linear series, 149

continuity of algebraic functions, 54
contribution, 81
cubic, 2
curve, 2

affine, 6
analytic, 23
projective, 2

cusp, 74
cuspidal cubic, 24
cut out, linear series, 156, 157

deficiency, 82
defined

rational function, 16, 91
rational map, 112, 118

defined by
complete linear series, 159
rational function, 16
rational map, 119

defined, polar curve, 75
degree

of a divisor, 145
of a hypersurface, 2
of a linear series, 149
of an algebraic series, 192
of an element of Pic(C), 158

derivation, 168
determined by, complete linear series,

159
differential, 170

exact, 170
of a rational function, 170

differential form, 170
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dimension, of a linear series, 150
divisor, 145

cut out on a curve, 146
effective, 5
of a rational function, 148
of poles, 148
of zeros, 148
principal, 148

double point
of a hypersurface, 10
of a one-dimensional linear series,

179
dual curve, 215
dual plane, 26

effective degree, 57
effective divisor, 146
elliptic curve, 201
enumerative geometry, vi
equation

associated to a side of a Newton
polygon, 31

of a hypersurface, 2, 6
of an analytic curve, 23

equations of a rational map, 111
Euler’s formula, 14

fibre, 189
field of rational functions

on Pn, 16
on a curve, 89

fixed part
of a linear series, 151
of a linear system, 20

fixed point, of a linear series, 151
flex, 73

ordinary, 73
flex tangent, 79
formal degree, 57
fractionary power series, 27

convergent, 28
Fulton’s axioms, 55
fundamental points, 113
fundamental triangle, 113

generator, of a linear system, 20
genus formula, 167

genus of a curve, 167
geometric genus, 167
germ

of analytic curve, 23
of map, 41

going through a divisor, 146
group of points, 5, 146

Halphen’s formula, 51
height, 31
Hessian curve, 107
homogeneous coordinates, 1
homogeneous parameters, 193
Hurwitz’s formula, 194
hyperelliptic curve, 201
hypersurface

affine, 6
irreducible, 4
projective, 2

ideal
of a curve, 87
of a point, 84
of a projective hypersurface, 3
of an affine hypersurface, 6

image
of a curve, 204
of a rational map, 113, 118
under a rational map, 112, 118

improper solution, 81
inclusion

of effective divisors, 146
of hypersurfaces, 3
of linear series, 149
partial, 149

independent linear conditions, 21
indetermination point

of a rational function, 16, 91
index of speciality

of a divisor, 185
of a linear series, 185

infinitely near singularities, 167
initial form, ix
intersection multiplicity

of a curve and a branch, 49
of a line and a hypersurface, 5
of two curves, 50
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intersection number, 50
intersection with a line, 5
intrinsic geometry, 109
invariance of the genus, 167
invariant

birational, 135
of an elliptic curve, 214

inverse image
of a divisor, 188
of a rational function, 124
of a differential, 170
of a linear series, 189

inverse of a rational map, 116, 123
irreducible

hypersurface, 4
algebraic function, 136
representative, 16

irreducible component, 4
isobaric, polynomial, 59
isolated, intersection point, 65
isomorphism on the source, 42

Jacobian curve, 25
Jacobian group, 179
Jacobian locus, 25

Lüroth’s theorem, 195
Laurent fractionary power series, 54
leading coefficient, ix
leading monomial, ix
line coordinates, 26
linear condition, 20
linear equivalence of divisors, 158
linear family, 19
linear series, 149

associated to a rational function,
149

linear system, 19
linear variety, 2
linearly independent

hypersurfaces, 19
linear conditions, 21

local representation, 172
local ring, x

of An at a point, 18
of Pn at a point, 17
of a curve at a point, 91

localized ring, 83

maximal ideal, 83
maximal representative of a rational

map, 113
minimal polynomial, 46
monic, polynomial, ix
multiple irreducible component, 4
multiple point

of a hypersurface, 10
of a one-dimensional linear series,

179
multiple tangent, 79
multiplicity

of a branch, 39
of a branch in a curve, 39
of a hypersurface at a point, 10
of a point in a divisor, 145
of a point in a linear series, 179
of a point on a hypersurface, 10
of a pole
of a differential, 175
of a rational function, 140

of a zero
of a differential, 175
of a rational function, 140

of an irreducible component, 4
of the origin on a branch, 39

Nagata’s conjecture, 25
negative part, 146
net, 20

of polars, 76
neutral divisor, 199
neutral group, 199
neutral pair, 198
Newton diagram, 30
Newton polygon, 30

local, 30
Newton–Puiseux algorithm, 30, 31
nodal cubic, 24
Noether’s condition, 95
Noether’s Fundamental Theorem, 104

simple case, 104
Noether’s reduction lemma, 182
non-singular

hypersurface, 10
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point, 10

order
of a branch, 39
of a differential form, 174
of a flex, 73
of a linear condition, 20
of a pole
of a differential, 175
of a rational function, 140

of a polynomial, 49
of a power series, 28
of a rational function, 49, 140
of a series, ix
of a zero
of a differential, 175
of a rational function, 140

ordinary
e-fold point, 74
cusp, 74
double tangent, 216
flex, 73
singular point, 73
singularity, 73

origin of a branch, 38

parameters, of a curve in a pencil, 70
partially contained, linear series, 149
Pascal’s theorem, 106
pencil

of hypersurfaces, 20
of plane curves, 70

Picard group, 158
Plücker’s first formula, 79, 210
Plücker’s formulas, 216
Plücker’s second formula, 107
plane of lines, 26
point of indetermination

of a rational map, 112
of a rational map on a curve, 118

polar curve, 75
pole

of a differential, 175
of a rational function, 16, 91, 140

polydromy order, 28
Poncelet paradox, 216
positive part, 146

power series
convergent, 27
formal, 27
fractionary, 27
integral, 28

prime ideal, 83
primitive, polynomial, 47
principal divisor, 148
projection, 198
projective closure, 9
projective coordinates, 1
projective model, 145
projective representation, 17
projective subspace, 2
projectivity, 1
proper algebraic set, 110
proper ideal, x
proper solution, 81
Puiseux series

of a branch, 39
of a curve, 38

Puiseux theorem, 34, 35
Puiseux’s theorem, 54
pull-back

of a rational function, 124
of a differential, 170
of a divisor, 188
of a linear series, 189
of differentials, 170
of divisors, 188
of rational functions, 125

quadric, 2
quartic, 2
quintic, 2

ramification divisor, 195
ramification index

of a germ of analytic map, 142
of a rational map, 143

ramification point, 192
ramified, rational map, 192
rational curve, 193
rational function

on Pn, 16
on a curve, 89

rational image of a curve, 197
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rational map
associated to a linear series, 197
between plane curves, 121
between projective spaces, 111
on a curve, 117

rational series, 192
reduced, 4
regular

rational function, 16
rational map, 112

regular point
of a rational function, 16, 91
of a rational map, 112, 118

regular, rational function, 91
residual

divisor, 152
group, 152
linear series, 152

restriction homomorphism, 90
restriction of a rational function, 90
Restsatz, 164
resultant, 57
Riemann problem, 160
Riemann surface, 139
Riemann–Hurwitz formula, 194
Riemann–Roch theorem, 183
ring of fractions, 83
Roch’s part, 183

scalar, ix
section

of a curve, 146
of a line, 5

semigroup of a branch, 55
separated, y-root, 37
simple

intersection, 53
linear condition, 20
linear series, 206
point, 10

singular
hypersurface, 10
point, 10
tangent, 216

singularity, 10
smooth

branch, 39

hypersurface, 10
point, 10

space curve, 201
span, 20
special

divisor, 184
linear series, 185

standard quadratic transformation, 113
strict transform, 129
Sylvester’s resultant, 57

tangent cone
to a branch of curve, 39
to a hypersurface, 12

tangent line
to a branch of curve, 39
to a hypersurface, 10

tangential singularity, 216
tied points, 212
total transform, 128
traced, linear series, 156, 157
transverse, 53
triple point, of a hypersurface, 10

undefined, polar, 75
unibranched point, 74
uniformizing

germ, 45
map, 45
parameter, 171

value at a branch, 139
variable part

of a linear series, 152
of a linear system, 20

vertex, 11

web, 20
Weierstrass gap, 213
Weierstrass’s gap theorem, 213
weight, 59

y-root, 30

zero
of a differential, 175
of a rational function, 16, 91, 140
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