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Preface

Fields are sets in which all four of the rational operations, memorably described
by the mathematician Lewis Carroll as “perdition, distraction, uglification and
derision”, can be carried out. They are assuredly the most natural of algebraic
objects, since most of mathematics takes place in one field or another, usually
the rational field Q, or the real field R, or the complex field C. This book sets
out to exhibit the ways in which a systematic study of fields, while interesting
in its own right, also throws light on several aspects of classical mathematics,
notably on ancient geometrical problems such as “squaring the circle”, and on
the solution of polynomial equations.

The treatment is unashamedly unhistorical. When Galois and Abel demon-
strated that a solution by radicals of a quintic equation is not possible, they
dealt with permutations of roots. From sets of permutations closed under com-
position came the idea of a permutation group, and only later the idea of an
abstract group. In solving a long-standing problem of classical algebra, they
laid the foundations of modern abstract algebra. It is surely reasonable now to
suppose that anyone setting out to study Galois theory will have a significant
experience of the language and concepts of abstract algebra, and assuredly one
can use this language to present the arguments more coherently and concisely
than was possible for Galois (who described his own manuscript as ce gâchis1!)
I hope that I have done so, but the arguments in Chapters 7 and 8 still require
concentration and determination on the part of the reader.

Again, on this same assumption (that my readers have had some exposure
to abstract algebra), I have chosen in Chapter 2 to examine the properties
and interconnections of euclidean domains, principal ideal domains and unique
factorisation domains in abstract terms before applying them to the crucial
1 “this mess”.
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ring of polynomials over a field.
All too often mathematics is presented in such a way as to suggest that it

was engraved in pre-history on tablets of stone. The footnotes with the names
and dates of the mathematicians who created this area of algebra are intended
to emphasise that mathematics was and is created by real people. Foremost
among the people whose work features in this book are two heroic and tragic
figures. The first, a Norwegian, is Niels Henrik Abel, who died of tuberculosis at
the age of 26; the other, from France, is Evariste Galois, who was killed in a duel
at the age of 20. Information on all these people and their achievements can be
found on the St Andrews website www-history.mcs.st-and.ac.uk/history/.

The book contains many worked examples, as well as more than 100 exer-
cises, for which solutions are provided at the end of the book.

It is now several years since I retired from the University of St Andrews,
and I am most grateful to the university, and especially to the School of Math-
ematics and Statistics, for their generosity in continuing to give me access to a
desk and a computer. Special thanks are due to Peter Lindsay, whose answers
to stupid questions on computer technology were unfailingly helpful and po-
lite. I am grateful also to my colleague Sophie Huczynka and to Fiona Brunk, a
final-year undergraduate, for drawing attention to mistakes and imperfections
in a draft version. The responsibility for any inaccuracies that remain is mine
alone.

John M. Howie
University of St Andrews

May, 2005
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1
Rings and Fields

1.1 Definitions and Basic Properties

Although my assumption in writing this book is that my readers have some
knowledge of abstract algebra, a few reminders of basic definitions may be
necessary, and have the added advantage of establishing the notations and
conventions I shall use throughout the book. Introductory texts in abstract
algebra (see [13], for example) are often titled or subtitled “Groups, Rings and
Fields”, with fields playing only a minor part. Yet the theory of fields, through
which both geometry and the classical theory of equations are illuminated by
abstract algebra, contains some of the deepest and most remarkable insights in
all mathematics. The hero of the narrative ahead is Evariste Galois,1 who died
in a duel before his twenty-first birthday.

A ring R = (R, +, .) is a non-empty set R furnished with two binary op-
erations + (called addition) and . (called multiplication) with the following
properties. (Under the usual convention the dot for multiplication is omitted.)

(R1) the associative law for addition:

(a + b) + c = a + (b + c) (a, b, c,∈ R) ;

(R2) the commutative law for addition:

a + b = b + a (a, b ∈ R) ;

1 Evariste Galois, 1811–1832.
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(R3) the existence of 0: there exists 0 in R such that, for all a in R,

a + 0 = a ;

(R4) the existence of negatives: for all a in R there exists −a in R such that

a + (−a) = 0 ;

(R5) the associative law for multiplication:

(ab)c = a(bc) (a, b, c ∈ R) ;

(R6) the distributive laws:

a(b + c) = ab + ac , (a + b)c = ac + bc (a, b, c ∈ R) .

We shall be concerned only with commutative rings, which have the follow-
ing extra property.

(R7) the commutative law for multiplication:

ab = ba (a, b ∈ R) .

A ring with unity R has the properties (R1) – (R6), together with the fol-
lowing property.

(R8) the existence of 1: there exists 1 �= 0 in R such that, for all a in R,

a1 = 1a = a .

The element 1 is called the unity element, or the (multiplicative) identity
of R.

A commutative ring R with unity is called an integral domain or, if the
context allows, just a domain, if it has the following property.

(R9) cancellation: for all a, b, c in R, with c �= 0,

ca = cb ⇒ a = b .

A commutative ring R with unity is called a field if it has the following prop-
erty.

(R10) the existence of inverses: for all a �= 0 in R there exists a−1 in R such
that

aa−1 = 1 .
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We frequently wish to denote a−1 by 1/a.
It is easy to see that (R10) implies (R9). The converse implication, however,

is not true: the ring Z of integers is an obvious example. It is worth noting also
that (R9) is equivalent to

(R9)′ no divisors of zero: for all a, b in R,

ab = 0 ⇒ a = 0 or b = 0 .

(See Exercise 1.4.)
It is useful also at this stage to remind ourselves of the definition of a group.

A group G = (G, .) is a non-empty set furnished with a binary operation .

(usually omitted) with the following properties.

(G1) the associative law :

(ab)c = a(bc) (a, b, c ∈ G) ;

(G2) the existence of an identity element : there exists e in G such that, for all
a in G,

ea = a ;

(G3) the existence of inverses: for all a in G there exists a−1 in G such that

a−1a = e .

An abelian2 group has the extra property

(G4) the commutative law :

ab = ba (a, b ∈ G) .

Remark 1.1

If (R, +, .) is a ring, then (R, +) is an abelian group. If (K, +, .) is a field and
K∗ = K \ {0}, then (K∗, .) is an abelian group.

Let R be a commutative ring with unity, and let

U = {u ∈ R : (∃v ∈ R)uv = 1} .

It is easy to verify that U is an abelian group with respect to multiplication in
R. We say that U is the group of units of the ring R. If a, b in R are such
that a = ub for some u in U , we say that a and b are associates, and write
a ∼ b. For example, in the ring Z the group of units is {1,−1}, and a ∼ −a for
all a in Z.
2 Niels Henrik Abel, 1802–1829.
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Example 1.2

Show that R = {a + b
√

2 : a, b ∈ Z} forms a commutative ring with unity with
respect to the addition and multiplication in R. Show that the group of units
of R is infinite.

Solution
It is clear that

(a + b
√

2) + (c + d
√

2) = (a + c) + (b + d)
√

2 ∈ R

and
(a + b

√
2) (c + d

√
2) = (ac + 2bd) + (ad + bc)

√
2 ∈ R .

Since R is a subset of R, the properties (R1), (R2), (R5), (R6) and (R7) are
automatically satisfied. The ring also has the properties (R3), (R4) and (R8),
since the zero element is 0 + 0

√
2, the negative of a + b

√
2 is (−a) + (−b)

√
2,

and the unity element is 1 + 0
√

2. The element 1 +
√

2 is in the group of units,
since (1 +

√
2)(−1 +

√
2) = 1. The powers of this element are all distinct, since

1 +
√

2 > 1, and so

1 +
√

2 < (1 +
√

2)2 < (1 +
√

2)3 < · · · .

All these powers are in the group of units, which is therefore infinite.
The group of units is in fact {a + b

√
2 : a, b ∈ Z , |a2 − 2b2| = 1}.

Remark 1.3

The group of units of a field K is the group K∗ of all non-zero elements of K.

In a field, every non-zero element divides every other, but in an integral
domain D the notion of divisibility plays a very significant role. If a ∈ D \ {0}
and b ∈ D, we say that a divides b, or that a is a divisor of b, or that
a is a factor of b, if there exists z in D such that az = b. We write a | b,
and occasionally write a |/ b if a does not divide b. We say that a is a proper
divisor, or a proper factor, of b, or that a properly divides b, if z is not a
unit. Equivalently, a is a proper divisor of b if and only if a | b and b |/ a.

EXERCISES

1.1. Many of the standard techniques of classical algebra are conse-
quences of the axioms of a ring. The exceptions are those depending
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on commutativity of multiplication (R7) and divisibility (R10). Let
R be a ring.

(i) Show that, for all a in R,

a0 = 0a = 0 .

(ii) Show that, for all a, b in R,

a(−b) = (−a)b = −ab , (−a)(−b) = ab .

1.2. What difference does it make if the stipulation that 1 �= 0 is omitted
from Axiom (R7)?

1.3. Axiom (R7) ensures that a field has at least two elements. Show that
there exists a field with exactly two elements.

1.4. Prove the equivalence of (R9) and (R9)′.

1.5. Show that every finite integral domain is a field.

1.6. Show that ∼, as defined in the text, is an equivalence relation.
That is, show that, for all a, b, c in a commutative ring R with unity,

(i) a ∼ a (the reflexive property);

(ii) a ∼ b ⇒ b ∼ a (the symmetric property);

(iii) a ∼ b and b ∼ c ⇒ a ∼ c (the transitive property).

1.7. Let i =
√−1. Show that, by contrast with Example 1.2, the ring

R = {a + bi
√

2 : a, b ∈ Z} has group of units {1,−1}.

1.8. Let D be an integral domain. Show that, for all a, b in D \ {0}:

(i) a | a (the reflexive property);

(ii) a | b and b | c ⇒ a | c (the transitive property);

(iii) a | b and b | a ⇒ a ∼ b.

1.2 Subrings, Ideals and Homomorphisms

Much of the material in this section can be applied, with occasional modifica-
tions, to rings in general, but we shall suppose, without explicit mention, that
all our rings are commutative. We shall use standard algebraic shorthands: in
particular, we write a − b instead of a + (−b).
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A subring U of a ring R is a non-empty subset of R with the property
that, for all a, b in R,

a, b ∈ U ⇒ a − b , ab ∈ U . (1.1)

Equivalently, U(�= ∅) is a subring if, for all a, b in R,

a, b ∈ U ⇒ a + b, ab ∈ U , a ∈ U ⇒ −a ∈ U . (1.2)

(See Exercise 1.2.)
It is easy to see that 0 ∈ U : simply choose a from the non-empty set U , and

deduce from (1.1) that 0 = a − a ∈ U .
A subfield of a field K is a subring which is a field. Equivalently, it is a

subset E of K, containing at least two elements, such that

a, b ∈ E ⇒ a − b ∈ E , a ∈ E, b ∈ E \ {0} ⇒ ab−1 ∈ E. (1.3)

Again, we may replace the second implication of (1.3) by the two implications

a, b ∈ E ⇒ ab ∈ E , a ∈ E \ {0} ⇒ a−1 ∈ E . (1.4)

If E ⊂ K we say that E is a proper subfield of K.
An ideal of R is a non-empty subset I of R with the properties

a, b ∈ I ⇒ a − b ∈ I , a ∈ I and r ∈ R ⇒ ra ∈ I . (1.5)

An ideal is certainly a subring, but not every subring is an ideal: the subring
Z of the field Q of rational numbers provides an example. Among the ideals of
R are {0} and R. An ideal I such that {0} ⊂ I ⊂ R is called proper.

Theorem 1.4

Let A = {a1, a2, . . . , an} be a finite subset of a commutative ring R. Then the
set

Ra1 + Ra2 + · · · + Ran (= {x1a1 + x2a2 + · · · + xnan : x1, x2, . . . , xn ∈ R})

is the smallest ideal of R containing A.

Proof

The set Ra1 + Ra2 + · · · + Ran is certainly an ideal, since, for all

x1, x2, . . . , xn, y1, y2, . . . , yn
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in R,

(x1a1 + x2a2 + · · · + xnan) − (y1a1 + y2a2 + · · · + ynan)

= (x1 − y1)a1 + (x2 − y2)a2 + · · · + (xn − yn)an

∈ Ra1 + Ra2 + · · · + Ran ;

and, for all r in R,

r(x1a1 + x2a2 + · · · + xnan) = (rx1)a1 + (rx2)a2 + · · · + (rxn)an

∈ Ra1 + Ra2 + · · · + Ran .

It is clear that every ideal I containing {a1, a2, . . . , an} contains the element
x1a1 + x2a2 + · · · + xnan for every choice of x1, x2, . . . , xn in R, and so Ra1 +
Ra2 + · · · + Ran ⊆ I.

We refer to Ra1+Ra2+· · ·+Ran as the ideal generated by a1, a2, . . . , an,
and frequently write it as 〈a1, a2, . . . , an〉. Of special interest is the case where
the ideal is generated by a single element a in R; we say that Ra = 〈a〉 is a
principal ideal.

There is a close connection between ideals and divisibility:

Theorem 1.5

Let D be an integral domain with group of units U , and let a, b ∈ D \ {0}.
Then:

(i) 〈a〉 ⊆ 〈b〉 if and only if b | a;

(ii) 〈a〉 = 〈b〉 if and only if a ∼ b;

(iii) 〈a〉 = D if and only if a ∈ U .

Proof

(i) Suppose first that b | a. Then a = zb for some z in D, and so

〈a〉 = Da = Dzb ⊆ Db = 〈b〉 .

Conversely, suppose that 〈a〉 ⊆ 〈b〉. Then there exists z in D such that
a = zb, and so b | a.

(ii) Suppose first that a ∼ b. Then there exists u in U such that a = ub and
b = u−1a. Thus b | a and a | b and so, by (i), 〈a〉 = 〈b〉.

Conversely, suppose that 〈a〉 = 〈b〉. Then there exist u, v in D such that
a = ub, b = va. Hence (uv)a = u(va) = ub = a = 1a, and so, by cancellation,
uv = 1. Thus u and v are units, and so a ∼ b.
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(iii) It is clear that 〈1〉 = D. Hence, by (ii), 〈a〉 = D if and only if a ∼ 1, that
is, if and only if a is a unit.

A homomorphism from a ring R into a ring S is a mapping ϕ : R → S

with the properties

ϕ(a + b) = ϕ(a) + ϕ(b) , ϕ(ab) = ϕ(a)ϕ(b) . (1.6)

Among the homomorphisms from R into S is the zero mapping ζ given
by

ζ(a) = 0 (a ∈ R) . (1.7)

While some of the theorems we establish will apply to all homomorphisms,
including ζ, others will apply only to non-zero homomorphisms.

Some elementary properties of ring homomorphisms are gathered together
in the following theorem:

Theorem 1.6

Let R, S be rings, with zero elements 0R, 0S , respectively, and let ϕ : R → S

be a homomorphism. Then,

(i) ϕ(0R) = 0S ;

(ii) ϕ(−r) = −ϕ(r) for all r in R;

(iii) ϕ(R) is a subring of S.

Proof

(i) Since
ϕ(a) + ϕ(0R) = ϕ(a + 0R) = ϕ(a) ,

we can deduce that

ϕ(0R) = 0S + ϕ(0R) = −ϕ(a) + ϕ(a) + ϕ(0R) = −ϕ(a) + ϕ(a) = 0S . (1.8)

(ii) Since, for all r in R,

ϕ(r) + ϕ(−r) = ϕ
(
r + (−r)

)
= ϕ(0R) = 0S = ϕ(r) +

( − ϕ(r)
)
,

it follows that
ϕ(−r) = −ϕ(r) . (1.9)

(iii) Let ϕ(a), ϕ(b) be arbitrary elements of ϕ(R), with a, b ∈ R. Then

ϕ(a)ϕ(b) = ϕ(ab) ∈ ϕ(R)
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and, by virtue of (1.9),

ϕ(a) − ϕ(b) = ϕ(a) + ϕ(−b) = ϕ
(
a + (−b)

) ∈ ϕ(R) .

Thus ϕ(R) is a subring.

The following corollary is an immediate consequence of the above proof:

Corollary 1.7

If ϕ : R → S is a ring homomorphism and a, b ∈ R, then ϕ(a−b) = ϕ(a)−ϕ(b).

Let ϕ : R → S be a homomorphism. If ϕ is one-to-one, we call it a
monomorphism, or an embedding, and if ϕ is also onto we call it an iso-
morphism. We say that the rings R and S are isomorphic (to each other) and
write R 
 S. For example, the ring R = {m + n

√
2 : m, n ∈ Z} is isomorphic

to the ring

S =
{(

m n

2n m

)
: m, n ∈ Z

}
(1.10)

with the operations of matrix addition and multiplication, the isomorphism
being

ϕ : m + n
√

2 �→
(

m n

2n m

)
.

We shall eventually be interested in the case where the rings R and S

coincide: an isomorphism from R onto itself is called an automorphism.
If ϕ : R → S is a monomorphism, then the subring ϕ(R) of S is isomorphic

to R. Since the rings R and ϕ(R) are abstractly identical, we often wish to
identify ϕ(R) with R and regard R itself as a subring of S. For example, if S

is the ring defined by (1.10), there is a monomorphism θ : Z → R given by

θ(m) =
(

m 0
0 m

)
(m ∈ Z) ,

and the identification of the integer m with the 2×2 scalar matrix θ(m) allows
us to consider Z as effectively a subring of S. We say that R contains Z up to
isomorphism.

Let ϕ : R → S be a homomorphism, where R and S are rings, with zero
elements 0R, 0S , respectively, and let

K = ϕ−1(0S) (= {a ∈ R : ϕ(a) = 0S}) . (1.11)

We refer to K as the kernel of the homomorphism ϕ, and write it as ker ϕ.
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If a, b ∈ K, then ϕ(a) = ϕ(b) = 0 and so certainly ϕ(a − b) = 0; hence
a − b ∈ K. If r ∈ R and a ∈ K, then ϕ(ra) = ϕ(r)ϕ(a) = ϕ(r)0 = 0. (See
Exercise 1.1.) Hence ra ∈ K. We deduce that the kernel of a homomorphism
is an ideal.

In fact the last remark records only one of the ways in which the notions
of homomorphism and ideal are linked. Let I be an ideal of a ring R, and
let a ∈ R. The set a + I = {a + x : x ∈ I} is called the residue class of a

modulo I. We now show that, for all a, b in R,

a + I = b + I ⇐⇒ a − b ∈ I , (1.12)

and

(a + I) + (b + I) = (a + b) + I , (a + I)(b + I) ⊆ ab + I . (1.13)

To prove the first of these statements, suppose that a + I = b + I. Then, in
particular, a = a + 0 ∈ a + I = b + I, and so there exists x in I such that
a = b+x. Thus a− b = x ∈ I. Conversely, suppose that a− b ∈ I. Then, for all
x in I, we have that a+x = b+y, where y = (a−b)+x ∈ I. Thus a+I ⊆ b+I,
and the reverse inclusion is proved in the same way.

To prove the first statement in (1.13), let x, y ∈ I and let

u = (a + x) + (b + y) ∈ (a + I) + (b + I) .

Then u = (a+b)+(x+y) ∈ (a+b)+I. Conversely, if z ∈ I and v = (a+b)+z ∈
(a + b) + I, then v = (a + z) + (b + 0) ∈ (a + I) + (b + I).

The second statement follows in a similar way. Let x, y ∈ I and let u =
(a + x)(b + y) ∈ (a + I)(b + I). Then u = ab + (ay + xb + xy) ∈ ab + I.

The set R/I of all residue classes modulo I forms a ring with respect to the
operations

(a + I) + (b + I) = (a + b) + I , (a + I)(b + I) = ab + I , (1.14)

called the residue class ring modulo I. The verifications are routine. The zero
element is 0+I = I; the negative of a+I is −a+I. The mapping θI : R → R/I,
given by

θI(a) = a + I (a ∈ R) , (1.15)

is a homomorphism onto R/I, with kernel I. It is called the natural homo-
morphism from R onto R/I.

The motivating example of a residue class ring is the ring Zn of integers
mod n. Here the ideal is 〈n〉 = nZ, the set of integers divisible by n, and the
elements of Zn are the classes a + 〈n〉, with a ∈ Z. There are exactly n classes,
namely

〈n〉, 1 + 〈n〉, 2 + 〈n〉, . . . , (n − 1) + 〈n〉 .

A strong connection with number theory is revealed by the following theo-
rem:
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Theorem 1.8

Let n be a positive integer. The residue class ring Zn = Z/〈n〉 is a field if and
only if n is prime.

Proof

Suppose first that n is not prime. Then n = rs, where 1 < r < n and 1 < s < n.
Then r + 〈n〉 �= 0 + 〈n〉 and s + 〈n〉 �= 0 + 〈n〉, but

(r + 〈n〉)(s + 〈n〉) = n + 〈n〉 = 0 + 〈n〉 .

Thus Zn contains divisors of 0, and so is certainly not a field.
Now let p be a prime, and suppose that (r + 〈p〉)(s + 〈p〉) = 0 + 〈p〉. Then

p | rs, and so (since p is prime) either p | r or p | s. That is, either r + 〈p〉 = 0
or s + 〈p〉 = 0. Thus Zp has no divisors of zero, and so is an integral domain.
By Exercise 1.5, Zp is a field.

The next theorem, which has counterparts in many branches of algebra,
tells us that every homomorphic image of a ring R is isomorphic to a suitably
chosen residue class ring:

Theorem 1.9

Let R be a commutative ring, and let ϕ be a homomorphism from R onto a
commutative ring S, with kernel K. Then there is an isomorphism α : R/K →
S such that the diagram

R/K

R

�

�S

�
�

�
��

ϕ

θK α

commutes.

Proof

Define α by the rule that

α(a + K) = ϕ(a) (a + K ∈ R/K) .

The mapping is both well-defined and injective, for

a + K = b + K ⇐⇒ a − b ∈ K ⇐⇒ ϕ(a − b) = 0 ⇐⇒ ϕ(a) = ϕ(b) .
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It clearly maps onto S, since ϕ is onto. It is a homomorphism, since

α
(
(a + K) + (b + K)

)
= α

(
(a + b) + K

)
= ϕ(a + b)

= ϕ(a) + ϕ(b) = α(a + K) + α(b + K) ,

and

α
(
(a + K)(b + K)

)
= α(ab + K) = ϕ(ab) = ϕ(a)ϕ(b) = α(a + K)α(b + K) .

Hence α is an isomorphism. The commuting of the diagram is clear, since, for
all a in R,

α
(
θK(a)

)
= α(a + K) = ϕ(a) ,

and so α ◦ θK = ϕ.

EXERCISES

1.9. Let a be an element of a ring R. Show that a + a = a implies a = 0.

1.10. Show that the definitions (1.1) and (1.2) of a subring are equivalent.

1.11. Show that the definition (1.1) is equivalent to the definition of a
subring U of a ring R as a subset of R which is a ring with respect
to the operations + and . of R.

1.12. Show that (1.3) is equivalent to the definition of a subfield as a
subring which is a field.

1.13. Show that a commutative ring with unity having no proper ideals is
a field.

1.14. Show that Q(i
√

3) = {a + bi
√

3 : a, b ∈ Q} is a subfield of C.

1.15. (i) Show that the set

K =
{(

a b

−3b a

)
: a, b ∈ Q

}

is a field with respect to matrix addition and multiplication.

(ii) Show that K is isomorphic to the field Q(i
√

3) defined in the
previous exercise.

1.16. Show that the set R(i
√

3) = {a + bi
√

3 : a, b ∈ R} is a subfield of C.
Is it true that R(

√
3) = {a + b

√
3 : a, b ∈ R} is a subfield of R?

1.17. Let ϕ : K → L be a non-zero homomorphism, where K and L are
fields. Show that ϕ is a monomorphism.



1. Rings and Fields 13

1.18. Let ϕ : R → S be a non-zero homomorphism, where R, S are com-
mutative rings with unity, with unity elements 1R, 1S , respectively.
If R and S are integral domains, show that ϕ(1R) = 1S . Show by an
example that this need not hold if the integral domain condition is
dropped.

1.3 The Field of Fractions of an Integral Domain

From Exercise 1.5 we know that every finite integral domain is a field. In this
section we show how to construct a field out of an arbitrary integral domain.

Let D be an integral domain. Let

P = D × (D \ {0}) = {(a, b) : a, b ∈ D, b �= 0} .

Define a relation ≡ on the set P by the rule that

(a, b) ≡ (a′, b′) if and only if ab′ = a′b .

Lemma 1.10

The relation ≡ is an equivalence.

Proof

We must prove (see [13]) that, for all (a, b), (a′, b′), (a′′, b′′) in P ,

(i) (a, b) ≡ (a, b) (the reflexive law);

(ii) (a, b) ≡ (a′, b′) ⇒ (a′, b′) ≡ (a, b) (the symmetric law);

(iii) (a, b) ≡ (a′, b′) and (a′, b′) ≡ (a′′, b′′) ⇒ (a, b) ≡ (a′′, b′′) (the transitive
law).

The properties (i) and (ii) are immediate from the definition. As for (iii), from
(a, b) ≡ (a′, b′) and (a′, b′) ≡ (a′′, b′′) we have that ab′ = a′b and a′b′′ = a′′b′.
Hence

b′(ab′′) = (ab′)b′′ = a′bb′′ = b(a′b′′) = ba′′b′ = b′(a′′b) .

Since b′ �= 0, we can use the cancellation axiom to obtain ab′′ = a′′b, and so
(a, b) ≡ (a′′, b′′).

The quotient set P/ ≡ is denoted by Q(D). Its elements are equivalence
classes [a, b] = {(x, y) ∈ P : (x, y) ≡ (a, b)}, and, for reasons that will become
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obvious, we choose to denote the classes by fraction symbols a/b. Two classes
are equal if their (arbitrarily chosen) representative pairs in the set P are
equivalent:

a

b
=

c

d
if and only if ad = bc .

In particular, note that
a

b
=

ka

kb

for all k �= 0 in D.
We define addition and multiplication in Q(D) by the rules

a

b
+

c

d
=

ad + bc

bd
,

a

b
· c

d
=

ac

bd
. (1.16)

Lemma 1.11

The addition and multiplication defined by (1.16) are well-defined.

Proof

Suppose that a/b = a′/b′ and c/d = c′/d′. Then ab′ = a′b and cd′ = c′d, and so

(ad + bc)b′d′ = ab′dd′ + bb′cd′ = a′bdd′ + bb′c′d = (a′d′ + b′c′)bd .

Hence
a

b
+

c

d
=

ad + bc

bd
=

a′d′ + b′c′

b′d′ =
a′

b′ +
c′

d′ .

Similarly,

(ac)(b′d′) = (ab′)(cd′) = (a′b)(c′d) = (a′c′)(bd) ,

and so
a

b
· c

d
=

a′

b′ · c′

d′ .

These operations turn Q(D) into a commutative ring with unity. The verifica-
tions are tedious but not difficult. For example,

a

b

( c

d
+

e

f

)
=

a

b
· cf + de

df
=

acf + ade

bdf
,

a

b
· c

d
+

a

b
· e

f
=

ac

bd
+

ae

bf
=

acbf + aebd

b2df
=

acf + ade

bdf
.

The zero element is 0/1 (= 0/b for all b �= 0 in D). The unity element is 1/1
(= b/b for all b �= 0 in D). The negative of a/b is (−a)/b.



1. Rings and Fields 15

The ring Q(D) is in fact a field, since for all a/b with a �= 0 we have that

a

b
· b

a
=

ab

ab
=

1
1

.

We refer to the field Q(D) as the field of fractions of the domain D.

Lemma 1.12

The mapping ϕ : D → Q(D) given by

ϕ(a) =
a

1
(a ∈ D) (1.17)

is a monomorphism.

Proof

From (1.16) it is clear that

ϕ(a) + ϕ(b) =
a

1
+

b

1
=

a + b

1
= ϕ(a + b) , ϕ(a)ϕ(b) =

a

1
· b

1
=

ab

1
= ϕ(ab) .

Also,

ϕ(a) = ϕ(b) ⇒ a

1
=

b

1
⇒ a = b .

If we identify a/1 with a, we can regard Q(D) as containing D as a subring.
The field Q(D) is the smallest field containing D, in the following sense:

Theorem 1.13

Let D be an integral domain, let ϕ be the monomorphism from D into Q(D)
given by (1.17) and let K be a field with the property that there is a monomor-
phism θ from D into K. Then there exists a monomorphism ψ : Q(D) → K

such that the diagram

Q(D)

D

�

�K

�
�

�
��

θ

ϕ ψ

commutes.
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Proof

Define a mapping ψ : Q(D) → K by the rule that

ψ
(a

b

)
=

θ(a)
θ(b)

.

(Note that θ(b) �= 0, since θ is a monomorphism.) This is well-defined and
one-to-one, since

a

b
=

c

d
⇐⇒ ad = bc ⇐⇒ θ(a)θ(d) = θ(b)θ(c) ⇐⇒ θ(a)

θ(b)
=

θ(c)
θ(d)

,

and it is a homomorphism, since

ψ
(a

b
+

c

d

)
= ψ

(ad + bc

bd

)
=

θ(ad + bc)
θ(bd)

=
θ(a)θ(d) + θ(b)θ(c)

θ(b)θ(d)

=
θ(a)
θ(b)

+
θ(c)
θ(d)

= ψ
(a

b

)
+ ψ

( c

d

)
,

and similarly
ψ

(a

b
· c

d

)
= ψ

(a

b

)
ψ

( c

d

)
.

The commuting of the diagram is clear, since, for all a in D,

ψ
(
ϕ(a)

)
= ψ

(a

1

)
=

θ(a)
θ(1)

= θ(a) .

More informally, Theorem 1.3 tells us that any field containing D contains
(up to isomorphism) the field Q(D).

When D = Z, it is clear that Q(D) = Q. This is the classical example of
the field of quotients, but we shall soon see that it is not the only one.

EXERCISES

1.19. Verify the associativity of addition in Q(D).

1.20. What happens to the construction of Q(D) if D is a field?
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1.4 The Characteristic of a Field

In a ring R containing an element a it is reasonable to denote a + a by 2a,
and, more generally, if n is a natural number we may write na for the sum
a + a + · · · + a (n summands). If we define 0a = 0R and (−n)a to be n(−a),
we can give a meaning to na for every integer n. The following properties are
easy to establish: for m, n ∈ Z and a, b ∈ R,

(m + n)a = ma + na , m(a + b) = ma + mb , (mn)a = m(na) ,

m(ab) = (ma)b = a(mb) , (ma)(nb) = (mn)(ab) . (1.18)

Consider a commutative ring R with unity element 1R. Then there are two
possibilities: either

(i) the elements m 1R (m = 1, 2, 3, . . .) are all distinct; or

(ii) there exist m, n in N such that m 1R = (m + n) 1R.

In the former case we say that R has characteristic zero, and write charR = 0.
In the latter case we notice that m 1R = (m + n) 1R = m 1R + n 1R, and so
n 1R = 0R. The least positive n for which this holds is called the characteristic
of the ring R. Note that, if R is a ring of characteristic n, then na = 0R for all
a in R, for na = (n 1R)a = 0a = 0. We write char R = n.

If R is a field, we can say more:

Theorem 1.14

The characteristic of a field is either 0 or a prime number p.

Proof

The former possibility can certainly occur: Q, R and C are all fields of charac-
teristic 0. Let K be a field and suppose that char K = n �= 0, where n is not
prime. Then n = rs, where 1 < r < n, 1 < s < n, and the minimal property of
n implies that r 1K �= 0K , s 1K �= 0K . On the other hand, from 1.18 we deduce
that

(r 1K)(s 1K) = (rs) 1K = n 1K = 0K ,

and this is impossible, since K, being a field, has no zero divisors.

Let K be a field with characteristic 0. Then the elements n1K (n ∈ Z) are
all distinct, and form a subring of K isomorphic to Z. Indeed, the set

P (K) = {m1K/n1f : m, n ∈ Z , n �= 0} (1.19)
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is a subfield of K isomorphic to Q. Any subfield of K must contain 1 and 0 and
so must contain P (K), which is called the prime subfield of K.

If K has prime characteristic p, the prime subfield is

P (K) = {1K , 2 (1K), . . . , (p − 1) (1K)} , (1.20)

and this is isomorphic to Zp.
The fields Q and Zp play a central role in the theory of fields. They have

no proper subfields, and every field contains as a subfield an isomorphic copy
of one or other of them. We frequently want to express this my saying that
every field of characteristic 0 is an extension of Q, and every field of prime
characteristic p is an extension of Zp.

We record these observations formally in a theorem:

Theorem 1.15

Let K be a field. Then K contains a prime subfield P (K) contained in every
subfield. If char K = 0 then P (K), described by (1.19), is isomorphic to Q. If
char K = p, a prime number, then P (K), described by (1.20), is isomorphic to
Zp.

Remark 1.16

Given an element a of a field K, we sometimes like to denote a/(n 1) simply by
a/n. If char K = 0 this is no problem, but if char K = p then we cannot assign
a meaning to a/n if n is a multiple of p. Thus, for example, the formula

xy =
1
4

(
(x + y)2 − (x − y)2

)

is not valid in a field of characteristic 2, since the quantity on the right reduces
to 0/0 and so is undefined.

In fields with finite characteristic we encounter some surprising formulae:

Theorem 1.17

Let K be a field of characteristic p. Then, for all x, y in K,

(x + y)p = xp + yp .
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Proof

By the binomial theorem, valid in any commutative ring with unity (see Exer-
cise 1.23), we have that

(x + y)p =
p∑

r=0

(
p

r

)
xn−ryr . (1.21)

For r = 1, . . . , p − 1, the binomial coefficient(
p

r

)
=

p(p − 1) . . . (p − r + 1)
r!

is an integer, and so r! divides p(p−1) . . . (p−r+1). Since p is prime and r < p,
no factor of r! can be divisible by p. Hence r! divides (p− 1) . . . (p− r +1), and

so
(

p

r

)
is an integer divisible by p. Hence, for r = 1, . . . , p − 1,

(
p

r

)
xn−ryr = 0 ,

and so, in (1.21), only the first and last terms survive.

Remark 1.18

The fields Zp = Z/〈p〉 are important building blocks in field theory. We usually
find it convenient to write Zp = {0, 1, . . . , p − 1}, with addition and multipli-
cation carried out modulo p. So, for example, the multiplication table for Z5

is
0 1 2 3 4

0 0 0 0 0 0
1 0 1 2 3 4
2 0 2 4 1 3
3 0 3 1 4 2
4 0 4 3 2 1

When it comes to Z3, it is usually more convenient to write Z3 = {0, 1,−1}.
Again, we might at times find it convenient to write Z5 as {0,±1,±2}, obtaining
the table

0 1 2 −2 −1
0 0 0 0 0 0
1 0 1 2 −2 −1
2 0 2 −1 1 −2

−2 0 −2 1 −1 2
−1 0 −1 −2 2 1
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EXERCISES

1.21. Determine the characteristic of the ring Z6 of integers mod 6, and
show that, in Z6,

a2 = 0 ⇒ a = 0 .

For which integers n does Zn have this property?

1.22. Write down the multiplication table for Z7, and list the inverses of
all the non-zero elements.

1.23. Prove, by induction on n, that the binomial theorem,

(a + b)n =
n∑

r=0

(
n

r

)
an−rbr ,

is valid in a commutative ring R with unity.

1.24. Show that, in a field of finite characteristic p,

(x − y)p = xp − yp .

1.25. Let K be a field of characteristic p. By using Theorem 1.17, deduce,
by induction on n, that

(x ± y)pn

= xpn ± ypn

(x, y ∈ K, n ∈ N) .

1.5 A Reminder of Some Group Theory

It is perhaps paradoxical, given the extensive list of axioms that define a field,
that a serious study of fields requires a knowledge of more general objects.
Rings we have encountered already, though in fact we do not need to explore
any further than integral domains. More surprisingly, we need to know some
group theory. This does not come into play until well through the book, and you
may prefer to skip this section and to return to it when the material is needed.
For the most part I will give sketch proofs only: more detail can mostly be
found in [13]. As the title suggests, this section is a reminder of the basic ideas
and definitions. More specialised bits of group theory, not necessarily covered
in a first course in abstract algebra, will be explained when they are needed,
and some proofs will be consigned to an appendix.

The axioms for a group were recorded in Section 1.1. It follows from these
axioms that the element e in (G2) and the element a−1 in (G3) are both unique,
and that

ae = ea = a , aa−1 = a−1a = a .
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Also, for all a, b ∈ G,
(ab)−1 = b−1a−1 .

The group (G, .) is called a finite group if the set G is finite. The cardinality
|G| of G is called the order of the group.

In the usual way, we write a2, a3, . . . (where a ∈ G) for the products
aa, aaa, . . ., and we write a−n to mean (a−1)n = (an)−1. By a0 we mean the
identity element e. A group G is called cyclic if there exists an element a in
G such that G = {an : n ∈ Z}. If the powers an are all distinct, G is the
infinite cyclic group. Otherwise, there is a least m > 0 such that am = e.
The division algorithm then implies, for all n in Z, that there exist integers q

and r such that
an = aqm+r = (am)qar = ar ,

and 0 ≤ r ≤ m−1. Thus G = {e, a, a2, . . . , am−1}, the cyclic group of order
m. Both the infinite cyclic group and the cyclic group of order m are abelian.

A non-empty subset U of G is called a subgroup of G if, for all a, b ∈ G,

a, b ∈ U ⇒ ab ∈ U , a ∈ U ⇒ a−1 ∈ U , (1.22)

or, equivalently,
a, b ∈ U ⇒ ab−1 ∈ U . (1.23)

Every subgroup contains the identity element e. For each element a in the group
G, the set {an : n ∈ Z} is a subgroup, called the cyclic subgroup generated
by a, and denoted by 〈a〉. If G is finite, this cannot be the infinite cyclic group,
and the order of the cyclic subgroup generated by a is called the order of
the element a. It is the smallest positive integer n such that an = e, and is
denoted by o(a).

Let U be a subgroup of a group G and let a ∈ G. The subset Ua =
{ua : u ∈ U} is called a left coset of U . Then Ua = Ub if and only if
ab−1 ∈ U . Among the left cosets is U itself. The distinct left cosets form a
partition of G: that is, every element of G belongs to exactly one left coset
of U . The mapping u �→ ua from U into Ua is easily seen to be both one-one
and onto, and so, in a finite group, every left coset has the same number of
elements as U . Thus

|G| = |U | × (the number of left cosets) ,

and we have Lagrange’s3 theorem:

Theorem 1.19

If U is a subgroup of a finite group G, then |U | divides |G|.
3 Joseph-Louis Lagrange, 1736–1813.
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It follows immediately that, for all a in G, the order of a divides the order of
G.

The choice of left cosets above was arbitrary: exactly the same thing can be
done with right cosets aU . That is not to say that the right coset aU and the
left coset Ua are identical, but the number of (distinct) right cosets is the same
as the number of left cosets; this number is called the index of the subgroup.

If Ua = aU for all a, we say that U is a normal subgroup of G, and write
a � b. Equivalently, U is normal, if, for all a in G,

a−1Ua = U .

In this case we can define a group operation on the set of cosets of U :

(Ua)(Ub) = U(ab) .

First, this is a well-defined operation, since, for all u, v in U ,

(ua)(vb) = u(av)b = u(v′a)b (for some v′ in U , since U is normal)

= (uv′)(ab) ∈ U(ab) .

Associativity is clear, and it is easy to verify that the identity of the group is
the coset U = Ue, and the inverse of Ua is Ua−1. The group is denoted by
G/U , and is called the quotient group, or the factor group, of G by U .

Let G, H be groups, with identity elements eG, eH , respectively. A mapping
ϕ : G → H is called a homomorphism if, for all a, b ∈ G

ϕ(ab) = ϕ(a)ϕ(b) .

It is a consequence of this definition that ϕ(eG) = eH , and that, for all a in G,

ϕ(a−1) =
(
ϕ(a)

)−1
.

If N is a normal subgroup of G, the mapping νN : G → G/N given by

νN (a) = Na (a ∈ G)

is a homomorphism, called the natural homomorphism, onto G/N .
If a homomorphism ϕ : G → H is one-one and onto, we say that it is an

isomorphism. In such a case ϕ−1 : H → G is also an isomorphism, and we
say that H is isomorphic to G, writing H 
 G. If ϕ maps onto H, but is not
necessarily one-one, we say that H is a homomorphic image of G.

The kernel ker ϕ of ϕ is defined by

ker ϕ = ϕ−1(eH) = {a ∈ G : ϕ(a) = eH} .

It is not hard to show that ker ϕ is a normal subgroup of G. The following theo-
rem (closely analogous to Theorem 1.9) tells us that every homomorphic image
of G is isomorphic to a quotient group of G by a suitable normal subgroup:



1. Rings and Fields 23

Theorem 1.20

Let G, H be groups, and let ϕ be a homomorphism from G onto H, with kernel
N . Then there exists a unique isomorphism α : G/N → H such that the
diagram

G/N

G H

�

�

�
���

ϕ

νN α

commutes.

Proof

The mapping α : Na �→ ϕ(a) is well-defined, one-one, onto, and a homomor-
phism – and α ◦ νN = ϕ.

EXERCISES

1.26. Show that every subgroup of index 2 is normal.

1.27. Show that, for every n ≥ 2, the additive group (Zn,+) is cyclic.

1.28. Show that every subgroup of a cyclic group is cyclic.

1.29. Consider the group G of order 8 given by the multiplication table

e a b c p q r s

e e a b c p q r s

a a b c e q r s p

b b c e a r s p q

c c e a b s p q r

p p s r q e c b a

q q p s r a e c b

r r q p s b a e c

s s r q p c b a e

(i) Show that B = {e, b} and Q = {e, q} are subgroups.

(ii) List the left and right cosets of B and of Q, and deduce that B

is normal and Q is not.
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(iii) Let H be the group given by the table

e x y z

e e x y z

x x e z y

y y z e x

z z y x e

Describe a homomorphism ϕ from G onto H with kernel B.

1.30. Let g, h ∈ A, where A is a finite abelian group. Show that o(gh)
divides o(g)o(h). By considering the group given by

e a b x y z

e e a b x y z

a a b e z x y

b b e a y z x

x x y z e a b

y y z x b e a

z z x y a b e

show that this is not necessarily true in a non-abelian group.

1.31. Let G be a group and N a normal subgroup of G. Show that every
subgroup H of G/N can be written as K/N , where K is a subgroup
of G containing N , and is normal if and only if H is normal.



2
Integral Domains and Polynomials

2.1 Euclidean Domains

In Chapter 3 we shall start our serious study of fields. But first we need to build
our toolkit, which involves polynomial rings over fields. These, as we shall see,
are integral domains of a particular kind, and it helps to develop some of the
abstract theory of these domains before applying the ideas to polynomials.

An integral domain D is called a euclidean1 domain if there is a mapping
δ from D into the set N0 of non-negative integers with the property that δ(0) =
0 and, for all a in D and all b in D \ {0}, there exist q, r in D such that

a = qb + r and δ(r) < δ(b) . (2.1)

From the definition it follows that δ−1{0} = {0}, for if δ(b) were equal to 0 it
would not be possible to find r such that δ(r) < δ(b).

The most important example is the ring Z, where δ(a) is defined as |a|, and
where the process, known as the division algorithm, is the familiar one (which
we have indeed already used in Chapter 1) of dividing a by b and obtaining a
quotient q and a remainder r. If b is positive, then there exists q such that

qb ≤ a < (q + 1)b .

1 Euclid of Alexandria, c. 325–265 B.C., is best known for his systematisation of
geometry, but he also made significant contributions to number theory, including
the euclidean algorithm described in the text (applied to the positive integers).
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Thus 0 ≤ a − qb < b, and so, taking r as a − qb, we see that a = qb + r and
|r| < |b|. If b is negative, then there exists q such that

(q + 1)b < a ≤ qb .

Thus b < r = a − qb ≤ 0, and so again a = qb + r and |r| < |b|. We shall come
across another important example later.

An integral domain D is called a principal ideal domain if all of its ideals
are principal.

Theorem 2.1

Every euclidean domain is a principal ideal domain.

Proof

Let D be a euclidean domain. The ideal {0} is certainly principal. Let I be a
non-zero ideal, and let b be a non-zero element of I such that

δ(b) = min
{
δ(x) : x ∈ I \ 0

}
.

Let a ∈ I. Then there exist q, r such that a = qb + r and δ(r) < δ(b). Since
r = a − qb ∈ I, we have a contradiction unless r = 0. Thus a = qb, and so
I = Db = 〈b〉, a principal ideal.

Suppose now that a, b are non-zero members of a principal ideal domain
D, and let 〈a, b〉 = {sa + tb : s, t ∈ D} be the ideal generated by a and b. (See
Theorem 1.4.) By our assumption that D is a principal ideal domain, there
exists d in D such that 〈a, b〉 = 〈d〉. Since 〈a〉 ⊆ 〈d〉 and 〈b〉 ⊆ 〈d〉, we have,
from Theorem 1.5, that d | a and d | b. Since d ∈ 〈a, b〉, there exist s, t in D

such that d = sa + tb. If d′ | a and d′ | b, then d′ | sa + tb. That is, d′ | d. We
say that d is a greatest common divisor, or a highest common factor,
of a and b. It is effectively unique, for, if 〈a, b〉 = 〈d〉 = 〈d∗〉, it follows from
Theorem 1.5 (iii) that d∗ ∼ d.

To summarise, d is the greatest common divisor of a and b (write d =
gcd(a, b)) if it has the following properties:

(GCD1) d | a and d | b;

(GCD2) if d′ | a and d′ | b, then d′ | d.

If gcd(a, b) ∼ 1, we say that a and b are coprime, or relatively prime.
In the case of the domain Z, where the group of units is {1,−1}, we have,

for example, that 〈12, 18〉 = 〈6〉 = 〈−6〉.
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Remark 2.2

A simple modification of the above argument enables us to conclude that,
in a principal ideal domain D, every finite set {a1, a2, . . . , an} has a greatest
common divisor.

In the argument leading to the existence of the greatest common divisor,
we assert that “there exists d such that 〈a, b〉 = 〈d〉,” but give no indication of
how this element d might be found. If the domain is euclidean, we do have an
algorithm.

The Euclidean Algorithm
Suppose that a and b are non-zero elements of a euclidean domain D, and
suppose, without loss of generality, that δ(b) ≤ δ(a). Then there exist q1, q2, . . .

and r1, r2, . . . such that

a = q1b + r1 , δ(r1) < δ(b) ,

b = q2r1 + r2 , δ(r2) < δ(r1) ,

r1 = q3r2 + r3 , δ(r3) < δ(r2) ,

r2 = q4r3 + r4 , δ(r4) < δ(r3) ,

. . . . . . .

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

(2.2)

The process must end with some rk = 0, the final equations being

rk−3 = qk−1rk−2 + rk−1 , δ(rk−1) < δ(rk−2) ,

rk−2 = qkrk−1 .

Now, from the first equation of (2.2), we deduce that

〈a, b〉 = 〈b, r1〉 ; (2.3)

for every element sa + tb in 〈a, b〉 can be rewritten as (t + sq1)b + sr1 ∈ 〈b, r1〉,
and every element xb+yr1 in 〈b, r1〉 can be rewritten as ya+(x−yq1)b ∈ 〈a, b〉.
Similarly, the subsequent equations give

〈b, r1〉 = 〈r1, r2〉 , 〈r1, r2〉 = 〈r2, r3〉 , . . . ,

〈rk−3, rk−2〉 = 〈rk−2, rk−1〉 , 〈rk−2, rk−1〉 = 〈rk−1〉 . (2.4)

From (2.3) and (2.4) it follows that 〈a, b〉 = 〈rk−1〉, and so rk−1 is the (essen-
tially unique) greatest common divisor of a and b.

Example 2.3

Determine the greatest common divisor of 615 and 345, and express it in the
form 615x + 345y.
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Solution

615 = 1 × 345 + 270

345 = 1 × 270 + 75

270 = 3 × 75 + 45

75 = 1 × 45 + 30

45 = 1 × 30 + 15

30 = 2 × 15 + 0 .

The greatest common divisor is 15, the last non-zero remainder, and

15 = 45 − 30 = 45 − (75 − 45) = 2 × 45 − 75

= 2 × (270 − 3 × 75) − 75 = 2 × 270 − 7 × 75

= 2 × 270 − 7 × (345 − 270) = 9 × 270 − 7 × 345

= 9 × (615 − 345) − 7 × 345 = 9 × 615 − 16 × 345 .

Two elements a and b of a principal ideal domain D are coprime if their
greatest common divisor is 1. This happens if and only if there exist s and t in
D such that sa + tb = 1. For example, 75 and 64 are coprime:

75 = 1 × 64 + 11

64 = 5 × 11 + 9

11 = 1 × 9 + 2

9 = 4 × 2 + 1 ,

and

1 = 9 − 4 × 2 = 9 − 4(11 − 9) = 5 × 9 − 4 × 11 = 5(64 − 5 × 11) − 4 × 11

= 5 × 64 − 29 × 11 = 5 × 64 − 29(75 − 64) = 34 × 64 − 29 × 75 .

EXERCISES

2.1. For the following pairs (a, b) of integers, find the greatest common
divisor, and express it as sa + tb, where s, t ∈ Z

(i) (1218, 846) ; (ii) (851, 779) .

2.2. Show that a commutative ring with unity is embeddable in a field if
and only if it is an integral domain.
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2.3. For another example of a euclidean domain, consider the set Γ =
{x + yi : x, y ∈ Z} (where i =

√−1) of gaussian2 integers.

(i) Show that Γ is an integral domain.

(ii) For each z = x + yi in Γ , define δ(z) = |x + yi|2 = x2 + y2.
Let a, b ∈ Γ , with b �= 0. Then ab−1 = u + iv, where u, v ∈ Q.
There exist integers u′, v′ such that |u−u′| ≤ 1

2 , |v−v′| ≤ 1
2 . Let

q = u′+iv′. Show that a = qb+r, where r ∈ Γ and δ(r) ≤ 1
2 δ(b).

2.4. Let p be a prime number, and let

Dp = { r
s ∈ Q : r, s are coprime, and p |/ s} .

(i) Show that Dp is a subring of Q.

(ii) Describe the units of Dp.

(iii) Show that Dp is a principal ideal domain.

2.2 Unique Factorisation

Let D be an integral domain with group U of units, and let p ∈ D be such that
p �= 0, p /∈ U . Then p is said to be irreducible if it has no proper factors. An
equivalent definition in terms of ideals is available, as a result of the following
theorem:

Theorem 2.4

Let p be an element of a principal ideal domain D. Then the following state-
ments are equivalent:

(i) p is irreducible;

(ii) 〈p〉 is a maximal proper ideal of D;

(iii) D/〈p〉 is a field.

Proof

(i) ⇒ (ii). Suppose that p is irreducible. Then p is not a unit, and so 〈p〉 is a
proper ideal of D. Suppose, for a contradiction, that there is a (principal) ideal
2 Johann Carl Friedrich Gauss, 1777–1855.
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〈q〉 such that 〈p〉 ⊂ 〈q〉 ⊂ D. Then p ∈ 〈q〉, and so p = aq for some non-unit a.
This contradicts the supposed irreducibility of p.

(ii) ⇒ (iii). Let a+〈p〉 be a non-zero element of D/〈p〉. Then a /∈ 〈p〉, and so the
ideal 〈a〉+ 〈p〉 properly contains 〈p〉. We are assuming that 〈p〉 is maximal, and
so it follows that 〈a〉+ 〈p〉 = {sa + tp : s, t ∈ D} = D. Hence there exist s, t in
D such that sa+tp = 1, and from this we deduce that (s+〈p〉)(a+〈p〉) = 1+〈p〉.
Thus D/〈p〉 is a field.

(iii) ⇒ (i). If p is not irreducible, then there exist non-units q and r such that
p = qr. Then q + 〈p〉 and r + 〈p〉 are both non-zero elements of D/〈p〉, but

(q + 〈p〉) (r + 〈p〉) = p + 〈p〉 = 0 + 〈p〉 .

Thus D/〈p〉 has divisors of zero, and so certainly is not a field.

An element d of an integral domain D has a factorisation into irre-
ducible elements if there exist irreducible elements p1, p2, . . . , pk such that
d = p1p2 . . . pk. The factorisation is essentially unique if, for irreducible ele-
ments p1, p2, . . . , pk and q1, q2, . . . , ql,

d = p1p2 . . . pk = q1q2 . . . ql

implies that k = l and, for some permutation σ : {1, 2, . . . , k} → {1, 2, . . . , k},

pi ∼ qσ(i) (i = 1, 2, . . . , k) .

An integral domain D is said to be a factorial domain, or to be a unique
factorisation domain, if every non-unit a �= 0 of D has an essentially unique
factorisation into irreducible elements. Here again Z, in which the (positive
and negative) prime numbers are the irreducible elements, provides a familiar
example: 60 = 2 × 2 × 3 × 5, and the factorisation is essentially unique, for
nothing more different than (say) (−2) × (−5) × 3 × 2 is possible.

Theorem 2.5

Every principal ideal domain is factorial.

Proof

We begin with a lemma which at first sight deals with something quite different.

Lemma 2.6

In a principal ideal domain there are no infinite ascending chains of ideals.
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Proof

In any integral domain D, an ascending chain

I1 ⊆ I2 ⊆ I3 ⊆ · · ·
of ideals has the property that I =

⋃
j≥1 Ij is an ideal. To see this, first observe

that, if a, b ∈ I, then there exist k, l such that a ∈ Ik, b ∈ Il, and so a − b ∈
Imax {k,l} ⊆ I. Also, if a ∈ I and s ∈ D, then a ∈ Ik for some k, and so
sa ∈ Ik ⊆ I.

Now suppose that D is a principal ideal domain, and let

〈a1〉 ⊆ 〈a2〉 ⊆ 〈a3〉 ⊆ · · · (2.5)

be an ascending chain of (principal) ideals. From the previous paragraph, we
know that the union of all the ideals in this chain must be an ideal, and, by our
assumption about D, this must be a principal ideal 〈a〉. Since a ∈ ⋃

j≥1〈aj〉,
we must have that a ∈ 〈ak〉 for some k. Thus 〈a〉 ⊆ 〈ak〉 and, since it is clear
that we also have 〈ak〉 ⊆ 〈a〉, it follows that 〈a〉 = 〈ak〉. Hence

〈ak〉 = 〈ak+1〉 = 〈ak+2〉 · · · = 〈a〉 ,

and so the infinite chain of inclusions (2.5) terminates at 〈ak〉.

Returning now to the proof of Theorem 2.5, we show first that any a �= 0 in
D can be expressed as a product of irreducible elements. Let a be a non-unit in
D. Then either a is irreducible, or it has a proper divisor a1. Similarly, either a1

is irreducible, or a1 has a proper divisor a2. Continuing, we obtain a sequence
a = a0, a1, a2, . . . in which, for i = 1, 2, . . ., ai is a proper divisor of ai−1. The
sequence must terminate at some ak, since otherwise we would have an infinite
ascending sequence

〈a〉 ⊂ 〈a1〉 ⊂ 〈a2〉 ⊂ · · · ,

and Lemma 2.6 would be contradicted. Hence a has a proper irreducible divisor
ak = z1, and a = z1b1. If b1 is irreducible, then the proof is complete. Otherwise
we can repeat the argument we used for a to find a proper irreducible divisor
z2 of b1, and a = z1z2b2. We continue this process. It too must terminate, since
otherwise we would have an infinite ascending sequence

〈a〉 ⊂ 〈b1〉 ⊂ 〈b2〉 ⊂ · · · ,

in contradiction to Lemma 2.6. Hence some bl must be irreducible, and so
a = z1z2 . . . zl−1bl is a product of irreducible elements.

To show that the product is essentially unique, we need another lemma:
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Lemma 2.7

Let D be a principal ideal domain, let p be an irreducible element in D, and
let a, b ∈ D. Then

p | ab ⇒ p | a or p | b .

Proof

Suppose that p | ab and p|/ a. Then the greatest common divisor of a and p must
be 1, and so there exist s, t in D such that sa + tp = 1. Hence sab + tpb = b,
and so, since p clearly divides sab + tpb, it follows that p | b.

It is a routine matter to extend this result to products of more than two ele-
ments:

Corollary 2.8

Let D be a principal ideal domain, let p be an irreducible element in D, and
let a1, a2, . . . am ∈ D. Then

p | a1a2 . . . am ⇒ p | a1 or p | a2 or . . . or p | am .

To complete the proof of Theorem 2.5, suppose that

p1p2 . . . pk ∼ q1q2 . . . ql , (2.6)

where p1, p2, . . . , pk and q1, q2, . . . , ql are irreducible. Suppose first that k = 1.
Then l = 1, since q1q2 . . . ql is irreducible, and so p1 ∼ q1. Suppose inductively
that, for all n ≥ 2 and all k < n, any statement of the form (2.6) implies that
k = l and that, for some permutation σ of {1, 2, . . . , k},

qi ∼ pσ(i) (i = 1, 2, . . . k) .

Let k = n. Since p1 | q1q2 . . . ql, it follows from Corollary 2.8 that p1 | qj for
some j in {1, 2, . . . , l}. Since qj is irreducible and p1 is not a unit, we deduce
that p1 ∼ qj , and by cancellation we then have

p2p3 . . . pn ∼ q1 . . . qj−1qj+1 . . . ql .

By the induction hypothesis, we have that n − 1 = l − 1 and that, for i ∈
{1, 2, . . . , n} \ {j}, qi ∼ pσ(i) for some permutation σ of {2, 3, . . . , n}. Hence,
extending σ to a permutation σ of {1, 2, . . . , n} by defining σ(1) = j, we obtain
the desired result.
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As a consequence of Theorem 2.1, we have the following immediate corol-
lary:

Corollary 2.9

Every euclidean domain is factorial.

EXERCISES

2.5. (i) Determine the group of units of Γ , the domain of gaussian inte-
gers.

(ii) Express 5 as a product of irreducible elements of Γ .

(iii) Does
13 = (2 + 3i)(2 − 3i) = (3 + 2i)(3 − 2i)

contradict unique factorisation in Γ?

2.6. Let R = {a + bi
√

3 : a, b ∈ Z}.

(i) Show that R is a subring of C.

(ii) Show that the map ϕ : R → Z given by

ϕ(a + bi
√

3) = a2 + 3b2

preserves multiplication: for all u, v in R,

ϕ(uv) = ϕ(u)ϕ(v) .

Show also that ϕ(u) > 3 unless u ∈ {0, 1,−1}.

(iii) Show that the units of R are 1 and −1.

(iv) Show that 1+ i
√

3 and 1− i
√

3 are irreducible, and deduce that
R is not a unique factorisation domain.

2.3 Polynomials

Throughout this section, R is an integral domain and K is a field.
For reasons that will emerge, we begin by describing a polynomial in ab-

stract terms. The more familiar description of a polynomial will appear shortly.
A polynomial f with coefficients in R is a sequence (a0, a1, . . .), where ai ∈ R
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for all i ≥ 0, and where only finitely many of {a0, a1, . . .} are non-zero. If the
last non-zero element in the sequence is an, we say that f has degree n, and
write ∂f = n. The entry an is called the leading coefficient of f . If an = 1
we say that the polynomial is monic. In the case where all of the coefficients
are 0, it is convenient to ascribe the formal degree of −∞ to the polynomial
(0, 0, 0, . . .), and to make the conventions, for every n in Z,

−∞ < n , −∞ + (−∞) = −∞ , −∞ + n = −∞ . (2.7)

Polynomials (a, 0, 0, . . .) of degree 0 or −∞ are called constant. For others of
small degree we have names as follows:

∂f 1 2 3 4 5 6
name linear quadratic cubic quartic quintic sextic

(Fortunately we shall have no occasion to refer to “septic” polynomials!)
Addition of polynomials is defined as follows:

(a0, a1, . . .) + (b0, b1, . . .) = (a0 + b0, a1 + b1, . . .) .

Multiplication is more complicated:

(a0, a1, . . .)(b0, b1, . . .) = (c0, c1, . . .) ,

where, for k = 0, 1, 2, . . .,

ck =
∑

{(i,j) : i+j=k}
aibj .

Thus
c0 = a0b0 , c1 = a0b1 + a1b0 , c2 = a0b2 + a1b1 + a2b0 , . . . .

With respect to these two operations, the set P of all polynomials with
coefficients in R becomes a commutative ring with unity. Most of the ring ax-
ioms are easily verified, and it is clear that the zero element is (0, 0, 0, . . .), the
unity element is (1, 0, 0, . . .) and the negative of (a0, a1, . . .) is (−a0,−a1, . . .).
The only axiom that causes significant difficulty is the associativity of multi-
plication. Let p = (a0, a1, . . .), q = (b0, b1, . . .), r = (c0, c1, . . .) be polynomi-
als. (Recall that, in each case, only finitely many entries are non-zero.) Then
(pq)r = (d0, d1, . . .), where, for m = 0, 1, 2, . . .

dm =
∑

{(k,l) : k+l=m}

( ∑
{(i,j) : i+j=k}

aibj

)
cl =

∑
{(i,j,l) : i+j+l=m}

aibjcl

=
∑

{(i,n) : i+n=m}
ai

( ∑
{(j,l) : j+l=n}

bjcl

)
,
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which is the mth entry of p(qr). Thus multiplication is associative.
There is a monomorphism θ : R → P given by

θ(a) = (a, 0, 0, . . .) (a ∈ R) .

We may identify the constant polynomial θ(a) = (a, 0, 0, . . .) with the element
a of R.

Let X be the polynomial (0, 1, 0, 0, . . .). Then the multiplication rule gives
X2 = (0, 0, 1, 0, . . .), X3 = (0, 0, 0, 1, 0, . . .) and, in general,

Xn = (x0, x1, . . .) , where xm =
{

1 if m = n

0 otherwise.

Then a polynomial
(a0, a1, . . . , an, 0, 0, . . .)

of degree n can be written as

θ(a0) + θ(a1)X + θ(a2)X2 + · · · + θ(an)Xn ,

or as
a0 + a1X + a2X

2 + · · · + anXn (2.8)

if we make the identification of θ(ai) with ai.
We have arrived at the common definition of a polynomial, in which X

is regarded as an “indeterminate”. The notation (2.8) is certainly useful, and
assuredly makes the definition of multiplication seem less arbitrary. It is im-
portant, however, to note that we are talking here of polynomial forms, wholly
determined by the coefficients ai, and that X is not a member of R, or indeed
of anything else, except of course of the ring P of polynomials. We sometimes
write f = f(X) and say that it is a polynomial over R in the indetermi-
nate X. The ring P of all such polynomials is written R[X]. We refer to it
simply as the polynomial ring of R.

We summarise some of the main facts about polynomials, some of which we
already know.

Theorem 2.10

Let D be an integral domain, and let D[X] be the polynomial ring of D. Then

(i) D[X] is an integral domain.

(ii) if p, q ∈ D[X], then
∂(p + q) ≤ max {∂p, ∂q} .
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(iii) for all p, q in D[X],
∂(pq) = ∂p + ∂q .

(iv) The group of units of D[X] coincides with the group of units of D.

Proof

(i) We have already noted that D[X] is a commutative ring with unity. To show
that there are no divisors of 0, suppose that p and q are non-zero polynomials
with leading terms am, bn respectively. The product of p and q then has leading
term ambn. Since D, by assumption, has no zero divisors, the coefficient ambn

is non-zero, and so certainly pq �= 0.

(ii) Let p and q be non-zero. Suppose that ∂p = m, ∂q = n, and suppose,
without loss of generality, that m ≥ n. If m > n then it is clear that the
leading term of p + q is am, and so ∂(p + q) = max {∂p, ∂q}. If m = n, then we
may have am + bm = 0, and so all we can say is that ∂(p + q) ≤ max {∂p, ∂q}.
The conventions established in (2.7) ensure that this result holds also if one or
both of p, q are equal to 0.

(iii) By the argument in (i), if p and q are non-zero, then ∂(pq) = m + n =
∂p + ∂q. If one or both of p and q are zero, then the result holds by the
conventions established in (2.7).

(iv) Let p, q ∈ D[X], and suppose that pq = 1. From Part (iii) we deduce that
∂p = ∂q = 0. Thus p, q ∈ D, and pq = 1 if and only if p and q are in the group
of units of D.

Since the ring of polynomials over the integral domain D is itself an integral
domain, we can repeat the process, and form the ring of polynomials with
coefficients in D[X]. We need to use a different letter for a new indeterminate,
and the new integral domain is (D[X])[Y ], more usually denoted by D[X, Y ]. It
consists of polynomials in the two indeterminates X and Y with coefficients in
D. This can be repeated, and we obtain the integral domain D[X1, X2, . . . , Xn].

The field of fractions of D[X] consists of rational forms

a0 + a1X + · · · + amXm

b0 + b1X + · · · + bnXn
,

where the denominator is not the zero polynomial. The field is denoted by
D(X) (with round rather than square brackets). In a similar way one ar-
rives at the field D(X1, X2, . . . , Xn) of rational forms in the n indeterminates
X1, X2, . . . , Xn, with coefficients in D.

The point already made, that a polynomial is wholly determined by its
coefficients, is underlined by the following result:
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Theorem 2.11

Let D, D′ be integral domains, and let ϕ : D → D′ be an isomorphism. Then
the mapping ϕ̂ : D[X] → D′[X] defined by

ϕ̂(a0 + a1X + · · · + anXn) = ϕ(a0) + ϕ(a1)X + · · · + ϕ(an)Xn

is an isomorphism.

Proof

The proof is routine.

The isomorphism ϕ̂ is called the canonical extension of ϕ. A further
extension ϕ∗ : D(X) → D′(X) is defined by

ϕ∗(f/g) = ϕ̂(f)/ϕ̂(g)
(
f/g ∈ D(X)

)
. (2.9)

We shall be especially interested in the ring K[X] of polynomials over a
field K. The group of units of K[X] is the group of units of K, namely the
group K∗ of non-zero elements of the field K, and in the usual way we write
f ∼ g if f = ag for some a in K∗.

The integral domain K[X] has an important property closely analogous to
a property of the domain of integers:

Theorem 2.12

Let K be a field, and let f , g be elements of the polynomial ring K[X], with
g �= 0. Then there exist unique elements q, r in K[X] such that f = qg + r and
∂r < ∂g.

Proof

If f = 0 the result is trivial, since f = 0g+0. So suppose that f �= 0. The proof
is by induction on ∂f . First, suppose that ∂f = 0, so that f ∈ K∗. If ∂g = 0
also, let q = f/g and r = 0; otherwise, let q = 0 and r = f .

Suppose now that ∂f = n, and suppose also that the theorem holds for all
polynomials f of all degrees up to n − 1. If ∂g > ∂f , let q = 0 and r = f .
So suppose now that ∂g ≤ ∂f . Let f , g have leading terms anXn, bmXm,
respectively, where m ≤ n. Then the polynomial

h = f −
(

an

bm
Xn−m

)
g
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has degree at most n − 1, and so we may assume that there exist q1, r such
that h = q1g + r, with ∂r < ∂g. It follows that f = qg + r, where q =
q1 + (an/bm)Xn−m.

To prove uniqueness, suppose that

f = qg + r = q′g + r′ , with ∂r, ∂r′ < ∂g .

Then r−r′ = (q′ −q)g, and so ∂
(
(q′ −q)g

)
= ∂(r−r′) < ∂g. By Theorem 2.10,

this cannot happen unless q′ − q = 0. Hence q = q′, and consequently r = r′

also.

Example 2.13

An actual calculation of q and r for a given pair of polynomials f and d involves
a procedure reminiscent of a long division sum. Let f = X4 − X and d =
X2 + 3X + 2.

X2 + 3X + 2 X4 − X
X4+ 3X3 + 2X2

X2

− 3X3 − 2X2 − X
− 3X3 − 9X2 − 6X

− 3X

7X2 + 5X
7X2 +21X + 14

− 16X − 14

+ 7

Thus X4 − X = (X2 − 3X + 7)(X2 + 3X + 2) − (16X + 14).
Alternatively, one may equate coefficients in the equality

X4 − X = (X2 + pX + q)(X2 + 3X + 2) + (rX + s) ,

finding that p = −3, q = 7, r = −16, s = −14.

Theorem 2.14

If K is a field, then K[X] is a euclidean domain.

Proof

The map ∂ does not quite have the properties of the map δ involved in the
definition of a euclidean domain, but if, for all f in K[X] we define δ(f) as 2∂f ,
with the convention that 2−∞ = 0, we have exactly the right properties.
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As a consequence of Theorem 2.1, Corollary 2.9 and Theorem 2.4 we can
summarise the important properties of K[X] as follows:

Theorem 2.15

Let K be a field. Then,

(i) every pair (f, g) of polynomials in K[X] has a greatest common divisor d,
which can be expressed as af + bg, with a, b in K[X];

(ii) K[X] is a principal ideal domain;

(iii) K[X] is a factorial domain;

(iv) if f ∈ K[X], then K[X]/〈f〉 is a field if and only if f is irreducible.

Example 2.16

The euclidean algorithm is valid in K[X] (if K is a field) but the calculation can
be tedious. Taking a very simple case, we consider the polynomials X2 +X +1
and X3 + 2X − 4 in Q[X]. Then one may calculate that

X3 + 2X − 4 = (X − 1)(X2 + X + 1) + 2X − 3

X2 + X + 1 =
( 1

2X + 5
4

)
(2X − 3) + 19

4 ,

and so the greatest common divisor is 19
4 . Recall, however, that the group of

units of Q[X] is Q∗ = Q\{0}, and so 19
4 ∼ 1. The two polynomials are coprime.

“Unwinding” the algorithm gives

19
4 = (X2 + X + 1) − ( 1

2X + 5
4

)
(2X − 3)

= (X2 + X + 1) − ( 1
2X + 5

4

)
[(X3 + 2X − 4) − (X − 1)(X2 + X + 1)]

=
( 1

2X2 + 3
4X − 1

4

)
(X2 + X + 1) − ( 1

2X + 5
4

)
(X3 + 2X − 4) .

The irreducible elements in the ring K[X] of polynomials over K will be
a major area of interest in subsequent chapters.

Example 2.17

Since X2 + 1 is irreducible in R[X], it follows from Theorem 2.15 that
R[X]/〈X2 +1〉 is a field. Denote it by K. The elements of K are residue classes
of the form a + bX + 〈X2 + 1〉, where a, b ∈ R. The addition is given simply by
the rule
(
a + bX + 〈X2 + 1〉) +

(
c + dX + 〈X2 + 1〉) = (a + c) + (b + d)X + 〈X2 + 1〉 .
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Multiplication is a little more difficult:
(
a + bX + 〈X2 + 1〉) (

c + dX + 〈X2 + 1〉)
= ac + (ad + bc)X + bdX2 + 〈X2 + 1〉
= (ac − bd) + (ad + bc)X + bd(X2 + 1) + 〈X2 + 1〉
= (ac − bd) + (ad + bc)X + 〈X2 + 1〉 .

This is reminiscent of the rule for adding and multiplying complex numbers.
Indeed it is more than reminiscent: the map ϕ : R[X]/〈X2 +1〉 → C, given by

ϕ
(
a + bX + 〈X2 + 1〉) = a + bi (a, b ∈ R) ,

is in fact an isomorphism.

We have already emphasised that polynomials, as we have defined them, are
polynomial forms, entirely determined by their coefficients. For example, if we
write f = a0 + a1X + · · · + anXn = 0, we mean that f is the zero polynomial,
that is to say, a0 = a1 = · · · = an = 0. Let D be an integral domain and let
α ∈ D. The homomorphism σα from D[X] into D is defined by

σα(a0 + a1X + · · · + anXn) = a0 + a1α + · · · + anαn . (2.10)

The verification that this is a homomorphism is entirely routine, and is omitted.
We frequently want to write σα(f) more simply as f(α).

If f(α) = 0, then we say that α is a root, or a zero, of the polynomial f .
The following result is crucial to the understanding of roots and factorisations.

Theorem 2.18 (The Remainder Theorem)

Let K be a field, let β ∈ K and let f be a non-zero polynomial in K[X]. Then
the remainder upon dividing f by X − β is f(β). In particular, β is a root of
f if and only if (X − β) | f .

Proof

By the division algorithm (Theorem 2.12), there exist q, r in K[X] such that

f = (x − β)q + r , where ∂r < ∂(x − β) = 1 . (2.11)

Thus r is a constant. Substituting β for X, we see that f(β) = r. In particular,
f(β) = 0 if and only if r = 0, that is, if and only if (X − β) | q.
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EXERCISES

2.7. Verify the distributive law f(g +h) = fg +fh for a polynomial ring.

2.8. For the following pairs (f, g) of polynomials, find polynomials q, r

such that f = qg + r , ∂r < ∂g.

(i) f = X3 + X + 1 , g = X2 + X + 1;

(ii) f = X7 + 1 , g = X3 + 1.

2.9. Show that Z[X] is not a principal ideal domain.

2.10. Show that, even if K is a field, K[X, Y ] is not a principal ideal
domain.

2.11. For each of the following pairs (f, g) of polynomials, find the greatest
common divisor, and express it in the form pf + qg, where p and q

are polynomials:

(i) f = X5 + X4 − 2X3 − X2 + X, g = X3 + X − 2;

(ii) f = X3 + 2X2 + 7X − 1, g = X2 + 3X + 4.

2.12. Show that, in Zp[X],

X(X − 1)(X − 2) . . .
(
X − (p − 1)

)
= Xp − X .

2.13. Let K be an infinite field, and let f , g be polynomials of degree
n. Suppose that there exist distinct elements α1, α2, . . . , αn+1 in K

such that f(αi) = g(αi) (i = 1, 2, . . . , n + 1). Show that f = g.

2.4 Irreducible Polynomials

In Example 2.17 we saw a way of constructing the complex field from the real
field. This is a very special case of a more general technique.

Theorem 2.19

Let K be a field, and let g(X) be an irreducible polynomial in K[X]. Then
K[X]/〈g(X)〉 is a field containing K up to isomorphism.
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Proof

We know from Theorem 2.15 that K[X]/〈g(X)〉 is a field. The map ϕ : K →
K[X]/〈g(X)〉 given by

ϕ(a) = a + 〈g(X)〉 (a ∈ K)

is easily seen to be a homomorphism. It is even a monomorphism, since

a + 〈g(X)〉 = b + 〈g(X)〉 ⇒ a − b ∈ 〈g(X)〉 ⇒ a = b .

It is clear, therefore, that we will have a highly effective method of construct-
ing new fields provided we have a way of identifying irreducible polynomials.
Certainly every linear polynomial is irreducible, and if the field of coefficients
is the complex field C, that is the end of the matter, for, by the fundamental
theorem of algebra (see [8]), every polynomial in C[X] factorises, essentially
uniquely, into linear factors. Linear polynomials, it must be said, are of little
interest as far as Theorem 2.19 is concerned, for K[X]/〈g(X)〉 coincides with
ϕ(K) in this case, and so is isomorphic to K: if g(X) = X − a, then, for all f

in K[X] we have that f = q(X −a)+f(a), and so f + 〈g〉 = f(a)+ 〈g〉 ∈ ϕ(K).
For polynomials in R[X] the situation is only a little more complicated.

Consider a typical polynomial

g(X) = anXn + an−1X
n−1 + · · · + a1X + a0 (2.12)

in R[X]. If γ ∈ C \ R is a root, then

anγn + an−1γ
n−1 + · · · + a1γ + a0 = 0 .

Hence the complex conjugate of the left-hand side is zero also. That is, since
the coefficients a0, a1, . . . , an are real,

anγ̄n + an−1γ̄
n−1 + · · · + a1γ̄ + a0 .

Thus the non-real roots of the polynomial occur in conjugate pairs, and we
obtain a factorisation

g(X) = an(X − β1) . . . (X − βr)(X − γ1)(X − γ̄1) . . . (X − γs)(X − γ̄s) ,

in C[X], where β1, . . . , βr ∈ R, γ1, . . . , γs ∈ C \ R, r, s ≥ 0 and r +2s = n. This
gives rise to a factorisation

an(X − β1) . . . (X − βr)
(
X2 − (γ1 + γ̄1)X + γ1γ̄1

)
. . . (X2 − (

γs + γ̄s)X + γsγ̄s

)
in R[X]. In this factorisation the quadratic factors are irreducible in R[X], for
if they had real linear factors, they would have two distinct factorisations in
C[X], and we know that this cannot happen.

We have proved the following result:
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Theorem 2.20

The irreducible elements of the polynomial ring R[X] are either linear or
quadratic. Every polynomial (2.12) in R[X] has a unique factorisation

an(X − β1) . . . (X − βr)(X2 + λ1X + µ1) . . . (X2 + λsX + µs) ,

in R[X], where an ∈ R, r, s ≥ 0 and r + 2s = n.

We can of course easily determine whether a quadratic polynomial aX2 +
bX + c in R[X] is irreducible: it is irreducible if and only if the discriminant
b2 − 4ac < 0.

This much is relatively straightforward. Unfortunately, we shall be mostly
interested in Q[X], and here the situation is not so easy, for, as we shall see, in
Q[X] there are irreducible polynomials of arbitrarily large degree.

Quadratic polynomials present no great problem:

Theorem 2.21

Let g(X) = X2 + a1X + a0 be a polynomial with coefficients in Q. Then:

(i) if g(X) is irreducible over R, then it is irreducible over Q;

(ii) if g(X) = (X − β1)(X − β2), with β1, β2 ∈ R, then g(X) is irreducible in
Q[X] if and only if β1 and β2 are irrational.

Proof

(i) Let g(X) be irreducible over R. If g(X) = (X − q1)(X − q2) were a factori-
sation in Q[X], it would also be a factorisation in R[X], and we would have a
contradiction.

(ii) If β1, β2 were rational we would have a factorisation in Q[X], and g(X)
would not be irreducible. If β1, β2 are irrational, then (X − β1)(X − β2) is the
only factorisation in R[X], and so a factorisation in Q[X] into linear factors is
not possible.

Remark 2.22

With regard to part (ii) of the theorem, it is clear that, if one or other of β1, β2

is irrational, then both are irrational.
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Example 2.23

Examine the following polynomials for irreducibility in R[X] and Q[X]:

X2 + X + 1 , X2 + X − 1 , X2 + X − 2 .

Solution
The first polynomial is irreducible over R, since the discriminant is −3. It
follows that it is irreducible over Q.

The second polynomial factorises over R as (X − β1)(X − β2), where

β1 =
−1 +

√
5

2
, β2 =

−1 − √
5

2
.

It is irreducible over Q.
The third polynomial factorises over Q as (X − 1)(X + 2) and so is not

irreducible.

To take the matter further we need some new ideas. Observe that in Exam-
ple 2.23 the factorisation of X2 + X − 2 over Q is in fact a factorisation over
Z. This prompts a question.

• Is it possible for a polynomial p(X) in Z[X] to be irreducible over Z but
not over Q?

The answer is no.

Theorem 2.24 (Gauss’s Lemma)

Let f be a polynomial in Z[X], irreducible over Z. Then f , considered as a
polynomial in Q[X], is irreducible over Q.

Proof

Suppose, for a contradiction, that f = gh, with g, h ∈ Q[X] and ∂g, ∂h < ∂f .
Then there exists a positive integer n such that nf = g′h′, where g′, h′ ∈ Z[X].
Let us suppose that n is the smallest positive integer with this property. Let

g′ = a0 + a1X + · · · + akXk , h′ = b0 + b1X + · · · + blX
l .

If n = 1, then g′ = g, h′ = h, and we have an immediate contradiction.
Otherwise, let p be a prime factor of n.

Lemma 2.25

Either p divides all the coefficients of g′, or p divides all the coefficients of h′.
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Proof

Suppose, for a contradiction, that p does not divide all the coefficients of g′,
and that p does not divide all the coefficients of h′. Suppose that p divides
a0, . . . , ai−1, but p|/ ai, and that p divides b0, . . . , bj−1, but p|/ bj . The coefficient
of Xi+j in nf is

a0bi+j + · · · + aibj + · · · ai+jb0 .

In this sum, all the terms preceding aibj are divisible by p, since p divides
a0, . . . , aj−1; and all the terms following aibj are divisible by p, since p divides
b0, . . . , bj−1. Hence only the term aibj is not divisible by p, and it follows that
the coefficient of Xi+j in nf is not divisible by p. This gives a contradiction,
since the coefficients of f are integers, and so certainly all the coefficients of nf

are divisible by p.

Returning now to the proof of Theorem 2.24, we may suppose, without loss
of generality, that g′ = pg′′, where g′′ ∈ Z[X]. It follows that (n/p)f = g′′h′, and
this contradicts the choice of n as the least positive integer with this property.
Hence a factorisation over Q is not possible, and f is irreducible over Q.

We have seen that there is no difficulty in determining the irreducibility of
quadratic polynomials in Q[X]. Theorem 2.24 makes it reasonably straightfor-
ward to deal with monic cubic polynomials over Z.

Example 2.26

Show that g = X3 + 2X2 + 4X − 6 is irreducible over Q.

Solution
If the polynomial g factorises over Q, then it factorises over Z, and at least one
of the factors must be linear:

g = X3 + 2X2 + 4X − 6 = (X − a)(X2 + bX + c) . (2.13)

Then ac = 6 and so a ∈ {±1,±2,±3,±6}. If we substitute a for X in g we
must have g(a) = 0. However, the values of g(a) are as follows:

a 1 −1 2 −2 3 −3 6 −6
g(a) 1 −9 14 −10 51 −27 306 −174

Hence the factorisation (2.13) is impossible, and so g is irreducible over Q.
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This technique will not work for a polynomial of degree exceeding 3, and
indeed there is no easy way to determine irreducibility over Q. One important
technique, due to Eisenstein3, is as follows:

Theorem 2.27 (Eisenstein’s criterion)

Let
f(X) = a0 + a1X + · · · + anXn

be a polynomial in Z[X]. Suppose that there exists a prime number p such that

(i) p |/ an,

(ii) p | ai (i = 0, . . . , n − 1),

(iii) p2 |/ a0.

Then f is irreducible over Q.

Proof

By Gauss’s lemma (Theorem 2.24), it is sufficient to prove that f is irreducible
over Z. Suppose, for a contradiction, that f = gh, where

g = b0 + b1X + · · · + brX
r , h = c0 + c1X + · · · + csX

s ,

with r, s < n and r + s = n. Since a0 = b0c0, it follows from (ii) that p | b0

or p | c0. Since p2 |/ a0, the coefficients b0 and c0 cannot both be divisible by p,
and we may assume, without loss of generality, that

p | b0 , p |/ c0 . (2.14)

Suppose inductively that p divides b0, b1, . . . , bk−1, where 1 ≤ k ≤ r. Then

ak = b0ck + b1ck−1 + · · · + bk−1c1 + bkc0 .

Since p divides each of ak, b0ck, b1ck−1, . . . , bk−1c1, it follows that p | bkc0, and
hence, from (2.14), p | bk.

We conclude that p | br, and so, since an = brcs, we have that p | an, a
contradiction to the assumption (i). Hence f is irreducible.

Remark 2.28

It is clear from Theorem 2.27 that there exist irreducible polynomials in Q[X]
of arbitrarily high degree.
3 Ferdinand Gotthold Max Eisenstein, 1823–1852.
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Example 2.29

The polynomial X5 + 2X3 + 8
7X2 − 4

7X + 2
7 is irreducible over Q, since 7X5 +

14X3 + 8X2 − 4X + 2 satisfies Eisenstein’s criterion, with p = 2.

It is sometimes possible to apply the Eisenstein test after a suitable adjust-
ment:

Example 2.30

Show that
f(X) = 2X5 − 4X4 + 8X3 + 14X2 + 7

is irreducible over Q.

Solution
The polynomial f does not satisfy the required conditions. If, however, there
exists a factorisation f = gh with (say) ∂g = 3 and ∂h = 2, then

7X5 + 14X3 + 8X2 − 4X + 2 = X5f(1/X) =
(
X3g(1/X)

)(
X2h(1/X)

)
is a factorisation of 7X5 + 14X3 + 8X2 − 4X + 2, and from Example 2.29 we
know that this cannot happen.

The next example will eventually prove important:

Example 2.31

Show that, if p > 2 is prime, then

f(X) = 1 + X + X2 + · · · + Xp−1

is irreducible over Q.

Solution
Observe that f(X) = (Xp − 1)/(X − 1). If g(X) is defined as f(X + 1), it
follows that

g(X) =
1
X

(
(X + 1)p − 1

)
=

p−1∑
r=0

(
p

r

)
Xp−r−1 .

As was observed in the proof of Theorem 1.17, the coefficients(
p

1

)
,

(
p

2

)
, . . . ,

(
p

p − 1

)
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are all divisible by p. Hence g is irreducible, by the Eisenstein criterion.
If f = uv, with ∂u, ∂v < ∂f and ∂u + ∂v = ∂f , then

g(X) = u(X + 1)v(X + 1) .

The factors u(X + 1) and v(X + 1) are polynomials in X, of the same degrees
(respectively) as u and v. We thus have a contradiction, since g is irreducible.

Another device for determining irreducibility over Z (and consequently over
Q) is to map the polynomial onto Zp[X] for some suitably chosen prime p.
Let g = a0 + a1X + · · · + anXn ∈ Z[X], and let p be a prime not dividing
an. For each i in {0, 1, . . . , n}, let ai denote the residue class ai + 〈p〉 in the
field Zp = Z/〈p〉, and write the polynomial a0 + a1X + · · · + anXn as g. Our
choice of p ensures that ∂g = n. Suppose that g = uv, with ∂u, ∂v < ∂f and
∂u+∂v = ∂g. Then g = u v. If we can show that g is irreducible in Zp[X], then
we have a contradiction, and we deduce that g is irreducible. The advantage
of transferring the problem from Z[X] to Zp[X] is that Zp is finite, and the
verification of irreducibility is a matter of checking a finite number of cases.

Example 2.32

Show that
g = 7X4 + 10X3 − 2X2 + 4X − 5

is irreducible over Q.

Solution
If we choose p = 3, then, in the notation of the paragraph preceding this
example,

g = X4 + X3 + X2 + X + 1 .

The elements of Z3 may be taken as 0, 1,−1, with 1 + 1 = −1.
We show first that g has no linear factor, for

g(0) = 1 , g(1) = −1 , g(−1) = 1 .

There remains the possibility that (in Z3[X])

X4 + X3 + X2 + X + 1 = (X2 + aX + b) (X2 + cX + d) .

Equating coefficients gives

a + c = 1 , b + ac + d = 1 ,

bd = 1 , ad + bc = 1 .
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Hence either (i) b = d = 1 or (ii) b = d = −1. In case (i) we deduce that
ac = −1, and so a = ±1, c = ∓1. In either case a + c = 0, and we have a
contradiction. In case (ii) we deduce that ac = 0. If a = 0 then c = 1, and
so 1 = ad + bc = b, a contradiction. Similarly, if c = 0 then a = 1, and then
1 = ad + bc = d, again a contradiction.

We have shown that g is irreducible over Z3, and it follows that g is irre-
ducible over Q.

Remark 2.33

The choice of the prime p is, of course, crucial. If, in the above example, we
had used p = 2, we would have obtained g = X4 + 1, and in Z2[X] this is far
from irreducible, since X4 + 1 = (X + 1)4. It is important to realise that if our
g is not irreducible then we can draw no conclusion at all.

EXERCISES

2.14. Show that X3 + 2X2 − 3X + 5 is irreducible over Q.

2.15. Show that

X3 + 3X + 12 , X4 + 2X − 6 , X5 + 5X2 − 10

are irreducible over Q.

2.16. By making suitable transformations, use the Eisenstein criterion to
show that

5X4 − 10X3 + 10X − 3 , X4 + 4X3 + 3X2 − 2X + 4

are irreducible.

2.17. By using the technique of Example 2.32, show that

4X4 − 2X2 + X − 5 , 3X4 − 7X + 5

are irreducible.





3
Field Extensions

3.1 The Degree of an Extension

In this section it is necessary to have some knowledge of the basic concepts of
linear algebra, including linear independence, spanning sets, bases and dimen-
sion. See, for example, [3].

If K, L are fields and ϕ : K → L is a monomorphism, we say that L is an
extension of K, and we sometimes find it useful to write “L : K is a (field)
extension”. As we have seen, this is not essentially different from saying that K

is a subfield of L, since we may always identify K with its image ϕ(K). Then
L can be regarded as a vector space over K, since the vector space axioms

(V1) (x + y) + z = x + (y + z) (x, y, z ∈ L),

(V2) x + y = y + x (x, y ∈ L),

(V3) there exists 0 in L such that x + 0 = x (x ∈ L),

(V4) for all x in L there exists −x in L such that x + (−x) = 0,

(V5) a(x + y) = ax + ay (a ∈ K, x, y ∈ L),

(V6) (a + b)x = ax + bx (a, b ∈ K, x ∈ L),

(V7) (ab)x = a(bx) (a, b ∈ K, x ∈ L),

(V8) 1x = x (x ∈ L),

are all consequences of the field axioms for L. Hence there exists a basis of L

over K. Different bases have the same cardinality, and there is a well-defined
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dimension of L, equal to the cardinality of an arbitrarily chosen basis. The
term used in field theory for this dimension is the degree of L over K, or the
degree of the extension L : K; and we denote it by [L : K]. We say that
L is a finite extension of K if [L : K] is finite; otherwise L is an infinite
extension.

Example 3.1

The field R of real numbers is an infinite extension of Q, since any finite exten-
sion of Q is countable, and R is not. (See [6] for information on infinite cardinal
numbers.) We shall return to this issue later in the chapter when transcendental
numbers make their appearance. By contrast, the field C of complex numbers
is a finite extension of R, with basis {1, i}, since every complex number has a
unique expression as a1 + bi, with a, b ∈ R. The basis is, of course, not unique:
for example, we can write a + bi as 1

2 (a + b)(1 + i) + 1
2 (a − b)(1 − i), and so

{1 + i, 1 − i} is a basis. However, every basis has exactly two elements, and
[C : R] = 2.

Theorem 3.2

Let L : K be a field extension. Then L = K if and only if [L : K] = 1.

Proof

This is a standard property of finite-dimensional vector spaces, but for com-
pleteness we prove it here.

Suppose first that L = K. Then {1} is a basis for L over K, since every
element x of L is expressible as x1, with x in K. Thus [L : K] = 1.

Conversely, suppose that [L : K] = 1, and that {x}, where x �= 0, is a basis
of L over K. Thus, in particular, there exists a in K such that 1 = ax, and so
x = 1/a ∈ K. For every y in L there exists b in K such that y = bx = b/a.
Thus y ∈ K. We have shown that L = K.

Suppose now that we have field extensions L : K and M : L. That is, there
are monomorphisms α : K → L, β : L → M . Then β ◦ α : K → M is a
monomorphism, and so M is an extension of K. With these definitions we now
have the following theorem, in which the equality is intended to include the
information that if either of [M : L] and [L : K] is infinite then so is [M : K].
We shall make the usual identifications, regarding K as a subfield of L and L

as a subfield of M .
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Theorem 3.3

Let L : K and M : L be field extensions. Then

[M : L] [L : K] = [M : K] .

Proof

Let {a1, a2, . . . , ar} be a linearly independent subset of M over L, and let
{b1, b2, . . . , bs} be a linearly independent subset of L over K. We show that

{aibj : i = 1, 2, . . . r, j = 1, 2, . . . s} (3.1)

is a linearly independent subset of M over K. For let us suppose that
r∑

i=1

s∑
j=1

λijaibj = 0 ,

with λij ∈ K for all i and j. Rewriting this as
r∑

i=1

( s∑
j=1

λijbj

)
ai = 0 ,

we deduce, since the ai are linearly independent over L, that
s∑

j=1

λijbj = 0 (i = 1, 2, . . . , r) .

Then, since the bj are linearly independent over K, we conclude that λij = 0
for all i and j.

If either of [M : L] and [L : K] is infinite, then either r or s can be made
arbitrarily large, and so the set (3.1) can be made arbitrarily large. Hence
[M : K] is infinite. So now suppose that

[M : L] = r < ∞ , [L : K] = s < ∞ ,

that {a1, a2, . . . , ar} is a basis of M over L, and that {b1, b2, . . . , bs} is a basis
of L over K. For each z in M there exist λ1, λ2, . . . , λr in L such that z =∑r

i=1 λiai. Also, for each λi there exist µi1, µi2, . . . , µis in K such that λi =∑s
j=1 µijbj . Hence

z =
r∑

i=1

s∑
j=1

µij(aibj) .

The set (3.1), being both linearly independent and a spanning set for M over
K, is a basis, and so

[M : K] = rs = [M : L] [L : K] .
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The following easy consequence is worth recording at this stage.

Corollary 3.4

Let K1, K2, . . . , Kn be fields, and suppose that Ki+1 : Ki is an extension, for
1 ≤ i ≤ n − 1. Then

[Kn : K1] = [Kn : Kn−1] [Kn−1 : Kn−2] . . . [K2 : K1] .

EXERCISES

3.1. Let L : K and M : L be field extensions, and let [M : K] be finite.
Show that

(i) if [M : K] = [L : K], then M = L;

(ii) if [M : L] = [M : K], then L = K.

3.2. Let L : K be a field extension such that [L : K] is a prime number.
Show that there is no subfield E of L such that K ⊂ E ⊂ L.

3.2 Extensions and Polynomials

We are familiar with the observation that the equation X2 = 2 cannot be
solved within the rational field, but has the solutions ±√

2 in the field R of real
numbers. In fact its solutions lie within a much smaller field than R, namely,
the extension

Q[
√

2] = {a + b
√

2 : a, b ∈ Q}
of Q. It is not perhaps quite obvious that this is a field, but it is easy to verify
the subfield conditions (1.3). If a + b

√
2, c + d

√
2 ∈ Q[

√
2], then

(a + b
√

2) − (c + d
√

2) = (a − c) + (b − d)
√

2 ∈ Q[
√

2] ,

and (if c + d
√

2 �= 0)

(a + b
√

2)(c + d
√

2)−1 =
(a + b

√
2)(c − d

√
2)

(c + d
√

2)(c − d
√

2)
= u + v

√
2 ,

where
u =

ac − 2bd

c2 − 2d2 , v =
bc − ad

c2 − 2d2 .
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Note that from the irrationality of
√

2 it follows that c2 − 2d2 = 0 if and only
if c = d = 0.

This is a special case of a general result, which we now proceed to investi-
gate.

We begin with something quite general. Let K be a subfield of a field L,
and let S be a subset of L. Let K(S) be the intersection of all the subfields of
L containing K ∪ S. (There is at least one such subfield, namely L itself.) It
is clear that K(S) is the smallest subfield containing K ∪ S, and we call it the
subfield of L generated over K by S. If S = {α1, α2, . . . , αn} is finite, we
write K(S) as K(α1, α2, . . . , αn).

Theorem 3.5

The subfield K(S) of the field L coincides with the set E of all elements of L that
can be expressed as quotients of finite linear combinations (with coefficients in
K) of finite products of elements of S.

Proof

Denote by P the set of all finite linear combinations of finite products of
elements of S. If p, q ∈ P , then p ± q, pq ∈ P . Hence, if x = p/q and
y = r/s are typical elements of E, with p, q, r, s in P and q, s �= 0, we see
that x − y = (ps − qr)/(qs) ∈ E, and (provided y �= 0) x/y = (ps)/(qr) ∈ E.
From (1.3) we deduce that E is a subfield of L containing K and S, and so
K(S) ⊆ E. Also, any subfield containing K and S must contain all finite prod-
ucts of elements in S, all linear combinations of such products, and all quotients
of such linear combinations. In short, it must contain E. Hence, in particular,
K(S) ⊇ E.

Of particular interest is the case where S has just one element α (/∈ K).
Then, from Theorem 3.5, we deduce that K(α) is the set of all quotients of
polynomials in α with coefficients in K. We say that K(α) is a simple ex-
tension of K. The link with polynomials is important, as the next result
shows:

Theorem 3.6

Let L be a field, let K be a subfield and let α ∈ L. Then either

(i) K(α) is isomorphic to K(X), the field of all rational forms with coefficients
in K; or
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(ii) there exists a unique monic irreducible polynomial m in K[X] with the
property that, for all f in K[X],

(a) f(α) = 0 if and only if m | f ;

(b) the field K(α) coincides with K[α], the ring of all polynomials in α

with coefficients in K; and

(c)
[
K[α] : K

]
= ∂m.

Proof

Suppose first that there is no non-zero polynomial f in K[X] such that f(α) =
0. (This means in particular that α /∈ K, since in that case we may take f as
X − α.) Then there is a mapping ϕ : K(X) → K(α) given by

ϕ(f/g) = f(α)/g(α) ,

(for we are assuming that g(α) = 0 only if g is the zero polynomial). It is routine
to verify that ϕ is a homomorphism, and it clearly maps onto K(α). To see
that it is well defined and one-to-one, suppose that f, g, p, q are polynomials,
with g, q �= 0. Then

ϕ(f/g) = ϕ(p/q) ⇐⇒ f(α)q(α) − p(α)g(α) = 0 in L

⇐⇒ fq − pg = 0 in K[X]

⇐⇒ f/g = p/q in K(X) .

Now suppose that there does exist a non-zero polynomial g such that g(α) =
0. Indeed, let us suppose that g is a polynomial with least degree having this
property. If a is the leading coefficient of g, then g/a is a monic polynomial.
Denote g/a by m. Certainly m(α) = 0.

It is clear that f(α) = 0 if m | f . Conversely, suppose that f(α) = 0. Then,
by Theorem 2.12, f = qm + r, where ∂r < ∂m. Now

0 = f(α) = q(α)m(α) + r(α) = 0 + r(α) = r(α) .

Since ∂r < ∂m, this gives a contradiction unless r is the zero polynomial. Hence
f = qm, and so m | f .

To show that m is unique, suppose that m′ is another polynomial with the
same properties. Then m(α) = m′(α) = 0 and so m | m′ and m′ | m. Since
both polynomials are monic, we conclude that m′ = m.

To show that m is irreducible, suppose, for a contradiction, that there exist
polynomials p and q such that pq = m, with ∂p, ∂q < ∂m. Then p(α)q(α) =
m(α) = 0, and so either p(α) = 0 or q(α) = 0. This is impossible, since both p

and q are of smaller degree than m.
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Next, consider a typical element f(α)/g(α) in K(α), where g(α) �= 0. Then
m does not divide g, and it follows, since m has no divisors other than itself
and 1, that the greatest common divisor of g and m is 1. Hence, by Theorem
2.15, there exist polynomials a, b such that ag + bm = 1, and so, substituting
α for X, we have a(α)g(α) = 1. Thus

f(α)
g(α)

= f(α)a(α) ∈ K[α] .

Finally, suppose that ∂m = n, and let p(α) ∈ K[α] = K(α), where p is a
polynomial. Then p = qm+r, where ∂r < ∂m = n. It follows that p(α) = r(α),
and so there exist c0, c1, . . . cn−1 (the coefficients of r, some of which may, of
course, be zero) in K such that p(α) = c0 + c1α + · · · + cn−1α

n−1. Hence
{1, α, . . . , αn−1} is a spanning set for K[α].

Moreover, the set {1, α, . . . , αn−1} is linearly independent over K, for if
elements a0, a1, . . . , an−1 of K are such that a0 + a1α + · · · + an−1α

n−1 = 0,
then a0 = a1 = · · · = an−1 = 0, since otherwise we would have a non-zero
polynomial p = a0 + a1X + · · · + an−1X

n−1 of degree at most n − 1 such that
p(α) = 0. Thus {1, α, . . . , αn−1} is a basis of K(α) over K, and so [K(α) : K] =
n.

The polynomial m defined above is called the minimum polynomial of
the element α.

Remark 3.7

If m′ is another monic polynomial of degree n such that m′(α) = 0, then m | m′

implies that m = m′. Thus, if we know that
[
K[α] : K

]
= n and if we find

a monic polynomial g of degree n such that g(α) = 0, then g must be the
minimum polynomial of α.

From the proof of Theorem 3.6 we see that every f(α)/g(α) in K(α) is
expressible as a linear combination of 1, α, . . . , αn−1, with coefficients in K. To
find this expression for a given element of K(α), we can follow the procedure
in the proof of the theorem, but there is usually a simpler way.

Example 3.8

Let α be an element of C with minimum polynomial X2 + X + 1 over Q. Show
that α2 − 1 �= 0, and express the element (α2 +1)/(α2 − 1) of Q(α) in the form
a + bα, where a, b ∈ Q.
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Solution
Since α2 + α + 1 = 0, we immediately have that α2 − 1 = −α − 2 �= 0. Hence

α2 + 1
α2 − 1

=
−α

−α − 2
=

α

α + 2
= 1 − 2

α + 2
.

Dividing X2 + X + 1 by X + 2 gives

X2 + X + 1 = (X + 2)(X − 1) + 3 ,

and so (α + 2)(α − 1) = −3. Hence

1
α + 2

= −1
3
(α − 1) ,

and so
α2 + 1
α2 − 1

= 1 +
2
3
(α − 1) =

1
3
(1 + 2α) .

Example 3.9

If K is the field Q and L the field C, the minimum polynomial of i
√

3 is X2 +3.
Then

Q[i
√

3] = {a + bi
√

3 : a, b ∈ Q} .

The multiplicative inverse of a non-zero element a + bi
√

3 is a′ + b′i
√

3, where

a′ =
a

a2 + 3b2 , b′ =
−b

a2 + 3b2 .

Example 3.10

It might seem that the subfield Q(
√

2,
√

3) is not a simple extension, but in
fact it coincides with the visibly simple extension Q(

√
2 +

√
3). It is clear

that
√

2 +
√

3 ∈ Q(
√

2,
√

3), and so Q(
√

2 +
√

3) ⊆ Q(
√

2,
√

3). Conversely,
since (

√
3 +

√
2)(

√
3 − √

2) = 1, it follows that
√

3 − √
2 = (

√
3 +

√
2)−1 ∈

Q(
√

2 +
√

3), and it then follows easily that
√

2,
√

3 ∈ Q(
√

2 +
√

3). Hence
Q(

√
2,

√
3) ⊆ Q(

√
2 +

√
3).

We can write Q(
√

2,
√

3) as
(
Q[

√
2]

)
[
√

3]. The set {1,
√

2} is clearly a ba-
sis for Q[

√
2] over Q. Since

√
3 /∈ Q[

√
2] (see Exercise 2.4), we must have[

Q(
√

2,
√

3) : Q[
√

2]
] ≥ 2. On the other hand, from the trivial observation that

(
√

3)2 −3 = 0, we conclude that X2 −3 is the minimum polynomial of
√

3 over
Q[

√
2] and that {1,

√
3} is a basis. Then, from Theorem 3.3, we deduce that

{1,
√

2,
√

3,
√

6} is a basis for Q(
√

2,
√

3) over Q.
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The minimum polynomial of
√

2 +
√

3 is of degree 4. From the information
that

(
√

2 +
√

3)2 = 5 + 2
√

6 , (
√

2 +
√

3)4 = 49 + 20
√

6

we deduce that the minimum polynomial is X4 − 10X2 + 1.

If α has a minimum polynomial over K, we say that α is algebraic over K

and that K[α] (= K(α)) is a simple algebraic extension of K. A complex
number that is algebraic over Q is called an algebraic number. If K(α) is
isomorphic to the field K(X) of rational functions, we say that α is transcen-
dental over K and that K(α) is a simple transcendental extension of
K. A transcendental number α is a complex number that is transcendental
over Q.

Examples 3.9 and 3.10 feature simple algebraic extensions and elements
i
√

3,
√

2,
√

3,
√

2 +
√

3, all of which are algebraic numbers. So far we have not
demonstrated that a simple transcendental extension exists. Well, yes, it does:
if we take L = K(X), the field of rational forms over X, then it is immediate
from the definitions that the element X is transcendental over K. That, you
might legitimately feel, is something of a technical knock-out, and leads to the
more interesting question: do there exist transcendental complex numbers? The
answer is yes, and the proof, which involves some knowledge of infinite cardinal
numbers, is interesting. First, we make a fairly easy observation:

Theorem 3.11

Let K(α) be a simple transcendental extension of a field K. Then the degree
of K(α) over K is infinite.

Proof

The elements 1, α, α2, . . . are linearly independent over K.

An extension L of K is said to be an algebraic extension if every element
of L is algebraic over K. Otherwise L is a transcendental extension.

Theorem 3.12

Every finite extension is algebraic.
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Proof

Let L be a finite extension of K, and suppose, for a contradiction, that L con-
tains an element α that is transcendental over K. Then the elements 1, α, α2, . . .

are linearly independent over K, and so [L : K] cannot be finite.

Theorem 3.13

Let L : K and M : L be field extensions, and let α ∈ M . If α is algebraic over
K, then it is also algebraic over L.

Proof

Since α is algebraic over K, there exists a non-zero polynomial f in K[X] such
that f(α) = 0. Since f is also in L[X], we deduce that α is algebraic over L.

Remark 3.14

The minimum polynomial of α over L may of course be of smaller degree than
the minimum polynomial over K. In Example 3.10 we saw that the minimum
polynomial of

√
2 +

√
3 over Q is X4 − 10X2 + 1. The minimum polynomial

over Q[
√

2] is X2 − 2
√

2X − 1. See Exercise 2.4 for its minimum polynomial
over Q[

√
3].

Theorem 3.15

Let L be an extension of a field K, and let A(L) be the set of all elements in
L that are algebraic over K. Then A(L) is a subfield of L.

Proof

Suppose that α, β ∈ A(L). Then

α − β ∈ K(α, β) =
(
K[α]

)
[β] .

By Theorem 3.13, β is algebraic over K[α], and so both
[
K[α] : K

]
and[(

K[α]
)
[β] : K[α]

]
are finite. From Theorem 3.6 it follows that [K(α, β) : K]

is finite, and so, by Theorem 3.12, α − β is algebraic over K. An identical
argument shows that α/β ∈ A(L) for all α and β (�= 0) in A(L).

If we take K as the field Q of rational numbers and L as the field C of
complex numbers, then A(K) is the field A of algebraic numbers.
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Theorem 3.16

The field A of algebraic numbers is countable.

Proof

The proof depends on some knowledge of the arithmetic of infinite cardinal
numbers. It is known (see [6]) that Q is countable. To put it in the standard
notation for cardinal numbers, |Q| = ℵ0. Since Q ⊆ A, we know that |A| ≥ ℵ0.

Now, the number of monic polynomials of degree n with coefficients in Q

is ℵn
0 = ℵ0. Each such polynomial has at most n distinct roots in C, and so

the number of roots of monic polynomials of degree n is at most nℵ0 = ℵ0.
Hence the number of roots of monic polynomials of all possible degrees is at
most ℵ0.ℵ0 = ℵ0. Thus |A| ≤ ℵ0, and the result follows.

Theorem 3.17

Transcendental numbers exist.

Proof

It is known (see [6]) that |R| = |C| = 2ℵ0 > ℵ0. It follows that C \ A, the set
of transcendental numbers, is non-empty. Indeed, since |C \ A| = 2ℵ0 > |A|, we
can say that “most” complex numbers are transcendental.

Remark 3.18

This argument, due to Cantor1, was extraordinary, in that it demonstrated
the existence of transcendental numbers without producing a single example of
such a number! Not everyone (see [2]) was convinced by a “non-constructive”
argument of this type. (See [2].) As early as 1844, however, Liouville2 had
demonstrated that

∑∞
n=1 10−n! is transcendental. Proving that an interesting

and important number is transcendental is, of course, harder. Hermite 3 proved
in 1873 that e is transcendental, and in 1882 Lindemann 4 proved the tran-
scendentality of π. (See [1].)

1 Georg Ferdinand Ludwig Philipp Cantor, 1845–1918.
2 Joseph Liouville, 1809–1882.
3 Charles Hermite, 1822–1901.
4 Carl Louis Ferdinand von Lindemann, 1852–1939.
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Theorem 3.19

Let L be an extension of F , and let the elements α1, α2, . . . , αn of L have
minimum polynomials m1, m2, . . . , mn , respectively, over F . Then

[F (α1, α2, . . . , αn) : F ] ≤ ∂m1 ∂m2 . . . ∂mn . (3.2)

Proof

The proof is by induction on n, it being clear that [F (α1) : F ] = ∂m1. Suppose
inductively that

[F (α1, α2, . . . αn−1) : F ] ≤ ∂m1 ∂m2 . . . ∂mn−1 .

We know that mn(αn) = 0. The element αn is certainly algebraic over
F (α1, α2, . . . αn−1), and its minimum polynomial over that field must have
degree not greater than ∂mn. Thus

[F (α1, α2, . . . , αn) : F (α1, α2, . . . αn−1)] ≤ ∂mn ,

and the required result follows from Theorem 3.3.

Remark 3.20

We cannot assert equality in the formula (3.2). For example,

[Q(
√

2) : Q] = [Q(
√

3) : Q] = [Q(
√

6) : Q] = 2 ,

but [Q(
√

2,
√

3,
√

6) : Q] = 4.

Example 3.21

Show that an extension L of a field K is finite if and only if, for some n, there
exist α1, α2, . . . , αn, algebraic over K, such that L = K(α1, α2, . . . , αn).

Solution
Theorem 3.19 gives half of this result. Suppose now that [L : K] is finite, and
that {α1, α2, . . . , αn} is a basis for L over K. The elements αi are all algebraic,
by Theorem 3.12. Then L consists of linear combinations (with coefficients in
K) of α1, α2, . . . , αn, but in fact contains (and is thus equal to) the seemingly
larger set K(α1, α2, . . . , αn).
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EXERCISES

3.3. Show that, if n is not a perfect square, the field Q[
√

n] is isomorphic
to the field

K =
{(

a b

nb a

)
: a, b ∈ Q

}
.

Why does this fail if n is a perfect square?

3.4. For arbitrary a, b in Q, find the minimum polynomial of a + b
√

2
over Q.

3.5. Let L : K be a field extension such that [L : K] = 2. Show that
L = K(β), where β is an arbitrarily chosen element of L \ K and
has a minimum polynomial of degree 2.

3.6. Let α be a root in C of the polynomial X2 + 2X + 5. Express the
element

α3 + α − 2
α2 − 3

of Q(α) as a linear combination of the basis {1, α}.

3.7. Show that f(X) = X3 +X +1 is irreducible over Q. Let α be a root
of f in C. Express

1
α

and
1

α + 2
as linear combinations of {1, α, α2}.

3.8. In the context of Example 3.10,

(i) show that
√

3 /∈ Q[
√

2];

(ii) find the minimum polynomial of
√

2 +
√

3 over Q[
√

3].

3.9. Show that Q(
√

2,
√

5) = Q[
√

2+
√

5]. Determine the minimum poly-
nomial of

√
2 +

√
5

(i) over Q; (ii) over Q[
√

2]; (iii) over Q[
√

5].

3.10. Determine the minimum polynomial over Q for each of

1 +
√

3 ,

√
3√
5

,
√

3 +
√

5 , (1 + i)
√

3 .

3.11. Determine the minimum polynomial of
√

1 +
√

2 over Q. What is
its minimum polynomial over Q[

√
2]?

3.12. The element 1 +
√

2 +
√

3 +
√

6 belongs to the field Q(
√

2,
√

3).
Compute its multiplicative inverse.
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3.13. Let L : K be a field extension, and let g ∈ K[X]. Show that

(i) if g is irreducible over L, then it is irreducible over K;

(ii) if g factorises over K then it factorises over L.

3.14. Show that there exist real transcendental numbers.

3.15. Let α, β be transcendental numbers. Decide whether the following
conclusions are true or false:

(i) Q(α) 
 Q(β); (ii) αβ is transcendental;
(iii) αβ is transcendental; (iv) α2 is transcendental.

3.16. (i) Show, by induction on n, that the determinant

∆n =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

λ 0 0 0 . . . qn

−1 λ 0 0 . . . qn−1

0 −1 λ 0 . . . qn−2

0 0 −1 λ . . . qn−3
...

...
...

. . . . . .
...

0 0 0 . . . −1 λ + q1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
is equal to qn + qn−1λ + · · · + q1λ

n−1 + λn.

(ii) Let α be algebraic over Q, with minimum polynomial

m(X) = Xn + an−1X
n−1 + · · · + a1X + a0 .

Let Tα be a linear mapping of Q[α] onto itself, defined on the
basis B = {1, α, . . . , αn−1} by

Tα(αj) = αj+1 (j = 0, 1, . . . , n − 1) .

Write down the matrix A of Tα relative to the basis B, and
show that the determinant (the characteristic polynomial of A)
|XIn − A| is equal to m(X).

3.3 Polynomials and Extensions

In the last section, called Extensions and Polynomials, the main result was
that every simple algebraic extension K(α) within a field L is associated with
a polynomial, the minimum polynomial of α. We required α to exist within a
field L. By changing the order of the words in the title we change the question:
given a field K and a monic irreducible polynomial m with coefficients in K, can
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we create a field, an extension of K, containing an element α whose minimum
polynomial is m?

Let K be a field, and let m ∈ K[X] be irreducible and monic. Let L =
K[X]/〈m〉. Then L is a field, by Theorem 2.4. By Theorem 2.19, the mapping
a �→ a+ 〈m〉 is a monomorphism from K into L, and so L is an extension of K.
Let α = X +〈m〉. Then, for each polynomial f = a0 +a1X +a2X

2 + · · ·+anXn

in K[X],

f(α) = a0 + a1α + · · · + anαn

= a0 + a1
(
X + 〈m〉) + a2

(
X + 〈m〉)2 + · · · + an

(
X + 〈m〉)n

= a0 + a1
(
X + 〈m〉) + a2

(
X2 + 〈m〉) + · · · + an(Xn + 〈m〉)

= (a0 + a1X + a2X
2 + · · · + anXn) + 〈m〉

= f + 〈m〉 ,

and so f(α) = 0+ 〈m〉 if and only if m | f . Thus m is the minimum polynomial
of α. We have proved the following result:

Theorem 3.22

Let K be a field and let m be a monic irreducible polynomial with coefficients
in K. Then L = K[X]/〈m〉 is a simple algebraic extension K[α] of K, and
α = X + 〈m〉 has minimum polynomial m over K.

The field L in the theorem is in effect unique:

Theorem 3.23

Let K, K ′ be fields, and let ϕ : K → K ′ be an isomorphism with canonical
extension ϕ̂ : K[X] → K ′[X]. Let f = anXn + an−1X

n−1 + · · · + a0 be an
irreducible polynomial of degree n with coefficients in K, and let f ′ = ϕ̂(f) =
ϕ(an)Xn +ϕ(an−1)Xn−1 + · · ·+ϕ(a0). Let L be an extension of K containing
a root α of f , and let L′ be an extension of K ′ containing a root α′ of f ′. Then
there is an isomorphism ψ from K[α] onto K ′[α′], an extension of ϕ.

Proof

The field K[α] consists of polynomials b0 + b1α + · · · + bn−1α
n−1, with the

obvious addition, and where multiplication is carried out using the equation

αn = − 1
an

(an−1α
n−1 + · · · + a0) .
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The mapping ψ is defined by

ψ(b0 + b1α + · · · + bn−1α
n−1) = ϕ(b0) + ϕ(b1)α′ + · · · + ϕ(bn−1)(α′)n−1 .

In a more compact notation, we have that, for each polynomial u in K[X] with
∂u < n,

ψ
(
u(α)

)
=

(
ϕ̂(u)

)
(α′) .

It is clear that ψ is one–one and onto, and that it extends the isomorphism
ϕ : K → K ′.

Let u, v ∈ K[X], where ∂u, ∂v ≤ n − 1. Then it is clear that

ψ
(
u(α) + v(α)

)
= ψ

(
u(α)

)
+ ψ

(
v(α)

)
.

The corresponding equality for multiplication is less clear. We multiply u(α)
and v(α) and use the minimum polynomial to reduce the answer to w(α), say,
where ∂w ≤ n−1. Precisely, we use the division algorithm to write uv = qm+w,
where ∂w < n. Hence

ψ
(
u(α)v(α)

)
= ψ

(
w(α)

)
=

(
ϕ̂(w)

)
(α′) . (3.3)

The isomorphism ϕ̂ assures us that the division algorithm in K ′[X] gives

ϕ̂(u)ϕ̂(v) = ϕ̂(q)ϕ̂(m) + ϕ̂(w) . (3.4)

Hence

ψ
(
u(α)

)
ψ

(
v(α)

)
=

(
ϕ̂(u)

)
(α′)

(
ϕ̂(v)

)
(α′)

=
(
ϕ̂(u)ϕ̂(v)

)
(α′)

=
(
ϕ̂(q)ϕ̂(m) + ϕ̂(w)

)
(α′) (from (3.4))

=
(
ϕ̂(q)

)
(α′)

(
ϕ̂(m)

)
(α′) +

(
ϕ̂(w)

)
(α′)

=
(
ϕ̂(w)

)
(α′) (since

(
ϕ̂(m)

)
(α′) = 0).

Comparing this with (3.3) gives the required result.

It is worth recording as a corollary the result we obtain when K and K ′ are
the same field:

Corollary 3.24

Let K be a field, and let f be an irreducible polynomial with coefficients in K.
If L, L′ are extensions of K containing roots α, α′ of f , respectively, then there
is an isomorphism from K[α] onto K[α′] which fixes every element of K.
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Since the idea will occur quite frequently as the theory develops, we shall apply
the term K-isomorphism to an isomorphism α from L onto L′ with the
property that α(x) = x for every element of K.

Example 3.25

If K = R and m = X2 + 1, the field L = K[X]/〈X2 + 1〉 contains an element
δ = X + 〈X2 + 1〉 such that δ2 = −1. The polynomial X2 + 1, irreducible over
R, factorises into (X + δ)(X − δ) in the field L. Every element of L is uniquely
of the form a+ bδ, and so L is none other than the field C of complex numbers.

Remark 3.26

By the fundamental theorem of algebra (see [8]) every polynomial with co-
efficients in C factorises into linear factors. In particular, if m is irreducible
in Q[X], then m factorises completely in C[X]. If we know these factors, it
is therefore easier and more natural to deal, for example, with the subfield
Q[i

√
3] = {a + bi

√
3 : a, b ∈ Q} of C than with Q[X]/〈X2 + 3〉. The two fields

are, of course, isomorphic to each other.
If, however, we are dealing, say, with extensions of Z2, then we are in effect

obliged to carry out the more abstract procedure, as the next example shows.

Example 3.27

The polynomial m = X2 + X + 1 is irreducible over Z2, for any proper factor
would have to be either X − 0 or X − 1, and neither 0 nor 1 is a root of m. We
form the field L = Z2[X]/〈m〉. It has 4 elements, namely,

0 + 〈m〉 , 1 + 〈m〉 , X + 〈m〉 , 1 + X + 〈m〉 ,

more conveniently written as 0, 1, α and 1 + α, where α2 + α + 1 = 0. The
addition in L is given by

+ 0 1 α 1 + α

0 0 1 α 1 + α

1 1 0 1 + α α

α α 1 + α 0 1
1 + α 1 + α α 1 0
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and the multiplication by

· 0 1 α 1 + α

0 0 0 0 0
1 0 1 α 1 + α

α 0 α 1 + α 1
1 + α 0 1 + α 1 α

Example 3.28

Show that the mapping ϕ : Q[i +
√

2] → Q[X]/〈X4 − 2X2 + 9〉, defined by

ϕ(a) = a + 〈X4 − 2X2 + 9〉 (a ∈ Q) , ϕ(i +
√

2) = X + 〈X4 − 2X2 + 9〉 ,

is an isomorphism. Determine ϕ(i), ϕ(
√

2) and ϕ(i
√

2).

Solution
It is clear that

[
Q[i +

√
2] : Q

]
= 4. Since

(i +
√

2)2 = 1 + 2i
√

2 and (i +
√

2)4 = −7 + 4i
√

2 ,

the minimum polynomial of i +
√

2 over Q is X4 − 2X2 + 9. The uniqueness
theorem (Theorem 3.23) implies that ϕ is an isomorphism.

Let a0, . . . , a3 ∈ Q, and observe that

a0 + a1(i +
√

2) + a2(i +
√

2)2 + a3(i +
√

2)3

= a0 + a1(i +
√

2) + a2(1 + 2i
√

2) + a3(5i −
√

2)

= (a0 + a2) + (a1 + 5a3)i + (a1 − a3)
√

2 + (2a2)i
√

2 .

Since {1, i,
√

2, i
√

2} is linearly independent over Q, this equals i if and only if

a0 + a2 = 0 , a1 + 5a3 = 1 , a1 − a3 = 0 , a2 = 0 ,

that is, if and only if a1 = a3 = 1/6 and a0 = a2 = 0. Thus

i =
1
6
(
(i +

√
2) + (i +

√
2)3

)
and so

ϕ(i) =
1
6
(X + X3) + 〈X4 − 2X2 + 9〉 .

In a similar way we can deduce that

ϕ(
√

2) =
1
6
(5X − X3) + 〈X4 − 2X2 + 9〉 ,

ϕ(i
√

2) =
1
2
(−1 + X2) + 〈X4 − 2X2 + 9〉 .
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EXERCISES

3.17. Let K be a field of characteristic 0, and suppose that X4 −16X2 +4
is irreducible over K. Let α be the element X + 〈X4 − 16X2 + 4〉
in the field L = K[X]/〈X4 − 16X2 + 4〉. Determine the minimum
polynomials of α2, α3 − 14α, α3 − 18α.

3.18. Show that the polynomial X3 + X + 1 is irreducible over Z2 =
{0, 1}, and let α be the element X + 〈X3 + X + 1〉 in the field
K = Z2[X]/〈X3 + X + 1〉. List the 8 elements of K, and show that
K \ {0} is a cyclic group of order 7, generated by α.





4
Applications to Geometry

4.1 Ruler and Compasses Constructions

Undoubtedly one of the early triumphs of abstract algebra was the light it shed
on some classical problems of Greek mathematics, the most significant of which
was referred to as “squaring the circle”. This is one of very few phrases from
serious mathematics to have entered the language, though a (totally unscien-
tific) poll of non-mathematical friends suggests that its mathematical meaning
is not even remotely understood. “Something to do with πr2, is it?” is a com-
mon answer, and indeed that is correct, but it does not get to the heart of the
matter.

Let us begin with some examples of ruler and compasses constructions.
(By a ruler here we mean a straight-edge without length markings.)

Example 4.1

Let A, B be distinct points on the plane. Construct the perpendicular bisector
of AB.
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Solution

Q

A B

P

Draw the circle with centre A passing through B, and the circle with centre B

passing through A. The two circles meet in points P and Q, and the line PQ

is the required perpendicular bisector.

Example 4.2

Let A, B be distinct points on the plane, and let C be a point not on the line
segment AB. Draw a line through C perpendicular to AB. (In the days when
formal geometry was taught in schools, this was called dropping a perpen-
dicular from C on to AB.)

Solution

A

C

BP Q

Draw a circle with centre C meeting the line AB in points P and Q. Then, as
in Example 4.1, draw the perpendicular bisector of PQ.

Remark 4.3

This construction works just as well if C lies on the line AB.
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Example 4.4

Let A, B be distinct points on the plane. Construct a square on AB.

Solution

A B

D C

Let K1 be a circle with centre A passing through B, and let K2 be a circle
with centre B passing through A. By Example 4.1 we can draw a line though
A perpendicular to AB, meeting K1 in D, and a line through B perpendicular
to AB, meeting K2 in C. Then ABCD is the required square.

Example 4.5

Let L be a line and A a point not on L. Construct a line through A parallel to
L.

Solution
Drop a perpendicular from A on to the line L, meeting L at the point B. Then
draw the perpendicular to the line AB at the point A.

These examples are by way of preliminaries to the next, more substantial,
example.

Example 4.6

Construct a square equal in area to a given rectangle.

Solution
Suppose that AD < AB. Draw a circle with centre A passing through D,

meeting the line segment AB in E. Let M be the midpoint of AB (located using
the construction in Example 4.1), and draw a circle K with AB as diameter.
As in Example 4.2, draw the line through E perpendicular to AB, meeting the
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circle K in F . The angle AFB is a right angle, and the triangles AFB and
AEF are similar. Hence

AE

AF
=

AF

AB
,

and so AF 2 = AE.AB = AD.AB. The square constructed on AF (by Example
4.4) has the same area as the rectangle ABCD.

A B

C

E

D

F

M

The classic challenge that intrigued mathematicians for two millennia was
this:

• squaring the circle: to construct, using ruler and compasses only, a square
equal in area to a given circle.

The problem is easily understood, and over many centuries attracted both
professional mathematicians and enthusiastic amateurs. No construction was
found. For a history of the problem, see [10].

Other classical challenges were

• the duplication of the cube: to construct a cube double the volume of
a given cube;

• the trisection of the angle: given an angle θ, to construct the angle θ/3.

EXERCISES

4.1. Show how to construct a square equal in area to a given parallelo-
gram.

4.2. Describe a ruler and compasses construction for the bisection of an
angle.

4.2 An Algebraic Approach

A cartesian coordinate system in the plane depends on
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(i) specifying two axes at right angles to each other, meeting at a point O, the
origin;

(ii) choosing a point I, distinct from O, on one of the axes, and giving it
coordinates (1, 0).

Let B0 be a set of points in the plane. There are two permitted operations on
the points of B0:

(1) (Ruler) through any two points of B0, draw a straight line;

(2) (Compasses) draw a circle whose centre is a point in B0, and whose radius
is the distance between two points in B0.

Any point which is an intersection of two lines, or two circles, or a line and
a circle, obtained by means of the operations (1) and (2), is said to be con-
structed from B0 in one step. Denote the set of such points by C(B0), and
let B1 = B0 ∪ C(B0). We can continue the process, defining

Bn = Bn−1 ∪ C(Bn−1) (n = 1, 2, 3, . . .) . (4.1)

A point is said to be constructible from B0 if it belongs to Bn for some n.
A point that is constructible from {O, I} is said to be constructible.

We examine Example 4.1 from this standpoint.

Example 4.7

To construct the midpoint of OI from the set B0 = {O, I}, we carry out the
following steps.

(1) Join O and I.

(2) Draw a circle with centre O, passing through I.

(3) Draw a circle with centre I, passing through O.

(4) Mark the points P , Q in which the circles intersect. Thus

B1 = {O, I, P, Q} .

(5) Join P and Q.

(6) Mark the point M in which OI and PQ meet. Thus

B2 = {O, I, P, Q, M} ,

and so the point M is constructible (from {O, I}).
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This is still very geometrical. The connection with algebra comes if we
associate each Bi with the subfield of R generated by the coordinates of the
points in Bi. Let us look again at Example 4.7. As we saw in Theorem 1.15,
the field K0 generated by B0 = {(0, 0), (1, 0)} is Q. The circles x2 + y2 = 1 and
x2 + y2 = 2x described in Steps (3) and (4) intersect in (1/2,±√

3/2), and so
the field K1 generated by B1 = {(0, 0), (1, 0), (1/2,±√

3/2)} is Q[
√

3]. Finally,
M is the point (1/2, 0), and so the field K2 generated by

B2 = {(0, 0), (1, 0), ( 1
2 ,± 1

2

√
3), ( 1

2 , 0)}
is still Q[

√
3]. It is no accident that [K2 : Q] = 2:

Theorem 4.8

Let P be a constructible point, belonging (in the notation of (4.1)) to Bn, where
B0 = {(0, 0), (1, 0)}. For n = 0, 1, 2, . . ., let Kn be the field generated over Q

by Bn. Then [Kn : Q] is a power of 2.

Proof

It is clear that [K0 : Q] = 1 = 20. We suppose inductively that [Kn−1 : Q] = 2k

for some k ≥ 0. We require to show that [Kn : Kn−1] is a power of 2.
New points in Bn are obtained by

(1) the intersection of two lines; or

(2) the intersection of a line and a circle; or

(3) the intersection of two circles.

Case (1) is the easiest. Suppose that we have lines AB and CD, where
A = (a1, a2), B = (b1, b2), C = (c1, c2), D = (d1, d2), and that all these
coordinates are in Kn−1. The equations of the lines are

(y − b2)(a1 − b1) = (x − b1)(a2 − b2) , (y − d2)(c1 − d1) = (x − d1)(c2 − d2) ,

and the coordinates of their intersection are obtained by solving these two
simultaneous linear equations. The details are unimportant: the crucial obser-
vation is that the solution process involves only rational operations (addition,
subtraction, multiplication and division), and so takes place entirely within the
field Kn−1. The coordinates of the intersection of AB and CD lie inside the
field Kn−1.

For Case (2), suppose that we have a line AB intersecting a circle with
centre C and radius PQ, where P , Q are points with coordinates in Kn−1.
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Taking the coordinates of A, B and C as in the previous paragraph, with all
coordinates in Kn−1, we must solve the equations

(y − b2)(a1 − b1) = (x − b1)(a2 − b2) ,

(x − c1)2 + (y − c2)2 = r2 ,

where r2 ∈ Kn−1. We have to solve two simultaneous equations, one linear and
one quadratic, with coefficients in Kn−1. Again the details are unimportant,
but the standard method of doing this is to express y in terms of x using the
linear equation, and then to substitute in the equation of the circle, obtaining
a quadratic equation in x, with coefficients in Kn−1. The standard solution
involves

√
∆, where ∆ is the discriminant of the quadratic equation, and so the

coordinates of the points of intersection belong to the field Kn−1[
√

∆]. (This
will coincide with Kn−1 if, by chance,

√
∆ ∈ Kn−1.)

For Case (3), suppose that we have a circle with centre A and radius r and a
circle with centre B with radius s, where r, s ∈ Kn−1. With the same notation
as before, we must solve the simultaneous equations

(x − a1)2 + (y − a2)2 = r2 ,

(x − c1)2 + (y − c2)2 = s2 .

By subtraction we obtain a linear equation (in fact the equation of the chord
connecting the points of intersection of the circles) and so we have reduced this
case to Case (2).

The conclusion is that the elements in Kn are either in Kn−1 or in
Kn−1[

√
∆] for some ∆ in Kn−1. Hence, for some k ≥ 0,

Kn = Kn−1(
√

∆1,
√

∆2, . . . ,
√

∆k) ,

and so [Kn : Kn−1] is a power of 2.

In the light of this theorem, we now consider the three classical problems
mentioned at the beginning of the chapter.

Duplicating the Cube
If (without loss of generality) we suppose that the original cube has side of
length 1, we must extend the field Q, using the construction rules, to a field K

containing an element α such that α3 = 2. The polynomial X3−2 is irreducible,
by the Eisenstein criterion (Theorem 2.27), and so

[
Q[α] : Q

]
= 3. Hence

[K : Q] is divisible by 3, and this is impossible, by Theorem 4.8.

Trisecting the Angle
It is straightforward (see Exercise 4.2) to give a ruler and compasses construc-
tion for the bisection of a given angle. Trisection is a different story. Suppose
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that we have an angle 3θ, which is “known”, in the sense that we know its
cosine. Suppose that cos 3θ = c. We need to construct the number cos θ. Now

cos 3θ = 4 cos3 θ − 3 cos θ ,

and so we need to find a root α of the equation 4X3−3X−c = 0. If, for example,
3θ = π/2, so that c = 0, then the polynomial factorises as X(4X2 − 3), and so[
Q[α] : Q

]
=

[
Q[

√
3] : Q

]
= 2. In this case (see Exercise 4.4) we can construct

a trisector. On the other hand, if 3θ = π/3, so that c = 1/2, then we are
looking at the polynomial f(X) = 8X3 − 6X − 1. It factorises if and only if
g(X) = f(X/2) = X3 − 3X − 1 factorises. If g(X) factorises over Q then it
factorises over Z, by Gauss’s lemma (Theorem 2.24). One of the factors must
be linear, and must be either X − 1 or X + 1. (See Example 2.26.) However,
g(1) = −3 �= 0 and g(−1) = 1 �= 0, and so g(X), and hence f(X), is irreducible.
Thus

[
Q[α] : Q

]
= 3, and so no ruler and compasses construction is possible.

Squaring the Circle
Suppose that we have a circle of radius 1. Its area is π, and so the algebraic
challenge is to construct the number

√
π. Now, as mentioned earlier, the num-

ber π is transcendental, and since Q(π) ⊆ Q(
√

π), the degree [Q(
√

π) : Q] is
certainly infinite. It is certainly not a power of 2, and so the construction is
not possible.

This last very brief proof is of course in danger of concealing the real issue,
which is the transcendentality of π. The proof of this (see [1]) is not algebraic,
and would take us beyond the scope of this book. Suffice it to say that Lin-
demann’s proof of 1882 was one of the major achievements of 19th-century
mathematics.

We shall return to ruler and compasses constructions in Chapter 9.

EXERCISES

4.3. Examine the field extensions involved in the construction of the bi-
sector of an angle.

4.4. Describe ruler and compasses constructions for the angles π/3, π/4,
π/6.
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Splitting Fields

When we consider a polynomial such as X2+2 and extend the field Q to Q[i
√

2]
by adjoining one of the complex roots of the polynomial, we obtain a “bonus”,
in that the other root −i

√
2 is also in the extended field. Over Q[i

√
2] we have

that
X2 + 2 = (X − i

√
2)(X + i

√
2) ,

We say that the polynomial splits completely (into linear factors) over
Q[i

√
2]. It is indeed clear that this must happen for a polynomial of degree

2, since the “other” factor must also be linear.
By contrast, if we look at the cubic polynomial X3 − 2, which is irreducible

over Q (by the Eisenstein criterion) and if we extend Q to Q[α], where α = 3
√

2,
we obtain the factorisation

X3 − 2 = (X − α)(X2 + αX + α2) ,

but the quadratic factor is certainly irreducible over Q[α]. (It is indeed irre-
ducible over R, since the discriminant is −3α2.) Over the complex field we have
the factorisation

X3 − 2 = (X − α)(X − αe2πi/3)(X − αe−2πi/3)

and, since e±2πi/3 = 1
2 (−1 ± i

√
3), we can say that X3 − 2 splits completely

over Q( 3
√

2, i
√

3). The degree of the extension is 6.
In general, let us consider a field K and a polynomial f in K[X]. We say

that an extension L of K is a splitting field for f over K, or that L : K is a
splitting field extension, if
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(i) f splits completely over L;

(ii) f does not split completely over any proper subfield E of L.

Thus, for example, Q[i
√

2] is a splitting field for X2+2 over Q, and Q( 3
√

2, i
√

3)
is a splitting field of X3 − 2 over Q.

Theorem 5.1

Let K be a field and let f ∈ K[X] have degree n. Then there exists a splitting
field L for f over K, and [L : K] ≤ n! .

Proof

The polynomial f has at least one irreducible factor g (which may be f itself).
If, as in Theorem 3.22, we form the field E1 = K[X]/〈g〉 and denote the element
X + 〈g〉 by α, then α has minimum polynomial g, and so g(α) = 0. Hence g has
a linear factor Y −α in the polynomial ring E1[Y ]. Moreover [E1 : K] = ∂g ≤ n.

We proceed inductively. Suppose that, for each r in {1, . . . , n − 1}, we have
constructed an extension Er of K such that f has at least r linear factors in
Er[X], and

[Er : K] ≤ n(n − 1) . . . (n − r + 1) .

Thus, in Er[X],

f = (X − α1)(X − α2) . . . (X − αr)fr ,

and ∂fr = n − r. We repeat the argument in the previous paragraph, con-
structing an extension Er+1 of Er in which fr has a linear factor X −αr+1 and
[Er+1 : Er] ≤ n − r. We conclude that

[Er+1 : K] = [Er+1 : Er] [Er : K] ≤ n(n − 1) . . . (n − r) .

Hence, by induction, there exists a field En such that f splits completely over
En, and [En : K] ≤ n! .

Now let L = Q(α1, α2, . . . , αn) ⊆ En, where α1, α2, . . . , αn (not necessarily
all distinct) are the roots of f in En. Then f splits completely over L, and
cannot split completely over any proper subfield of L.

Example 5.2

Consider the polynomial

f = X5 + X4 − X3 − 3X2 − 3X + 3
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in Q[X], which has two irreducible factors:

f = (X3 − 3)(X2 + X − 1) .

Let α = 3
√

3, and let γ = (−1 +
√

5)/2, δ = (−1 − √
5)/2 be the roots of

X2 + X − 1.
If we follow a more concrete version of the procedure in the proof of Theorem

5.1 we successively obtain

E1 = Q(α) , f = (X − α)(X2 + αX + α2)(X2 + X − 1) ,

E2 = E1(αe2πi/3) , f = (X − α)(X − αe2πi/3)(X − αe−2πi/3)(X2 + X − 1) ,

E3 = E2(αe−2πi/3) , f = (X − α)(X − αe2πi/3)(X − αe−2πi/3)(X2 + X − 1) ,

E4 = E3(γ) , f = (X − α)(X − αe2πi/3)(X − αe−2πi/3)(X − γ)(X − δ) ,

E5 = E4(δ) , f = (X − α)(X − αe2πi/3)(X − αe−2πi/3)(X − γ)(X − δ) ,

where

[E1 : Q] = 3 , [E2 : E1] = 2 , [E3 : E2] = 1 , [E4 : E3] = 2 , [E5 : E4] = 1 ,

and so [E5 : Q] = 12. The field

E5 = Q(α, αe2πi/3, αe−2πi/3, γ, δ)

is a splitting field for f .
This is of course an unnecessarily cumbersome process when we are dealing

with extensions of Q. Once we know the roots of f in C, it is easy to see that
a splitting field for f over Q is Q( 3

√
3, i

√
3,

√
5).

We can in fact refer to the splitting field of a polynomial, since it is unique
up to isomorphism:

Theorem 5.3

Let K and K ′ be fields, and let ϕ : K → K ′ be an isomorphism, extending
to an isomorphism ϕ̂ : K[X] → K ′[X]. Let f ∈ K[X], and let L, L′ be
(respectively) splitting fields of f over K and ϕ̂(f) over K ′. Then there is an
isomorphism ϕ∗ : L → L′ extending ϕ.

Proof

Suppose that ∂f = n and that in L[X] we have the factorisation

f = α(X − α1)(X − α2) . . . (X − αn) ,
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where α, the leading coefficient of f , lies in K, and α1, α2, . . . , αn ∈ L. We may
suppose that, for some m ∈ {0, 1, . . . , n}, the roots α1, α2, . . . , αm are not in
K, and that αm+1, . . . , αn ∈ K. We shall prove the theorem by induction on
m.

If m = 0, then all the roots are in K, and so K itself is a splitting field for
f . Hence, in K ′[X], we have

ϕ̂(f) = ϕ(α)
(
X − ϕ(α1)

)(
X − ϕ(α2)

)
. . .

(
X − ϕ(αn)

)
;

thus K ′ is a splitting field for ϕ̂(f), and ϕ∗ = ϕ.
Suppose now that m > 0. We make the inductive hypothesis that, for every

field E and every polynomial g in E[X] having fewer than m roots outside
E in a splitting field L of g, every isomorphism of E can be extended to an
isomorphism of L.

Our assumption that m > 0 implies that the irreducible factors of f in K[X]
are not all linear. Let f1 be a non-linear irreducible factor of f . Then ϕ̂(f1) is
an irreducible factor of ϕ(f) in K ′. The roots of f1 in the splitting field L are
included among the roots α1, α2, . . . , αn, and we may suppose, without loss of
generality, that α1 is a root of f1. Similarly, the list ϕ(α1), ϕ(α2), . . . , ϕ(αn)
of roots of ϕ̂(f) includes a root β1 = ϕ(αi) of ϕ̂(f1). (We cannot assume that
i = 1.) By Theorem 3.23, there is an isomorphism ϕ′ : K(α1) → K ′(β1)
extending ϕ. Since f now has fewer than m roots outside K(α1), we can use
the inductive hypothesis to assert the existence of an isomorphism ϕ∗ : L → L′

extending ϕ′ : K(α1) → K ′(β1), and hence extending ϕ : K → K ′.

Example 5.4

Determine the splitting field over Q of the polynomial X4 − 2, and find its
degree over Q.

Solution
The polynomial X4 − 2 is irreducible over Q by the Eisenstein criterion (The-
orem 2.27). Over the complex field we have the factorisation

X4 − 2 = (X − α)(X + α)(X − iα)(X + iα) ,

where α = 4
√

2, and so the splitting field of X4 − 2 is Q(α, i). The minimum
polynomial of α over Q certainly divides X4 − 2. We know, however, from the
irreducibility of X4 −2 that there are no proper divisors of X4 −2 in Q[X], and
so the minimum polynomial is X4 − 2. Thus [Q(α) : Q] = 4. Also, i /∈ Q(α),
since Q(α) ⊆ R, and so, since i is a root of X2 + 1,

[Q(α, i) : Q(α)] = 2 .
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Hence [Q(α, i) : Q] = 8.
Dealing with extensions of Q is aided by the knowledge that every poly-

nomial in Q splits completely over C, and so the splitting field can always be
presented as a subfield of C. The next example shows that the situation in
finite fields is somewhat different.

Example 5.5

In the polynomial ring Z3[X] there are 9 quadratic monic polynomials. Taking
Z3 as {0, 1,−1}, we can write these down as

X2 X2 + 1 , X2 − 1 ,

X2 + X , X2 + X + 1 , X2 + X − 1 ,

X2 − X , X2 − X + 1 X2 − X − 1 .

We can test for irreducibility of these polynomials by determining whether they
have roots in Z3. It is clear that X2, X2 +X and X2 −X have 0 as a root, and
that X2 − 1 has the root 1. Also, X2 + X + 1 has the root 1 and X2 − X + 1
has the root −1. The remaining polynomials

X2 + 1 , X2 + X − 1 , X2 − X − 1

are irreducible over Z3. The field L = Z3[X]/〈X2 + 1〉 contains an element
α (= X + 〈X2 + 1〉) such that α2 + 1 = 0, and in the ring L[X] the polynomial
X2 +1 splits completely into (X −α)(X +α). In fact L is the splitting field for
X2 + 1 over Z3. Similarly, Z3[X]/〈X2 + X − 1〉 and Z3[X]/〈X2 − X − 1〉 are
(respectively) splitting fields for X2 + X − 1 and X2 − X − 1. Does this mean
that we have three distinct fields of order 9?

To answer this, observe that, in L (where addition takes place modulo 3
and where α2 = −1),

(α+1)2+(α+1)−1 = (α2−α+1)+(α+1)−1 = (−1−α+1)+(α+1)−1 = 0

and

(−α + 1)2 + (−α + 1) − 1 = (−1 + α + 1) + (−α + 1) − 1 = 0 .

Hence, in L[X], the polynomial X2 + X − 1 factorises into
(
X − (α + 1)

)(
X − (−α + 1)

)
.

Thus L is also a splitting field for X2 + X − 1 over Z3. Similarly, in L[X],

X2 − X − 1 =
(
X − (α − 1)

)(
X − (−α − 1)

)
,
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and so L is also a splitting field for X2 − X − 1 over Z3. From Theorem 5.3 we
then deduce that

Z3[X]/〈X2 + 1〉 
 Z3[X]/〈X2 + X − 1〉 
 Z3[X]/〈X2 − X − 1〉 .

We can even be explicit about the isomorphisms between the fields. The field
Z3[X]/〈X2+X −1〉 is generated over Z3 by an element β (= X +〈X2+X −1〉)
such that β2 +β − 1 = 0. The mapping that fixes the elements of Z3 and sends
β to α + 1 is an isomorphism from Z3[X]/〈X2 + X − 1〉 onto Z3[X]/〈X2 + 1〉.
Similarly, Z3[X]/〈X2 − X − 1〉 is generated over Z3[X] by an element γ such
that γ2 − γ − 1 = 0, and the mapping that fixes Z3 and sends γ to α − 1 is an
isomorphism.

It is clear from this example that interesting things can now be said about
finite fields. This is the topic of the next chapter.

EXERCISES

5.1. Determine the splitting fields over Q of the following polynomials,
and find their degrees over Q:

X4 − 5X2 + 6 , X4 − 1 , X4 + 1 .

5.2. Determine the splitting fields over Q of the following polynomials,
and find their degrees over Q:

X6 − 1 , X6 + 1 , X6 − 27 .

5.3. Show that the splitting field of X4 + 3 over Q is Q(i, α
√

2), where
α = 4

√
3. What is its degree over Q?

5.4. Show that the polynomial f = X3 + X2 + 1 is irreducible over Z2.
Write down the multiplication table for the splitting field K of f

over Z2, and determine the three linear factors of f in K[X].
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Finite Fields

We certainly know that finite fields exist. To summarise what we know already,
from Theorem 1.14 and (1.20) we know that a finite field K has characteristic
p, a prime number, and that its minimal subfield, known as its prime subfield,
is

{0K , 1K , 2 (1K), . . . , (p − 1) (1K)} .

The prime subfield is isomorphic to Zp, the field of integers modulo p.
Also, in Chapter 1 (Theorem 1.17 and Exercise 1.24), we established that,

for all x, y in a field K of characteristic p, and for all n ≥ 1,

(x ± y)pn

= xpn ± ypn

. (6.1)

Using the theory developed in the intervening chapters, we can give a com-
plete classification of finite fields. We need one preliminary idea, which applies
to all fields. Let

f = a0 + a1X + · · · + anXn

be a polynomial with coefficients in a field K. The formal derivative Df of
f is defined by

Df = a1 + 2a2X + · · · + nanXn−1 . (6.2)

Although this is a formal procedure and has nothing to do with the analytic
process of differentiation, the familiar formulae

D(kf) = k(Df) , D(f + g) = Df + Dg (f, g ∈ K[X], k ∈ K) (6.3)

and
D(fg) = (Df)g + f(Dg) (f, g ∈ K[X]) (6.4)

are still valid. (See Exercise 6.1.)
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Theorem 6.1

Let f be a polynomial with coefficients in a field K, and let L be a splitting
field for f over K. Then the roots of f in L are all distinct if and only if f and
Df have no non-constant common factor.

Proof

Suppose first that f has a repeated root α in L, so that f = (X − α)rg, where
r ≥ 2. Then (see Exercises 6.1 and 6.2)

Df = (X − α)r(Dg) + r(X − α)r−1g ,

and so f and Df have the common factor X − α.
Conversely, suppose that f has no repeated roots. Then, for each root α of

f in L, we have f = (X − α)g, where g(α) �= 0. Hence, from (6.4),

Df = g + (X − α)(Dg) ,

and so (Df)(α) = g(α) �= 0. Thus, by the remainder theorem (Theorem 2.18),
(X − α) |/ Df . This holds for every factor of f in L[X], and so f and Df must
be coprime.

We now state the result that classifies all finite fields:

Theorem 6.2

(i) Let K be a finite field. Then |K| = pn for some prime p and some integer
n ≥ 1. Every element of K is a root of the polynomial Xpn − X, and K is
a splitting field of this polynomial over the prime subfield Zp.

(ii) Let p be a prime, and let n ≥ 1 be an integer. There exists, up to isomor-
phism, exactly one field of order pn.

Proof

(i) Let K have characteristic p. Then K is a finite extension of Zp, of degree
n, say. If {δ1, δ2, . . . , δn} is a basis of K over Zp, then every element of K is
uniquely expressible as a linear combination

a1δ1 + a2δ2 + · · · + anδn ,

with coefficients in Zp. For each coefficient ai there are p choices, namely
0, 1, . . . , p − 1, and so there are pn linear combinations in all. Thus |K| = pn.
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The group K∗ is of order pn −1. Let α ∈ K∗. Then, by Lagrange’s theorem
(Theorem 1.19), the order of α, which is the order of the subgroup 〈α〉 generated
by α, divides pn − 1. Certainly αpn−1 = 1. Thus αpn − α = 0 and, since we
also have 0pn − 0 = 0, we conclude that every element of K is a root of the
polynomial Xpn − X.

It follows that the polynomial Xpn − X splits completely over K, since
X − α is a linear factor for each of the pn elements α of K. It clearly cannot
split completely over any proper subfield of K, and so K must be the splitting
field of Xpn − X over Zp.

(ii) Let p and n be given, and let L be the splitting field of f = Xpn − X over
Zp. Then, since the field is of characteristic p,

Df = pnXpn−1 − 1 = −1 .

Thus f and Df are certainly coprime, and so, by Theorem 6.1, Xpn − X has
pn distinct roots in L. Let K be the set consisting of those roots. We show that
K is a subfield of L. The elements 0, 1 are clearly in K. Suppose that a, b ∈ K.
Then, by (6.1),

(a − b)pn

= apn − bpn

= a − b ,

and so a − b ∈ K. Also, if b �= 0,

(ab−1)pn

= apn

(bpn

)−1 = ab−1 ,

and so ab−1 ∈ K. The field K is in fact itself the splitting field, since it contains
(indeed consists of) all the roots of Xpn − X, and clearly no proper subfield of
K has this property.

We have shown that, for all primes p and all integers n ≥ 1, there exists a
field of order pn. We have shown also that any field of order pn is the splitting
field of Xpn −X over Zp, and so, by Theorem 5.3, all such fields are isomorphic.

We have achieved a remarkably complete classification of finite fields: only
fields of prime-power order exist, and in effect, for a given p and n there is
exactly one field of order pn. We call it the Galois field of order pn, and
denote it by GF(pn). To complete the description we need to prove one final
result:

Theorem 6.3

The group of non-zero elements of the Galois field GF(pn) is cyclic.
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To prove this we need some group theory. Let G be a finite group. Recall
that the order o(a) of an element a in G is the least positive integer k such that
ak = 1 (we are writing the identity element of G as 1) and that am = 1 if and
only if o(a) divides m. The exponent e = e(G) of G is the smallest positive
integer e = e(G) with the property that ae = 1 for all a in G. The exponent
always exists (in a finite group): it is the least common multiple of the orders
of the elements of G. Since o(a) divides |G| for every a, we can deduce that
e(G) divides |G|.

In a non-abelian group G it is possible that o(a) < e(G) for all a in G. For
example, in the smallest non-abelian group S3 = {1, a, b, x, y, z}, with multipli-
cation table

1 a b x y z

1 1 a b x y z

a a b 1 z x y

b b 1 a y z x

x x y z 1 a b

y y z x b 1 a

z z x y a b 1

we have o(1) = 1, o(x) = o(y) = o(z) = 2, o(a) = o(b) = 3, and e(S3) = 6. This
cannot happen, however, if the group is abelian:

Theorem 6.4

Let G be a finite abelian group with exponent e. Then there exists an element
a in G such that o(a) = e.

Proof

Suppose that
e = pα1

1 pα2
2 . . . pαk

k ,

where p1, p2, . . . , pk are distinct primes and α1, α2, . . . , αk ≥ 1. Since e is the
least common multiple of the orders of the elements of G, there must exist an
element h1 whose order is divisible by pα1

1 : thus o(h1) = pα1
1 q1, where q1 divides

pα2
2 . . . pαk

k . Let g1 = hq1
1 . Then, for all m ≥ 1, we have gm

1 = hmq1
1 , and this

is equal to 1 if and only if pα1
1 q1 | mq1, that is, if and only if pα1

1 | m. Thus
o(g1) = pα1

1 .
Similarly, for i = 2, . . . , k, we can find an element gi of order pαi

i . Let

a = g1g2 . . . gk ,

and let n = o(a). Thus
an = gn

1 gn
2 . . . gn

k = 1
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(this is where we are using the abelian property) and so

gn
1 = g−n

2 . . . g−n
k .

Let r = pα2
2 . . . pαk

k . Then, since g−nr
i = 1 for i = 2, . . . , k, it follows that

gnr
1 = 1. Thus pα1

1 divides nr, and so, since p1 and r are coprime, pα1
1 divides

n.
Similarly, pαi

i divides n for i = 2, . . . , k, and we deduce that e | n. Since, from
the definition of the exponent, we also have n | e, we deduce that o(a) = e.

The following corollary is immediate:

Corollary 6.5

If G is a finite abelian group such that e(G) = |G|, then G is cyclic.

Proof of Theorem 6.3
Denote GF(pn) by K and, as usual, denote the abelian group of non-zero ele-
ments of K by K∗. Let e be the exponent of K∗. Then ae = 1 for all a in K∗,
and so every element of K∗ is a root of the polynomial Xe − 1. This polyno-
mial has at most e roots, and so |K∗| ≤ e. But we also have e ≤ |K∗|. Hence
e = |K∗| and so, by Corollary 6.5, K∗ is cyclic.

Remark 6.6

Since all fields of order pn are isomorphic, we can construct GF(pn) simply
by finding an irreducible polynomial f of degree n in Zp[X]. Then GF(pn) =
Zp[X]/〈f〉. There will, however, normally be may choices for f . See Example
5.5.

Example 6.7

Recall from Example 5.5 that the non-zero elements of the field GF(9) are

1, −1, α, 1 + α, −1 + α, −α, 1 − α, −1 − α ,

where α2 = −1. The orders of the elements of the group are easily computed:

o(1) = 1, o(−1) = 2, o(±α) = 4, o(±1 ± α) = 8 .

Any one of the four elements ±1 ± α is a generator of the group. For example,
the powers of 1 + α are as listed in the table below:

n 1 2 3 4 5 6 7 8
(1 + α)n 1 + α −α 1 − α −1 −1 − α α −1 + α 1
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EXERCISES

6.1. Let f , g be polynomials over a field K, with ∂f = m, ∂g = n.

(i) Show that D(f + g) = Df + Dg.

(ii) Show, by induction on m + n, that

D(fg) = (Df)g + f(Dg) .

6.2. Show, by induction on n, that D[(X − α)n] = n(X − α)n−1.

6.3. Let p be a prime. Show that there are p(p−1)/2 irreducible quadratic
polynomials in Zp[X].

6.4. Show that X2+2 is an irreducible polynomial over Z5 = {0,±1,±2}.
If α is the element X + 〈X2 + 2〉 in the field K = GF(25) =
Z5[X]/〈X2 + 2〉, show that 1 + α is a generator of the 24-element
cyclic group K∗.

6.5. Show that X4 + X + 1 is irreducible over Z2. List the powers of the
element α = X + 〈X4 + X + 1〉 of Z2[X]/〈X4 + X + 1〉.

6.6. Let K be a field of non-zero characteristic p.

(i) Show that the mapping ϕ : K → K given by

ϕ(a) = ap (a ∈ K)

is a monomorphism (called the Frobenius1 monomorphism).
Show (a) that this is an automorphism if the field is finite; (b)
that ϕ is the identity map if K = Zp.

(ii) Give an example of an infinite K where ϕ does not map onto K.

6.7. With reference to Exercises 6.4 and 6.6,

(i) find the image of α under the Frobenius automorphism of
GF(25);

(ii) in the field GF(16), find the image of α under ϕ, ϕ2 and ϕ3,
where ϕ is the Frobenius automorphism.

1 Ferdinand Georg Frobenius, 1849–1917.



7
The Galois Group

7.1 Monomorphisms between Fields

Mathematicians frequently draw a distinction between the theory of fields and
Galois theory. The distinction is to some extent artificial, but the study of fields
enters a new phase when we consider automorphisms. It is worth emphasising
that the language we use (automorphisms, groups, normal subgroups, etc.) was
not available to Galois. Even with the convenient language of abstract algebra,
the chain of argument in this chapter is long and, at times, far from easy: the
theory developed by Galois, who lacked our advantages, is surely one of the
most remarkable achievements in all mathematics.

We begin with something quite general. Let K be a field, and let S be a
non-empty set. Let M be the set of mappings from S into K. If θ, ϕ ∈ M, then
θ + ϕ, defined by

(θ + ϕ)(s) = θ(s) + ϕ(s) (s ∈ S) , (7.1)

is a mapping from S into K, and so belongs to M. Similarly, if θ ∈ M and
a ∈ K, then aθ, defined by

(aθ)(s) = aθ(s) (s ∈ S) , (7.2)

belongs to M. It is easy to verify that M is a vector space with respect to
these two operations. The zero vector in M is the mapping ζ given by

ζ(s) = 0 (s ∈ S) . (7.3)
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We shall normally denote the mapping ζ simply by 0, since the context will
usually make it clear whether we mean the zero element of K or the mapping
ζ.

A set {θ1, θ2, . . . , θn} of elements of M is linearly independent if, for all
a1, a2, . . . , an in K,

a1θ1(s) + a2θ2(s) + · · · + anθn(s) = 0

for all s in S if and only if a1 = a2 = · · · = an = 0. More compactly, we can
write the condition as

a1θ1 + a2θ2 + · · · + anθn = 0 (strictly, ζ) ⇐⇒ a1 = a2 = · · · = an = 0 .

The next result, due to Dedekind1, is concerned with the case where S is
itself a field. It will be one of the many important stages in the proof of the
fundamental result in Section 7.6.

Theorem 7.1

Let K and L be fields, and let θ1, θ2, . . . , θn be distinct monomorphisms from K

into L. Then {θ1, θ2, . . . , θn} is a linearly independent set in the vector space
M of all mappings from K into L.

Proof

We prove the theorem by induction on n. It is clearly true for n = 1, since θ1,
being a monomorphism, maps the identity 1 of K to the identity 1 of L, and
so is not the zero mapping defined by (7.3).

Assume now that we have established that every set of fewer than n distinct
monomorphisms of K into L is linearly independent. Suppose, for a contradic-
tion, that there exist a1, a2, . . . , an in L, not all zero, such that

a1θ1 + a2θ2 + · · · + anθn = 0 . (7.4)

In fact we may assume that all of the ai are non-zero: if, for example, an = 0,
then {θ1, θ2, . . . , θn−1} is linearly dependent, in contradiction to the induction
hypothesis. Dividing by an in (7.4) gives

b1θ1 + · · · + bn−1θn−1 + θn = 0 , (7.5)

where bi = ai/an (i = 1, 2, . . . , n − 1).
1 Julius Wilhelm Richard Dedekind, 1831–1916.
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The monomorphisms θ1 and θn are by assumption distinct, and so there
exists u in K such that θ1(u) �= θn(u); the element u is certainly non-zero, as
are both θ1(u) and θn(u). For every z in K,

b1θ1(uz) + · · · + bn−1θn−1(uz) + θn(uz) = 0 , (7.6)

and so, since θ1, θ2, . . . , θn are monomorphisms,

b1θ1(u)θ1(z) + · · · + bn−1θn−1(u)θn−1(z) + θn(u)θn(z) = 0 . (7.7)

Dividing this by θn(u) gives the result that, for all z in K,

b1
θ1(u)
θn(u)

θ1(z) + · · · + bn−1
θn−1(u)
θn(u)

θn−1(z) + θn(z) = 0 . (7.8)

Rewriting this as an equation concerning mappings gives

b1
θ1(u)
θn(u)

θ1 + · · · + bn−1
θn−1(u)
θn(u)

θn−1 + θn = 0 , (7.9)

where the 0 on the right now stands for the zero mapping defined by (7.3). We
subtract (7.9) from (7.5) and obtain

b1

(
1 − θ1(u)

θn(u)

)
θ1 + · · · + bn−1

(
1 − θn−1(u)

θn(u)

)
θn−1 = 0 . (7.10)

Our choice of u as an element such that θ1(u) �= θn(u) means that the coefficient
of θ1 is non-zero. Thus (7.10) implies that the set {θ1, θ2, . . . , θn−1} is linearly
dependent, in contradiction to the induction hypothesis.

Remark 7.2

It is important to realise that the set of monomorphisms from K into L is not
a subspace of the vector space M: if θ1 and θ2 are monomorphisms, and if 1K

and 1L are (respectively) the identities of K and L, then

(θ1 + θ2)(1K) = θ1(1K) + θ2(1K) = 1L + 1L �= 1L ,

and so θ1 + θ2 is not a monomorphism.
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7.2 Automorphisms, Groups and Subfields

The first result, stated and proved for fields, applies to much more general types
of algebra:

Theorem 7.3

Let K be a field. Then the set Aut K of automorphisms of K forms a group
under composition of mappings.

Proof

Composition of mappings is always associative, since, for all x in K and all α,
β and γ in Aut K,

[(α ◦ β) ◦ γ](x) = (α ◦ β)[γ(x)] = α
(
β
(
γ(x)

))
,

[α ◦ (β ◦ γ)](x) = α
(
[β ◦ γ](x)

)
= α

(
β
(
γ(x)

))
.

There exists an identity automorphism ι in AutK, defined by the property that
ι(x) = x for all x in K, and clearly ι ◦α = α ◦ ι = α for all α in AutK. Finally,
for every automorphism α in Aut K, there is an inverse mapping α−1 defined
by the property that α−1(x) is the unique z in K such that α(z) = x. This
map is also an automorphism. To see this, let x, y ∈ K, and let α−1(x) = z,
α−1(y) = t; then α(z) = x, α(t) = y, and so α(z + t) = x + y. Hence

α−1(x) + α−1(y) = z + t = α−1(α(z + t)
)

= α−1(x + y) ,

and we can show similarly that
(
α−1(x)

)(
α−1(y)

)
= α−1(xy) .

Thus α−1 ∈ G, and has the property that α ◦ α−1 = α−1 ◦ α = ι. Hence G is a
group.

We refer to Aut K as the group of automorphisms of K.

Let L be an extension of a field K. An automorphism α of L is called a K-
automorphism if α(x) = x for every x in K. The set of all K-automorphisms
of L is denoted by Gal(L : K) and is called the Galois group of L over K.
The Galois group Gal(f) of a polynomial f in K[X] is defined as Gal(L :
K), where L is a splitting field of f over K. The Galois group is the key to the
connection between classical algebra, dominated by the theory of equations,
and modern abstract algebra, and this chapter is devoted to establishing the
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properties that make it such an important idea. First, we hasten to justify the
use of the word “group”:

Theorem 7.4

Let L : K be a field extension. Then the set Gal(L : K) of all K-automorphisms
of L is a subgroup of Aut L.

Proof

Certainly ι ∈ Gal(L : K). Let α, β ∈ Gal(L : K). Then, for all x in K,

x = β−1(β(x)
)

= β−1(x) ,

and so
α
(
β−1(x)

)
= α(x) = x .

Thus αβ−1 ∈ Gal(L : K), and so, by (1.23), Gal(L : K) is a subgroup of
Aut L.

We now introduce an important idea connecting the subfields E of L con-
taining K and the subgroups H of the group Gal(L : K). For each E we define

Γ (E) = {α ∈ Aut L : α(z) = z for all z in E} ; (7.11)

and for each H we define

Φ(H) = {x ∈ L : α(x) = x for all α in H.} (7.12)

The essence of Galois theory is contained in these two mappings, and the prin-
cipal thrust of this chapter is to find conditions under which they are mutually
inverse. There are many technicalities involved in obtaining these conditions,
but these must not obscure the final goal, which is Theorem 7.34. The tech-
nicalities concern the properties of the extension L : K that will make the
maps Γ and Φ mutually inverse. We require the extension to be “normal” and
“separable”, and these two notions are explored in Sections 7.3 and 7.4.

The following property is easily established:

Theorem 7.5

Let L : K be a field extension.

(i) For every subfield E of L containing K, the set Γ (E) is a subgroup of
Gal(L : K).
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(ii) For every subgroup H of Gal(L : K), the set Φ(H) is a subfield of L

containing K.

Proof

(i) Certainly Γ (E) is non-empty, since it contains ι, the identity automorphism.
Also, Γ (E) ⊆ Gal(L : K), since every automorphism fixing all elements of E

automatically fixes all elements of K.
Let α, β ∈ Γ (E). Then, for all z in E,

α
(
β−1(z)

)
= α

(
β−1(β(z)

))
= α(z) = z ,

and so αβ−1 ∈ Γ (E). Hence, by (1.23), Γ (E) is a subgroup.

(ii) It is clear that K ⊆ Φ(H), since every automorphism in Gal(L : K) fixes
the elements of K. Let x, y ∈ Φ(H). Then, for all α in H,

α(x − y) = α(x) − α(y) = x − y ,

and so x − y ∈ Φ(H). If y �= 0, then, for all α in H,

α(xy−1) = α(x)α(y−1) = α(x)
(
α(y)

)−1 (see Exercise 7.1)

= xy−1 ,

and so xy−1 ∈ Φ(H). Thus Φ(H) is a subfield of L.

At this point we have established a two-way connection between subfields
of L containing K and subgroups of the group Gal(L : K). It is an “order-
reversing” connection:

Theorem 7.6

Let L : K be a field extension.

(i) If E1 and E2 are subfields of L containing K, then

E1 ⊆ E2 ⇒ Γ (E1) ⊇ Γ (E2) .

(ii) If H1 and H2 are subgroups of Gal(L : K), then

H1 ⊆ H2 ⇒ Φ(H1) ⊇ Φ(H2) .
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Proof

(i) Suppose that E1 ⊆ E2, and let α ∈ Γ (E2). Then α fixes every element of
E2 and so certainly fixes every element of E1. Hence α ∈ Γ (E1).

(ii) Suppose that H1 ⊆ H2, and let z ∈ Φ(H2). Then α(z) = z for every α in
H2, and so certainly for every α in H1. Hence z ∈ Φ(H1).

The next natural question is concerned with whether the two mappings Γ

and Φ are mutually inverse. In fact they need not be, as the following example
shows.

Example 7.7

Consider the extension Q(u) of Q, where u = 3
√

2. If α ∈ Gal
(
Q(u) : Q

)
, then

(
α(u)

)3 = α(u3) = α(2) = 2

and so, being real, α(u) must be equal to u. It follows that Gal
(
Q(u) : Q

)
is

the trivial group {ι}. Now, two mappings can be mutually inverse only if they
are both bijections, and here we have Γ

(
Q(u)

)
= Γ (Q) = {ι}. To look at it

another way, we have

Φ
(
Γ (Q)

)
= Φ

({ι})
= Q(u) .

Other examples have the desired property.

Example 7.8

Describe the group Gal(C : R).

Solution
If α ∈ Gal(C : R), then α(x) = x for all x in R. Let α(i) = j. Then

j2 =
(
α(i)

)2 = α(i2) = α(−1) = −1 ,

and so j = ±i. If j = i then, for all x + yi in C (with x, y in R)

α(x + yi) = α(x) + α(y)α(i) = x + yi

and so α = ι, the identity automorphism. If j = −i then α(x+yi) = x−yi. This
mapping certainly fixes the elements of R. To check that it is an automorphism,
note that

α
(
(x + yi) + (u + vi)

)
= α

(
(x + u) + (y + v)i

)
= (x + u) − (y + v)i

= (x − yi) + (u − vi) = α(x + yi) + α(u + vi) ,
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and

α
(
(x + yi) (u + vi)

)
= α

(
(xu − yv) + (xv + yu)i

)
= (xu − yv) − (xv + yu)i

= (x − yi) (u − vi) =
(
α(x + yi)

) (
α(u + vi)

)
.

We deduce that Gal(C : R) is the group {ι, κ} of order 2, where κ is the
complex conjugation mapping sending x + yi to x − yi. Since [C : R] = 2, a
prime number, there cannot be any subfields of C lying between C and R. We
have

Φ
({ι})

= C , Φ
({ι, κ})

= R .

Before considering another example, we note that the argument above lead-
ing to the conclusion that α(i) = ±i is a special case of a much more general
observation as follows:

Theorem 7.9

Let K be a field, let L be an extension of K, and let z ∈ L \ K. If z is a root
of a polynomial f with coefficients in K, and if α ∈ Gal(L : K), then α(z) is
also a root of f .

Proof

Let f = a0 + a1X + · · · + anXn, where a0, a1, . . . , an ∈ K, and suppose that
f(z) = 0. Then

f
(
α(z)

)
= a0 + a1α(z) + . . . + an

(
α(z))n

= α(a0) + α(a1)α(z) + . . . + α(an)α(zn)

= α(a0 + a1z + · · · + anzn)

= α(0) = 0 .

Example 7.10

Describe the group Gal[Q(
√

2, i
√

3) : Q]. For each of its subgroups H, determine
Φ(H).

Solution
The elements of Q(

√
2, i

√
3) are of the form a+b

√
2+ci

√
3+di

√
6. By Theorem

7.9, if α ∈ Gal
(
Q(

√
2, i

√
3), Q

)
, then α(

√
2) = ±√

2, α(i
√

3) = ±i
√

3. There
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are four elements in Gal
(
Q(

√
2, i

√
3), Q

)
, namely, ι, τ , θ and β, where ι is the

identity map, and

• τ(a + b
√

2 + ci
√

3 + di
√

6) = a − b
√

2 + ci
√

3 − di
√

6;

• θ(a + b
√

2 + ci
√

3 + di
√

6) = a + b
√

2 − ci
√

3 − di
√

6;

• β(a + b
√

2 + ci
√

3 + di
√

6) = a − b
√

2 − ci
√

3 + di
√

6.

One may verify that these are all Q-automorphisms of Q(
√

2, i
√

3). See Exercise
7.4.

The group has multiplication table

ι τ θ β

ι ι τ θ β

τ τ ι β θ

θ θ β ι τ

β β θ τ ι

The proper subgroups of this group are H1 = {ι, τ}, H2 = {ι, θ} and H3 =
{ι, β}; and

Φ(H1) = Q(i
√

3) , Φ(H2) = Q(
√

2) , Φ(H3) = Q(i
√

6) .

It is not perhaps completely obvious that there are no other subfields of
Q(

√
2, i

√
3), but this will emerge as a consequence of the theory we shall de-

velop.
The mappings Φ and Γ , together known as the Galois correspondence,

need not be mutually inverse, but they do have this weaker property:

Theorem 7.11

Let L be an extension of a field K, let E be a subfield of L containing K, and
let H be a subgroup of Gal(L : K). Then

E ⊆ Φ
(
Γ (E)

)
, H ⊆ Γ

(
Φ(H)

)
.

Proof

Let z ∈ E. The group Γ (E) is the set of all automorphisms fixing each element
of E, and so z is fixed by all the automorphisms in Γ (E). That is, z ∈ Φ

(
Γ (E)

)
.

Hence E ⊆ Φ
(
Γ (E)

)
.

Let α ∈ H. The field Φ(H) is the set of elements of L fixed by every
element of H, and so α fixes every element of Φ(H). That is, α ∈ Γ

(
Φ(H)

)
.

Hence H ⊆ Γ
(
Φ(H)

)
.
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Since we are dealing with finite extensions and finite groups, it would follow,
for example, that E = Φ

(
Γ (E)

)
, if we could show that |E| =

∣∣Φ(
Γ (E)

)∣∣.
Results concerning cardinalities of sets are therefore relevant to our goal. We
end this section with one such result. The proof is longer than one might have
expected – or hoped.

Theorem 7.12

Let L be a finite extension of a field K, and let G be a finite subgroup of
Gal(L : K). Then [L : Φ(G)] = |G|.

Proof

To prove this we need to recall some standard linear algebra. (See [3].) Let V

and W be finite-dimensional vector spaces over a field K, with dimensions m,
n, respectively, and let T : V → W be a linear mapping. The image im T of T

is the set {T (v) : v ∈ V }. It is a subspace of W , and its dimension dim(imT ) is
called the rank ρ(T ) of T . The kernel ker T of T is the set {v ∈ V : T (v) = 0}.
It is a subspace of V , and its dimension dim(ker T ) is called the nullity ν(T )
of T . A standard result in linear algebra states that

ρ(T ) + ν(T ) = dimV = m . (7.13)

If n < m, then certainly ρ(T ) ≤ n < m, and so ν(T ) > 0. Thus there exists a
non-zero vector v in V such that T (v) = 0.

In more concrete terms, if we have an n × m matrix A = [aij ]n×m with
entries in K, and an m-dimensional column vector v, the map v �→ Av is a
linear mapping from the vector space Km into the vector space Kn. From the
final sentence of the last paragraph we deduce that, if n < m, then there exists
a non-zero vector v such that Av = 0. That is, there exist v1, v2, . . . , vm in K,
not all zero, such that

a1jv1 + a2jv2 + · · · + amjvm = 0 (j = 1, 2, . . . , n) . (7.14)

We are now ready to prove the statement of the theorem. Let |G| = m

and [L : Φ(G)] = n. We show first that the statement m > n leads to a
contradiction, using the piece of linear algebra above.

So suppose that m > n, and write G = {α1 = ι, α2, . . . , αm}, where ι is
the identity map, and suppose that {z1, z2, . . . , zn} is a basis for L over Φ(G).
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Consider the n × m matrix
⎡
⎢⎢⎢⎣

α1(z1) α2(z1) . . . αm(z1)
α1(z2) α2(z2) . . . αm(z2)

...
...

...
α1(zn) α2(zn) . . . αm(zn)

⎤
⎥⎥⎥⎦ .

From (7.14) we deduce that there exist v1, v2, . . . , vm in L, not all zero, such
that

α1(zj)v1 + α2(zj)v2 + · · · + αm(zj)vm = 0 (j = 1, 2, . . . , n) . (7.15)

Let b ∈ L. We are supposing that {z1, z2, . . . , zn} is a basis for L over Φ(G),
and so there exist elements b1, b2, . . . , bn of Φ(G) such that

b = b1z1 + b2z2 + · · · + bnzn . (7.16)

Multiplying the n equations (7.15) by b1, b2, . . . , bn (respectively) gives

bjα1(zj)v1 + bjα2(zj)v2 + · · · + bjαm(zj)vm = 0 (j = 1, 2, . . . , n) . (7.17)

Now recall that, since the bj all lie in Φ(G) and the αi all lie in G, we have
bj = αi(bj) for all i and j. Thus we may rewrite the equations (7.17) as

α1(bjzj)v1 + α2(bjzj)v2 + · · · + αm(bjzj)vm = 0 (j = 1, 2, . . . , n) . (7.18)

If we add these n equations together, and make use of (7.16), we obtain

v1α1(b) + v2α2(b) + · · · + vmαm(b) = 0 .

This holds for all b in L, and so the automorphisms α1, α2, . . . , αm are linearly
dependent. By Theorem 7.1, this is impossible. Hence n ≥ m.

Next, suppose that n = [L : Φ(G)] > m. Again we use linear algebra. This
time we have subset {z1, z2, . . . , zm+1} of L which is linearly independent over
Φ(G), and we consider the m × (m + 1) matrix

⎡
⎢⎢⎢⎣

α1(z1) α1(z2) . . . α1(zm+1)
α2(z1) α2(z2) . . . α2(zm+1)

...
...

...
αm(z1) αm(z2) . . . αm(zm+1)

⎤
⎥⎥⎥⎦ .

By (7.14), there exist u1, u2, . . . , um+1 in L, not all zero, such that

αj(z1)u1 + αj(z2)u2 + · · · + αj(zm+1)um+1 = 0 (j = 1, 2, . . . , m) .
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Let us suppose that the elements u1, u2, . . . , um+1 are chosen so that as few as
possible are non-zero. We may relabel the elements so that u1, u2, . . . , ur are
non-zero, and ur+1 = · · · = um+1 = 0. So now we have

αj(z1)u1 + αj(z2)u2 + · · · + αj(zr)ur = 0 (j = 1, 2, . . . , m) . (7.19)

Dividing (7.19) by ur gives a modified set of m equations

αj(z1)u′
1 + · · · + αj(zr−1)u′

r−1 + αj(zr) = 0 (j = 1, 2, . . . , m) , (7.20)

where u′
i = ui/ur (i = 1, 2, . . . , r − 1). We defined α1 to be the identity of G,

and so the first of these equations is

z1u
′
1 + · · · + zr−1u

′
r−1 + zr = 0 . (7.21)

If all of the elements u′
1, . . . , u

′
r−1 belonged to Φ(G), then {z1, z2, . . . , zr} would

be linearly dependent over Φ(G), and we know that this is not so. Hence at
least one of u′

1, . . . , u
′
r−1 does not belong to Φ(G): without loss of generality, we

may suppose that u′
1 /∈ Φ(G). That is, u′

1 is not fixed by every automorphism
in G, and so there is an automorphism in G, which we may take to be α2, such
that

α2(u′
1) �= u′

1 . (7.22)

We apply α2 to the equations (7.21): for j = 1, 2, . . . , m,

(α2αj)(z1)α2(u′
1) + · · · + (α2αj)(zr−1)α2(u′

r−1) + α2αj(zr) = 0 . (7.23)

Now, since G is a group, the set {α2α1, α2α2, . . . , α2αm} is the same as the
set {α1, α2, . . . , αm}: only the order of the elements is different. Hence we may
change the order of the listed equations (7.23) and obtain

αj(z1)α2(u′
1)+ · · ·+αj(zr−1)α2(u′

r−1)+αj(zr) = 0 (j = 1, 2, . . . , m) . (7.24)

Subtracting (7.24) from (7.20) gives, for j = 1, 2, . . . , m,

αj(z1)
(
u′

1 − α2(u′
1)

)
+ · · · + αj(zr−1)

(
u′

r−1 − α2(u′
r−1)

)
= 0 . (7.25)

Let vi = u′
i −α2(u′

i) for i = 1, 2, . . . , r − 1 and vi = 0 for i = r, r +1, . . . , m+1.
Then (7.25) becomes

αj(z1)v1 + · · · + αj(z2)v2 + · · · + αj(zm+1)vm+1 = 0 (j = 1, 2, . . . , m) .

From (7.22) we know that the elements vi are not all zero, and we have arranged
that no more than r − 1 of the vi are non-zero. This is a contradiction to the
stated property of the elements u1, u2, . . . , um+1, and so we conclude that it is
not possible to have [L : Φ(G)] > m. Hence [L : Φ(G)] = m.
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EXERCISES

7.1. Let α be an automorphism of a field K. Show that

(i) α(0) = 0, and α(−x) = −(
α(x)

)
for all x in K;

(ii) α(1) = 1, and
(
α(x)

)−1 = α(x−1) for all x �= 0 in K.

7.2. Determine Aut Q and Aut Zp.

7.3. Show that ΓΦΓ = Γ and ΦΓΦ = Φ.

7.4. Verify that the mapping τ defined in Example 7.10 is a Q-automor-
phism of Q(

√
2, i

√
3)

7.5. Describe the Galois group Gal
(
Q(i +

√
2) : Q

)
.

7.6. Describe the Galois group Gal
(
GF(8) : Z2

)
.

7.3 Normal Extensions

In the next two sections, with a view to establishing the conditions under
which the maps Γ and Φ studied in the last section are mutually inverse, we
introduce two new ideas. Among the examples we have considered are two
extensions of Q, namely, Q(

√
2) and Q( 3

√
2). In the first case X2 − 2, the

minimum polynomial of
√

2, splits completely over Q(
√

2); in the second case we
see that X3 −2, the minimum polynomial of 3

√
2, does not split completely over

Q( 3
√

2). This is an important difference. However, although it is convenient at
times to consider arbitrary extensions L : K, our primary interest is with Galois
groups of polynomials, when L is a splitting field over K for some polynomial.
We shall certainly achieve this closer focus if we suppose that L : K is a normal
extension, by which we mean that every irreducible polynomial in K[X] having
at least one root in L splits completely over L. On the face of it this is a very
strong property, and indeed it is not immediately clear that even Q(

√
2) is a

normal extension of Q. However, we have the following result:

Theorem 7.13

A finite extension L of a field K is normal if and only if it is a splitting field
for some polynomial in K[X].
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Proof

One way round this is fairly straightforward. Suppose that L is a finite normal
extension, and let {z1, z2, . . . , zn} be a basis for L over K. For i = 1, 2, . . . , n,
let mi be the minimum polynomial of zi, and let m = m1m2 . . . mn. Each mi

has at least one root zi in L and so splits completely over L. Hence m splits
completely over L. Moreover, since L is generated by z1, z2, . . . , zn, it is not
possible for m to split completely over any proper subfield of L. Thus L is a
splitting field for m over K.

We turn now to the more surprising converse result. Suppose that E is a
splitting field for some polynomial g over K, and let f , with degree at least 2,
be an arbitrarily chosen irreducible polynomial in K[X], having a root α in E.
We must show that f splits completely over E. The polynomial fg certainly
lies in E[X], and has a splitting field L containing E. Suppose that β is another
root of f in L. We have subfields of L as indicated in the following diagram, in
which the arrows denote inclusion:

L

E

K

K(α)

E(α)

K(β)

E(β)

�

������

��� ���

�

� �

��� ���

Now

[E(α) : E] [E : K] = [E(α) : K] = [E(α) : K(α)] [K(α) : K] , (7.26)

and

[E(β) : E] [E : K] = [E(β) : K] = [E(β) : K(β)] [K(β) : K] . (7.27)

Since α and β are roots of the same irreducible polynomial f , it follows from
Corollary 3.24 that there is a K-isomorphism ϕ from K(α) onto K(β). Cer-
tainly

[K(α) : K] = [K(β) : K] . (7.28)

Since E is a splitting field for g over K, it follows that E(α) is a splitting
field for g over K(α) and E(β) is a splitting field for g over K(β). Hence, by
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Theorem 5.3, there is an isomorphism ϕ∗ from E(α) onto E(β), extending the
K-isomorphism ϕ from K(α) onto K(β). It follows in particular that

[E(α) : K(α)] = [E(β) : K(β)] . (7.29)

Now [E(α) : E] = 1, since α ∈ E by assumption. Hence

[E(β) : E
]
[E : K] = [E(β) : K(β)] [K(β) : K] (by (7.27))

= [E(α) : K(α)] [K(α) : K] (by (7.28) and (7.29))

= [E(α) : E] [E : K] (by (7.26))

= [E : K] .

Thus [E(β) : E] = 1 and so β ∈ E, as required.

Two corollaries are worth recording at this stage:

Corollary 7.14

Let L be a normal extension of finite degree over a field K, and let E be a
subfield of L containing K. Then every K-monomorphism from E into L can
be extended to a K-automorphism of L.

Proof

Let ϕ be a K-monomorphism from E into L. By Theorem 7.13, there exists a
polynomial f such that L is a splitting field for f over K. It is also a splitting
field for f over each of the fields E and ϕ(E). By Theorem 5.3 (with L′ = L),
we deduce that there is a K-automorphism ϕ∗ of L extending ϕ.

Example 7.15

Let K = Q, E = Q(
√

2), L = Q(
√

2,
√

5). Let ϕ be the K-monomorphism from
E to L defined by ϕ(a+b

√
2) = a−b

√
2. Then ϕ extends to a Q-automorphism

ϕ∗ of L, given by

ϕ∗(a + b
√

2 + c
√

5 + d
√

10) = a − b
√

2 + c
√

5 − d
√

10 .

Corollary 7.16

Let L be a normal extension of finite degree over a field K. If z1 and z2 are roots
in L of an irreducible polynomial in K[X], then there exists a K-automorphism
θ of L such that θ(z1) = z2.
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Proof

By Theorem 3.24, there is a K-isomorphism from K(z1) onto K(z2). By Corol-
lary 7.14, this extends to a K-automorphism θ of L.

Example 7.17

Let K = Q and let L = Q(u, i
√

3), where u = 3
√

2. Then L, being the splitting
field over Q of X3−2, is a normal extension. The set {1, u, u2, i

√
3, ui

√
3, u2i

√
3}

is a basis for L over Q. Consider the two roots u and ue2πi/3 of the polynomial
X3 − 2, which is certainly irreducible over Q. There is a Q-isomorphism θ :
Q(u) → Q(ue2πi/3), and by Corollary 7.16 this extends to a Q- automorphism
θ∗ of L. Any Q-automorphism of L maps i

√
3 to ±i

√
3. If we choose θ∗(i

√
3) =

i
√

3, then, recalling that e2πi/3 = 1
2 (−1 + i

√
3), we deduce that

θ∗(u2) = 1
2 (−u2 − u2i

√
3), θ∗(ui

√
3) = 1

2 (−ui
√

3 − 3u) ,

θ∗(u2i
√

3) = 1
2 (−u2i

√
3 + 3u2) ,

and so the required extension is defined by

θ∗(a1 + a2u + a3u
2 + a4i

√
3 + a5ui

√
3 + a6u

2i
√

3)

=
1
2

(
2a1 + (−a2 − 3a5)u + (−a3 + 3a6)u2 + 2a4i

√
3

+ (a2 − a5)ui
√

3 + (−a3 − a6)u2i
√

3
)

.

It is possible, but unacceptably tedious, to verify directly that θ∗ is a Q-
automorphism.

It seems clear, in the words of “1066 and All That”, that normal extensions
are a Good Thing. So it will be helpful to know that we can always extend a
finite extension to make it normal. More precisely, if L is a finite extension of
a field K, a field N containing L is said to be a normal closure of L over
K if

(i) it is a normal extension of K; and

(ii) if E is a proper subfield of N containing L, then E is not a normal extension
of K.

The following theorem states in effect that normal closures exist and are unique:

Theorem 7.18

Let L be a finite extension of a field K. Then,
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(i) there exists a normal closure N of L over K;

(ii) if L′ is a finite extension over K such that there is a K-isomorphism ϕ :
L → L′, and if N ′ is a normal closure of L′ over K, then there is a K-
isomorphism ψ : N → N ′ such that the diagram

K L′ N ′

K L N

�

�

�

�

� � �
ι ϕ ψ

(in which ι is the identity map and unmarked maps are inclusions) com-
mutes.

Proof

(i) Let {z1, z2, . . . , zn} be a basis for L over K. Each zi is algebraic over K,
with minimum polynomial mi (say). Let m = m1m2 . . . mn, and let N be a
splitting field for m over K. By the proof of Theorem 7.13, N is a normal
extension of K. It contains all the roots of each of the polynomials mi, and so
certainly contains z1, z2, . . . , zn. Hence N contains L. Let E be a subfield of N

containing L, and suppose that E is normal. For each i in {1, 2, . . . , n} the field
E contains one root of mi, namely zi. By the definition of normality it follows
that E contains all the roots of all the mi, and so E = N . We have shown that
N is a normal closure.

(ii) Let N ′ be a normal closure of L′ over K. Every element of L has a unique
expression a1z1 + a2z2 + · · · + anzn, where a1, a2, . . . , an ∈ K. Let u′ = ϕ(u)
be an arbitrary element of L′. Then there is a unique n-tuple (a1, a2, . . . , an)
of elements of K such that

u′ = ϕ(u) = ϕ(a1z1 + a2z2 + · · · + anzn) = a1ϕ(z1) + a2ϕ(z2) + · · · + anϕ(zn) ,

and it is easy to see that {ϕ(z1), ϕ(z2), . . . , ϕ(zn)} is a basis for L′ over K. The
isomorphism ϕ also ensures that, for i = 1, 2, . . . , n, the minimum polynomial of
ϕ(zi) is ϕ̂(mi) (where ϕ̂ denotes the canonical extension of ϕ to the polynomial
ring L[X]). Since N ′ is by assumption a normal extension of L′, it must contain
all the roots of all of the ϕ̂(mi), and must in fact be a splitting field of ϕ̂(m) =
ϕ̂(m1)ϕ̂(m2) . . . ϕ̂(mn). The existence of the isomorphism ψ now follows from
Theorem 5.3.

Corollary 7.19

Let L be a finite extension of K and let N be a normal closure of L. Then

N = L1 ∨ L2 ∨ · · · ∨ Lk ,
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where L1, L2, . . . Lk are subfields containing K, each of them isomorphic to L.

Proof

By the theorem just proved, we may suppose that L = K(z1, z2, . . . , zn), that
m1, m2, . . . , mn are (respectively) the minimum polynomials of z1, z2, . . . , zn,
and that N is a splitting field over K for the polynomial m1m2 . . . mn. Let
i ∈ {1, 2, . . . , n} and let z′

i be a root of mi. Then, for all choices of i and z′
i, the

field
K(z1, . . . , zi′ , . . . zn) (7.30)

is isomorphic to L. The field N is generated over K by the set {α1, α2, . . . , αk}
of all the roots of all the polynomials m1, m2, . . . , mn, and hence by the fields
of type (7.30).

Example 7.20

Determine the normal closure of K = Q( 3
√

2) over Q.

Solution
A basis for K over Q is {1, u, u2}, where u = 3

√
2. The elements of the basis

have minimum polynomials X −1, X3 −2, X3 −4, respectively, and the routine
in part (i) of the proof above would require us to find the splitting field of
(X − 1)(X3 − 2)(X3 − 4). Obviously the factor X − 1 is irrelevant here, since
it already splits over Q. We know that, over the field Q(u, i

√
3),

X3 − 2 = (X − u)(X − ue2πi/3)(X − ue−2πi/3) ,

and it is easy to see that, over the same field,

X3 − 4 = (X − u2)(X − u2e2πi/3)(X − u2e−2πi/3) .

The conclusion is that the normal closure is Q(u, i
√

3).

The following characterisation of normal extensions will be used later in the
chapter:

Theorem 7.21

Let L be a finite normal extension of a field K, and let E be a subfield of
L containing K. Then E is a normal extension of K if and only if every K-
monomorphism of E into L is a K-automorphism of E.
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Proof

Suppose first that E is a normal extension, so that E is its own normal closure.
Let ϕ be a K-monomorphism from E into L, and let z ∈ E. Let m = Xn +
an−1X

n−1 + · · · + a1X + a0 be the minimum polynomial of z over K. Then

zn + an−1z
n−1 + · · · + a1z + a0 = 0

and so, applying ϕ to this equality, we obtain
(
ϕ(z)

)n + an−1
(
ϕ(z)

)n−1 + · · · + a1ϕ(z) + a0 = 0 .

Thus ϕ(z) is also a root of m in L. But z, an element of E, is a root of the
irreducible polynomial m, and so, since E is normal, m splits completely over
E. It follows that ϕ(z) ∈ E. Thus ϕ(E) is a field contained in E. From Exercise
3.1,

[ϕ(E) : K] = [ϕ(E) : ϕ(K)] = [E : K] = [E : ϕ(E)][ϕ(E) : K] ,

and so ϕ(E) = E. Thus ϕ is a K-automorphism of E.
Conversely, suppose that every K-monomorphism from E into L is a K-

automorphism of E. Let f be an irreducible polynomial in K[X] having a root
z in E. To establish that E is a normal extension of K we require to show that
f splits completely over E. Certainly, since L is normal, f splits completely
over L. Let z′ be another root of f in L. Then, by Corollary 7.16, there is a
K-automorphism ψ of L such that ψ(z) = z′. Let ψ∗ be the restriction of ψ to
E. Then ψ∗ is a K-monomorphism from E into L, and so, by our assumption,
is a K-automorphism of E. Thus z′ = ψ(z) = ψ∗(z) ∈ E, and we have shown
that E is normal.

EXERCISES

7.7. Let L be a normal extension of a field K, and let E be a subfield of
L containing K. Show that L is a normal extension of E.

7.8. Determine the normal closure of Q( 4
√

2) over Q.

7.4 Separable Extensions

Some of the ideas in this section have already been touched upon in the last
chapter, but it is useful at this stage to explore the topic a little further. If f is
an irreducible polynomial with coefficients in a field K, the automorphisms in
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Gal(f) permute the roots of f in the splitting field L. Since the study of these
permutations would be hampered if f had repeated roots in L, there is a good
case for restricting to extensions where this does not happen. An irreducible
polynomial f with coefficients in a field K is said to be separable over K if
it has no repeated roots in a splitting field. That is, in a splitting field L of f ,

f = k(X − α1)(X − α2) . . . (X − αn) ,

where the roots α1, α2, . . . , αn are all distinct. More generally,

• an arbitrary polynomial g in K[X] is called separable over K if all its
irreducible factors are separable over K;

• an algebraic element in an extension L of K is called separable over K

if its minimum polynomial is separable over K;

• an algebraic extension L of K is called separable if every α in L is sepa-
rable over K;

• a field K is called perfect if every polynomial in K[X] is separable over
K.

Separability is the second property (after normality) that will ensure that
the maps Φ and Γ are mutually inverse. Fortunately separability is in the most
interesting cases guaranteed, for we shall see that all fields of characteristic zero
and all finite fields are perfect.

From Theorem 6.1 we know that the irreducible polynomial f has repeated
roots in its splitting field if and only if f and Df have a non-trivial common
factor. This is the key to the next observation.

Theorem 7.22

Let f be an irreducible polynomial with coefficients in a field K.

(i) If K has characteristic 0, then f is separable over K.

(ii) If K has finite characteristic p, then f is separable unless it is of the form

b0 + b1X
p + b2X

2p + · · · + bmXmp .

Proof

Let f = a0 + a1X + . . . + anXn, with ∂f = n ≥ 1, and suppose that f is not
separable. Then f and Df have a common factor d of degree at least 1. Since
f is irreducible, the factor d must be a constant multiple (an associate) of f ,
and this cannot divide Df unless

Df = a1 + 2a2X + · · · + nanXn−1
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is the zero polynomial. Hence,

a1 = 2a2 = · · · = nan = 0 . (7.31)

If K has characteristic 0, this implies that f is the constant polynomial a0, and
we have a contradiction. Thus f must be separable.

Suppose now that char K = p. Then rar = 0 implies that ar = 0 if and
only if p |/ r. Hence the only non-zero terms in f are of the form akpX

kp, for
k = 0, 1, 2, . . . . Writing akp as bk gives the required conclusion.

From Part (i) of the theorem we immediately have the following conclusion:

Corollary 7.23

Every field of characteristic 0 is perfect.

For fields of finite characteristic the situation is more complicated. We must
examine conditions under which a polynomial f(X) = g(Xp) = b0 + b1X

p +
b2X

2p + · · · + bmXmp is irreducible.

Theorem 7.24

Let K be a field with finite characteristic p, and let

f(X) = g(Xp) = b0 + b1X
p + b2X

2p + · · · + bmXmp .

Then the following statements are equivalent:

(i) f is irreducible in K[X];

(ii) g is irreducible in K[X], and not all of the coefficients bi are pth powers of
elements of K.

Proof

(i) ⇒ (ii). If g has a non-trivial factorisation g(X) = u(X)v(X), then f has a
factorisation

f(X) = g(Xp) = u(Xp)v(Xp) ,

and we have a contradiction. Hence g is irreducible. If bi = cp
i for i = 1, 2, . . . , m,

then, by Theorem 1.17,

f(X) = g(Xp) = cp
0 + (c1X)p + · · · + (cmXm)p

= (c0 + c1X + · · · + cmXm)p ,
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and again we have a contradiction. Hence not all of the coefficients bi are pth
powers.

(ii) ⇒ (i). We shall in fact prove the (equivalent) contrapositive version, that
¬(i) ⇒ ¬(ii). (Here the symbol ¬ stands for “not”.) Suppose that f is reducible:
we must prove either that g is reducible, or that all the coefficients of f are pth
powers. We have two cases:

1. f = ur, where r > 1 and u is irreducible;

2. f = vw, where ∂v, ∂w > 0, and v and w are coprime.

Case 1. Suppose first that p | r. Then f = (ur/p)p = hp (say). If

h = d0 + d1X + · · · + dsX
s ,

then

f = hp = (d0 + d1X + · · · + dsX
s)p = dp

0 + dp
1X

p + · · · + dp
sX

sp ,

by Theorem 1.17, and so all the coefficients of f are pth powers. We have proved
¬(ii).

Next, suppose that p |/ r. The definition of f in the statement of the theorem
assures us that Df = 0; thus

0 = Df = r(Du)ur−1

and so Du = 0. Thus we may write

u(X) = e0 + e1X
p + · · · + etX

tp = v(Xp) ,

and
g(Xp) = f(X) =

(
u(X)

)r =
(
v(Xp)

)r
.

Thus g(X) =
(
v(X)

)r, and so g is not irreducible. Again, we have proved ¬(ii).

Case 2. Since K[X] is a euclidean domain, there exist s, t in K[X] such
that

sv + tw = 1 . (7.32)

Also, from Df = 0 we deduce that

(Dv)w + v(Dw) = 0 . (7.33)

From (7.32) and (7.33) we have that

0 = (Dv)tw + tv(Dw) = (Dv)(1 − sv) + tv(Dw) ,

and so
Dv = sv(Dv) − tv(Dw) .
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Hence v | Dv. Since ∂(Dv) < ∂v, we must have that Dv = 0. Similarly, Dw = 0,
and so we may write

v(X) = d0 + d1X
p + · · · + dsX

sp ,

w(X) = e0 + e1X
p + · · · + etX

tp .

If we define v̄(X) = d0 + d1X + · · · + dsX
s and w̄(X) = e0 + e1X + · · · + etX

t,
then

g(Xp) = f(X) = v(X)w(X) = v̄(Xp)w̄(Xp) ,

and so g(X) = v̄(X)w̄(X). Thus g is not irreducible. Again, we have proved
¬(ii), and the proof is complete.

We can now establish the following result:

Theorem 7.25

Every finite field is perfect.

Proof

Let K be a finite field of characteristic p. Then (see Exercise 6.6) the Frobenius
mapping a �→ ap is an automorphism of K, and so every element of K is a pth
power. From Theorem 7.22, the only candidate for an inseparable irreducible
polynomial is something of the form

f = b0 + b1X
p + · · · + bmXmp .

However, since all the coefficients are pth powers, Theorem 7.24 tells us that
even polynomials of this form are reducible. Hence K is perfect.

Since all fields of characteristic zero and all finite fields are perfect, it is
reasonable to ask whether there are any “imperfect” fields at all. Evidently,
such a field has to be infinite and of finite characteristic, and so far we have
not explicitly mentioned any such field. The most obvious example, however,
is K = Zp(X), the field of all rational forms with coefficients in Zp. For poly-
nomials with coefficients in K we must use a different letter, such as Y , for
the indeterminate. We look at the polynomial Y p − X in K[Y ]. By Theorem
7.24, this is irreducible unless −X is a pth power in the field K, that is, unless
there exists an element u(X)/v(X) in K such that [u(X)/v(X)]p = −X. If we
suppose that such an element exists, we deduce that −X[v(X)]p = [u(X)]p.
But then p | ∂

(
[u(X)]p

)
and p |/ ∂

(
X[v(X)]p

)
, and so we have a contradiction.

Thus f(Y ) = Y p − X is irreducible in K[Y ]. Let L be a splitting field for f
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over K, and let α be a root of f in L. Thus αp = X, and the factorisation of
f in L is

f(Y ) = Y p − X = Y p − αp = (Y − α)p .

The polynomial f is as inseparable as it is possible to be!

We shall have occasion later in the chapter to make use of the following
observation:

Theorem 7.26

Let L be a finite separable extension of a field K, and let E be a subfield of L

containing K. Then L is a separable extension of E.

Proof

Let α ∈ L, and let mK , mE be the minimum polynomials of α over K and
E, respectively. Suppose that mK is separable. Within E[X] we can use the
division algorithm

mK = qmE + r (∂r < ∂mE) ,

and it follows that

r(α) = mK(α) − q(α)mE(α) = 0 − 0 = 0 .

This is a contradiction to the minimality of the polynomial mE unless r = 0.
Hence mK = qmE in the ring E[X].

If mE is not separable, then there is a non-constant polynomial g dividing
mE and DmE . Since DmK = qDmE + mEDq, it follows that g divides mK

and DmK . This can happen only if mK has at least one repeated root in a
splitting field, and so we have a contradiction. Hence mE is separable.

Remark 7.27

We emphasise at this stage that, by Corollary 7.23, separability is guaranteed
for fields of characteristic 0. In the next chapter, when we come to the appli-
cations of Galois theory to polynomial equations, we will (as is reasonable in a
first course) confine ourselves to fields of characteristic zero, and so separability
ceases to be an issue.

EXERCISES

7.9. The idea of a formal derivative can be extended to the field K(X)
of rational forms with coefficients in K by defining, for f , g (�= 0) in
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K[X],
D(f/g) = (gDf − fDg)/g2 .

Show that, for all u, v in K(X),

D(u + v) = Du + Dv , D(uv) = vDu + uDv ,

D(u/v) = (vDu) − uDv)/v2 .

7.10. Let K be a field with characteristic p. Show that K is perfect if and
only if the Frobenius monomorphism ϕ : a �→ ap is an automor-
phism of K.

7.11. Let K be a field with characteristic p. An algebraic extension L of K

is called totally inseparable if every element of L\K is inseparable.
Show that every element of L has a minimum polynomial of the form
Xpn

+ a0, where a0 ∈ K.

7.5 The Galois Correspondence

A finite extension of a field K that is both normal and separable is called a
Galois extension. The object of this section is to prove that for a Galois
extension the mappings Γ and Φ are mutually inverse. This is a deep result,
and we still have some spadework to do.

If we look at Q(
√

2, i
√

3) and Q( 3
√

2, i
√

3), we notice that in both cases
the order of the Galois group is equal to the degree over Q of the extension.
Both of those examples are Galois extensions: they are certainly separable,
by Corollary 7.23, and they are normal, being splitting fields (respectively)
for (X2 − 2)(X2 + 3) and X3 − 2. We now set out to show that these are
special cases of a general result. We shall prove first that, if L : K is a normal,
separable extension of degree n, and G is the Galois group of L over K, then
|G| = [L : K]. In fact, it is useful to begin with something slightly more general:

Theorem 7.28

Let L : K be a separable extension of finite degree n. Then there are precisely
n distinct K-monomorphisms of L into a normal closure N of L over K.

Proof

The proof is by induction on the degree [L : K]. If [L : K] = 1, then L = K =
N , and the only K-monomorphism of K into N is the identity mapping ι.
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Suppose now that the result is established for all n ≤ k − 1, and suppose
that [L : K] = k > 1. Let z1 ∈ L \ K, and let m (with ∂m = r ≥ 2) be the
minimum polynomial of z1 over K. Thus K ⊂ K(z1) ⊆ L, and [K(z1) : K] = r.
Then m, being irreducible and having one root z1 in the normal extension N ,
splits completely over N . Since L is separable, the roots of m are all distinct:
suppose that the roots are z1, z2, . . . , zr. Let [L : K(z1)] = s; then 1 ≤ s < k,
and rs = k.

The field N is a normal closure of L over K(z1), and so, by the induction
hypothesis, we may suppose that the number of K(z1)-monomorphisms from
L into N is precisely s: denote them by µ1, µ2, . . . , µs. By Corollary 7.16 there
are r distinct K-automorphisms λ1, λ2, . . . , λr of N , where λi(z1) = zi (i =
1, 2, . . . , r). Define maps ϕij : L → N by

ϕij(x) = λi

(
µj(x)

)
(x ∈ L ; i = 1, 2, . . . , r ; j = 1, 2, . . . , s) . (7.34)

The definitions make it clear that the maps are all K-monomorphisms.
We show that the maps ϕij are all distinct. First observe that

ϕij(z1) = λi

(
µj(z1)

)
= λi(z1) = zi. (7.35)

Hence, if ϕij = ϕpq, it follows that i = p. Suppose now that ϕij = ϕiq. Then,
for all x in L,

λi

(
µj(x)

)
= λi

(
µq(x)

)
.

Since λi is one–one, it follows that µj(x) = µq(x) for all x in L, and so j = q.
Thus the maps ϕij are all distinct, and from (7.34) we now deduce that there
are at least rs = k distinct K-monomorphisms from L into N .

To show that there are no more than k, we must show that every K-
monomorphism ψ from L into N coincides with one of the maps ϕij . The
map ψ must map z1 to another root zi of m in N . Let χ : L → N be defined
by

χ(x) = λ−1
i

(
ψ(x)

)
.

This is certainly a K-monomorphism; indeed, since

χ(z1) = λ−1
i

(
ψ(z1)

)
= λ−1

i (zi) = z1 (x ∈ L) ,

it is a K(z1)-monomorphism, and so must coincide with one of µ1, µ2, . . . , µs,
say µj . Thus, for all x in L,

µj(x) = λ−1
i

(
ψ(x)

)
,

and so ψ(x) = λi

(
µj(x)

)
. Thus ψ = ϕij .

If, in the statement of the Theorem 7.28, we suppose that L is normal as
well as separable, then L is its own normal closure, and we obtain the following
important corollary:



7. The Galois Group 117

Corollary 7.29

Let L be a Galois extension of K, and let G be the Galois group of L over K.
Then |G| = [L : K].

We shall eventually see that normality and separability are the conditions
required for the maps Γ and Φ defined by (7.11) and (7.12) to be mutually
inverse. The next theorem establishes part of that result:

Theorem 7.30

Let L be a finite extension of K. Then Φ
(
Gal(L : K)

)
= K if and only if L is

a separable normal extension of K.

Proof

Suppose that L is a separable and normal extension of K, and let [L : K] = n.
By Corollary 7.29, |Gal(L : K)| = n. Denote Φ

(
Gal(L : K)

)
by K ′; then,

from Theorem 7.11, we know that K ⊆ K ′. By Theorem 7.12, we have that
[L : K ′] = n. Hence, since K ⊆ K ′ and [L : K] = [L : K ′], it follows from
Exercise 3.1 that K = K ′.

Conversely, suppose that K = K ′. Let

Gal(L : K) = {ϕ1 = ι, ϕ2, . . . , ϕn} .

Let f be an irreducible polynomial in K[X] having a root z in L. To show that
L is normal, we need to establish that f splits completely over L.

The images of z under the K-automorphisms ϕ1, ϕ2, . . . , ϕn need not all
be distinct: we know that ϕ1(z) = z, and we may re-label the elements of
Gal(L : K) so that ϕ2(z), . . . , ϕr(z) are the remaining distinct images of z

under the automorphisms in Gal(L : K). For notational simplicity, let us write
ϕi(z) = zi (i = 1, 2, . . . , r). Note that z1 = z.

Lemma 7.31

For each ϕj in Gal(L : K), the sets

{z1, z2, . . . , zr} and {ϕj(z1), ϕj(z2), . . . , ϕj(zr)}
are identical.
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Proof

We note that ϕj(zi) is equal to (ϕjϕi)(z), and this is equal to zk for some
k, since ϕjϕi ∈ Gal(L : K). Since ϕj is one–one, we conclude that it merely
permutes the elements z1, z2, . . . , zr.

Now let g be the polynomial

(X − z1)(X − z2) . . . (X − zr) = Xr − e1X
r−1 + · · · + (−1)rer , (7.36)

where the coefficients e1, e2, . . . , er are the elementary symmetric functions

e1 =
r∑

i=1

zi , e2 =
∑
i�=j

zizj , . . . , er = z1z2 . . . zr .

These coefficients are unchanged by any permutation of z1, z2, . . . , zr, and so, by
Lemma 7.31, are unchanged by each ϕj in Gal(L : K). Thus g is a polynomial
with coefficients in Φ

(
Gal(L : K)

)
, which (we are assuming) coincides with K.

Recall now that z was defined to be a root in L of the irreducible polynomial
f in K[X].

Lemma 7.32

The polynomial g defined by (7.36) is the minimum polynomial of z over K.

Proof

We must show that every polynomial in K[X] having z as a root is divisible
by g. So suppose that

h = a0 + a1X + · · · + amXm ,

with coefficients in K, is such that

a0 + a1z + · · · + amzm = 0 .

We can apply each ϕj to this relation: since ϕj leaves the coefficients ai un-
changed, we obtain

a0 + a1zj + · · · + amzm
j = 0 (j = 1, 2, . . . r) ,

and it follows that h is divisible by each of X − z1, X − z2, . . ., X − zr. Thus
h is divisible by g.
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Now, among the polynomials in K[X] having a root z in L is the polynomial
f with which (some time ago) we began. By Lemma 7.32, f is divisible by g,
and so, since f was supposed to be irreducible, f is a constant multiple of g.
Since g splits completely over L, so does f . Moreover, all its roots are distinct,
and so L is, as required, a separable normal extension of K.

We end this section with another theorem concerning separable normal
extensions:

Theorem 7.33

Let L be a Galois extension of a field K, and let E be a subfield of L containing
K. If δ ∈ Gal(L : K), then Γ

(
δ(E)

)
= δΓ (E)δ−1.

Proof

Write δ(E) = E′, Γ (E) = H and Γ (E′) = H ′. We must show that H ′ = δHδ−1.
Accordingly, let θ ∈ H; we shall show that δθδ−1 ∈ H ′. Let z′ ∈ E′ and let
z be the unique element of E such that δ(z) = z′. Then, since θ fixes all the
elements of E,

(δθδ−1)(z′) = (δθδ−1δ)(z) = δ
(
θ(z)

)
= δ(z) = z′ ,

and so δθδ−1 ∈ H ′. We have shown that δHδ−1 ⊆ H ′.
To show the opposite inclusion, let θ′ be an arbitrary element of H ′, and

let z ∈ E. Then δ(z) ∈ E′, and so θ′(δ(z)
)

= δ(z). Hence

(δ−1θ′δ)(z) = (δ−1δ)(z) = z ,

and so δ−1θ′δ ∈ Γ (E) = H. We have shown that δ−1H ′δ ⊆ H, from which it
follows immediately that H ′ ⊆ δHδ−1.

7.6 The Fundamental Theorem

This has been a long chapter. We finish it by gathering together all the bits
and pieces in order to prove a theorem which, while easy to understand, has
required a long sequence of preliminary results.

Theorem 7.34 (The Fundamental Theorem of Galois Theory)

Let L be a separable normal extension of a field K, with finite degree n.
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(i) For all subfields E of L containing K, and for all subgroups H of the Galois
group Gal(L : K),

Φ
(
Γ (E)

)
= E , Γ

(
Φ(H)

)
= H .

Also,
|Γ (E)| = [L : E] |Gal(L : K)|/|Γ (E)| = [E : K] .

(ii) A subfield E is a normal extension of K if and only if Γ (E) is a normal
subgroup of Gal(L : K). If E is a normal extension, then Gal(E : K) is
isomorphic to the quotient group Gal(L : K)/Γ (E).

Proof

(i) Let E be a subfield of L containing K. From Exercise 7.7 we know that L is a
normal extension of E. Also, by Theorem 7.26, L is a separable extension of E.
Hence, by Corollary 7.29, |Γ (E)| = [L : E]. From Theorem 3.3 and Corollary
7.29 it follows that

[E : K] = [L : K]/[L : E] = |Gal(L : K)|/|Γ (E)| .
Since Γ (E) = Gal(L : E), it follows from Theorem 7.30 that

Φ
(
Γ (E)

)
= E .

Now let H be any subgroup of the finite group Gal(L : K). From Theorem
7.11 we know that

H ⊆ Γ
(
Φ(H)

)
. (7.37)

Denote Γ
(
Φ(H)

)
by H ′. From Exercise 7.3 we have that

Φ(H) = Φ
(
Γ [Φ(H)]

)
= Φ(H ′) .

From Theorem 7.12 we have that

|H| = [L : Φ(H)] = [L : Φ(H ′)] = |H ′| .
This, together with (7.37) and the finiteness of Gal(L, K), tells us that H ′ = H.
That is,

Γ
(
Φ(H)

)
= H .

(ii) Suppose now that E is a normal extension. Let δ ∈ Gal(L : K), and let δ′

be the restriction of δ to E. Then δ′ is a monomorphism from E into L and
so, by Theorem 7.21, is a K-automorphism of E. Since δ(E) = δ′(E) = E, it
follows by Theorem 7.33 that

Γ (E) = Γ
(
δ(E)

)
= δΓ (E)δ−1 .
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Thus Γ (E) is a normal subgroup of Gal(L : K).
Conversely, suppose that Γ (E) is a normal subgroup of Gal(L : K). Let δ1

be a K-monomorphism from E into L. By Corollary 7.14, this extends to a
K-automorphism δ of L. The normality of Γ (E) within Gal(L : K) means that
δΓ (E)δ−1 = Γ (E), and hence, by Theorem 7.33,

Γ
(
δ(E)

)
= Γ (E) .

Since Γ is one–one, it follows that δ(E) = δ1(E) = E. Thus δ1 is a K-
automorphism of E. We have shown that every K-monomorphism of E into L

is a K-automorphism of E. From Theorem 7.21 it follows that E is a normal
extension of K.

It remains to show that, if E is a normal extension, then Gal(E : K) 

Gal(L : K)/Γ (E). So suppose that E is normal and, as above, let δ′ be the
restriction to E of the K-automorphism δ of L. We have seen that δ′ ∈ Gal(E :
K). Let Θ : Gal(L : K) → Gal(E : K) be defined by

Θ(δ) = δ′ .

Then Θ is a group homomorphism: for all δ1, δ2 in Gal(L : K), with Θ(δ1) = δ′
1

and Θ(δ2) = δ′
2, and, for all z in E,

(
[Θ(δ1)][Θ(δ2)]

)
(z) = (δ′

1δ
′
2)(z) = δ′

1
(
δ2(z)

)
= δ1

(
δ2(z)

)
= (δ1δ2)(z)

=
(
Θ(δ1δ2)

)
(z) .

Hence
[Θ(δ1)][Θ(δ2)] = Θ(δ1δ2) .

The kernel of this homomorphism is the set of all δ in Gal(L : K) such that
δ′ is the identity map on E, and this is none other than Γ (E). The result now
follows from Theorem 1.20.

It is convenient at this point to establish two technical consequences of
Theorem 7.34. First, let U and V be subgroups of a group G. Then it is a
routine matter to show that U ∩ V is a subgroup of G. In general U ∪ V is
not a subgroup, but there is always a smallest subgroup containing U and V ,
consisting of all products u1v1u2v2 . . . unvn (for all n) with u1, u2, . . . ∈ U ,
v1, v2, . . . ∈ V . We denote this by U ∨ V , and call it the join of U and V

Similarly, if E and F are subfields of a field K, then E ∩F is also a subfield,
and there is a subfield E ∨F = E(F ) = F (E), the join of E and F . The order-
reversing Galois correspondence established in Theorem 7.34 has the following
consequence:
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Theorem 7.35

Let L be a Galois extension of finite degree over K, with Galois group G, and
let E1, E2 be subfields of L containing K. If Γ (E1) = H1 and Γ (E2) = H2,
then

Γ (E1 ∩ E2) = H1 ∨ H2 , Γ (E1 ∨ E2) = H1 ∩ H2 .

Proof

Since E1 ⊆ E1 ∨ E2, it follows from the order-reversing property of the Galois
correspondence that Γ (E1 ∨ E2) ⊆ Γ (E1) = H1. Similarly, Γ (E1 ∨ E2) ⊆ H2,
and so

Γ (E1 ∨ E2) ⊆ H1 ∩ H2 .

To show the opposite inclusion, consider an element α of H1 ∩ H2. Since
α ∈ H1 = Γ (E1), α(x) = x for all x in E1, and similarly α(y) = y for all y in
E2. Now, by Theorem 3.5, the elements of E1 ∨ E2 = E1(E2) are quotients of
finite linear combinations (with coefficients in E1) of finite products of elements
of E2, and so it follows that α(z) = z for all z in E1 ∨E2. Thus α ∈ Γ (E1 ∨E2),
and so the first assertion of the theorem is proved.

From E1 ∩ E2 ⊆ E1 it follows that H1 = Γ (E1) ⊆ Γ (E1 ∩ E2). Similarly,
H2 ⊆ Γ (E1 ∩ E2), and so

H1 ∨ H2 ⊆ Γ (E1 ∩ E2) .

To show the opposite inclusion, let x be an element of L not in E1 ∩ E2 – say
x /∈ E1. Since E1 is precisely the fixed field of H1, there exists γ in H1 ⊆ H1∨H2

such that γ(x) �= x. We deduce that x /∈ E1 ∩E2 implies x /∈ Φ(H1 ∨H2). That
is, Φ(H1 ∨ H2) ⊆ E1 ∩ E2, and the Galois correspondence gives Γ (E1 ∩ E2) ⊆
H1 ∨ H2.

In Chapter 8 we shall need the following theorem, due to Lagrange:

Theorem 7.36

Let K be a field of characteristic zero, and let f ∈ K[X]. Let

L = K(α1, α2, . . . , αn)

be a splitting field for f over K. Let M be a field containing K, and let N be
a splitting field of f over M . Then, up to isomorphism, L is a subfield of N ,
and Gal(N : M) 
 Gal(L : M ∩ L).
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Proof
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K

M ∩ L

M L

N

The field N is an extension of M , and hence of K, such that f splits completely
in N [X]. Hence, by the definition of a splitting field, L is, up to isomorphism,
a subfield of N , and we may write N as M(α1, α2, . . . , αn).

Let H = Gal(N : M), and let γ ∈ H. Then the restriction γ′ of γ to L is
a monomorphism from L into N . Since γ fixes the elements of M , it certainly
fixes the elements of K; hence so does γ′. Moreover, since (by Theorem 7.9) γ

maps each root αi of f to another root of f , so also must γ′. The conclusion
is that γ′ is a monomorphism of L into itself. Since γ is an automorphism of
N = M(α1, α2, . . . , αn), every root αi of f is the image of some root of f under
γ, and so also under γ′. Hence γ′ maps onto L = K(α1, α2, . . . , αn) and so is a
K-automorphism.

We thus have a mapping θ from H into the group G = Gal(L : K), given
by θ(γ) = γ′. The map is one–one, for if δ ∈ H and γ′ = δ′, then γ′ and
δ′ act identically on the roots α1, α2, . . . αn, and so γ = δ. It is also a group
homomorphism, since the restriction of γδ to L is γ′δ′. Thus H 
 θ(H).

It remains to show that the image of θ is the subgroup Gal(L : M ∩ L) of
G. Since each γ in G fixes the elements of M , it is clear that each γ′ fixes the
elements of M ∩ L. Thus M ∩ L ⊆ Φ

(
θ(H)

)
, and so, by the Galois correspon-

dence,
θ(H) ⊆ Gal(L : M ∩ L) . (7.38)

Let x be an element of L not belonging to M ∩ L. Thus x /∈ M . Since M is
the precise field whose elements are fixed by H, there is an element β in H for
which β(x) �= x. Then certainly

(
θ(β)

)
(x) �= x, and so x /∈ Φ

(
θ(H)

)
. We have

shown that Φ
(
θ(H)

) ⊆ M ∩ L, and it follows that

Gal(L : M ∩ L) ⊆ θ(H) . (7.39)

From (7.38) and (7.39) we have that

Gal(L : M ∩ L) = θ(H) 
 H = Gal(N : M) .
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7.7 An Example

We round off this chapter with a fairly substantial example, one that illustrates
most of the important features of the theory.

Example 7.37

Consider the Galois group G = Gal[Q(v, i) : Q], where v = 4
√

2. The field
Q(v, i) is the splitting field of X4 − 2 over Q. If ξ ∈ G then, by Theorem 7.9,
ξ(i) = ±i and ξ(v) ∈ {v, iv,−v,−iv}. There are 8 elements in the group G:

ι : v �→ v λ : v �→ v

: i �→ i : i �→ −i

α : v �→ iv µ : v �→ iv

: i �→ i : i �→ −i

β : v �→ −v ν : v �→ −v

: i �→ i : i �→ −i

γ : v �→ −iv ρ : v �→ −iv

: i �→ i : i �→ −i .

The multiplication in G is given by the table as follows:

ι α β γ λ µ ν ρ

ι ι α β γ λ µ ν ρ

α α β γ ι µ ν ρ λ

β β γ ι α ν ρ λ µ

γ γ ι α β ρ λ µ ν

λ λ ρ ν µ ι γ β α

µ µ λ ρ ν α ι γ β

ν ν µ λ ρ β α ι γ

ρ ρ ν µ λ γ β α ι

This requires some computation: for example, from α
(
λ(v)

)
= α(v) = iv and

α
(
λ(i)

)
= −i we deduce that αλ = µ, and from λ

(
α(v)

)
= λ(iv) = λ(i)λ(v) =

−iv and λ
(
α(i)

)
= −i we deduce that λα = ρ.

This group has three subgroups of order 4, namely,

H1 = {ι, α, β, γ} , H2 = {ι, β, λ, ν} , H3 = {ι, β, µ, ρ}
and five subgroups of order 2, namely,

H4 = {ι, β} , H5 = {ι, λ} , H6 = {ι, µ} , H7 = {ι, ν} , H8 = {ι, ρ} .
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It is easy to see that Φ(H1) = Q(i), and slightly less obvious that Φ(H2) =
Q(v2) = Q(

√
2) and Φ(H3) = Q(i

√
2). Continuing, we find that

Φ(H4) = Q(i,
√

2) , Φ(H5) = Q(v) , Φ(H6) = Q
(
(1 + i)v

)
,

Φ(H7) = Q(iv) , Φ(H8) = Q
(
(1 − i)v

)
.

The lattice of subgroups of G is
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H5 H6H7 H8H4
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G

H3

and the lattice of subfields E such that Q ⊆ E ⊆ Q(v, i) is an upside down
version of the same thing: (we write Φ(Hi) as Fi)
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Q

F2 F1 F3

F5 F7 F4 F8
F6

Q(v, i)

The normal subgroups of G are H1, H2, H3 (of order 4), and H4 (of order
2). The corresponding subfields Q(i), Q(

√
2), Q(i

√
2) and Q(i,

√
2) are normal

extensions, being the splitting fields (respectively) of X2 + 1, X2 − 2, X2 + 2
and (X2 + 1)(X2 − 2).

Remark 7.38

It will be important to note that Gal
(
Q(v, i), Q) is not abelian, although both

Gal
(
Q(v, i), Q(i)

)
= {ι, α, β, γ} and

Gal
(
Q(i), Q

) 
 Gal
(
Q(v, i), Q)/Gal

(
Q(v, i), Q(i)

)
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are abelian.

Remark 7.39

The example above is, of course, somewhat contrived – as indeed are the exam-
ples featuring in the exercises below, for it happens that we can easily factorise
X4 − 2 over the complex field. If we start with an irreducible polynomial such
as

f = 2X5 − 4X4 + 8X3 + 14X2 + 7

(see Example 2.30) then it is by no means a trivial matter to determine the
Galois group.

EXERCISES

7.12. Describe the Galois group G = Gal
(
Q(u, i

√
3), Q

)
, where u = 3

√
5.

List the 4 proper subgroups of G, and describe the image under Φ

of each of these subgroups.

7.13. Describe the Galois group G = Gal
(
Q(

√
2,

√
3,

√
5), Q

)
. List the 14

proper subgroups of G, and describe the image under Φ of each of
these subgroups.



8
Equations and Groups

8.1 Quadratics, Cubics and Quartics: Solution
by Radicals

At this point we step back several centuries, indeed, in the case of quadratic
equations, many centuries, for the procedure for solving quadratic equations
can be traced back (see [2]) to the golden age of Babylon. Cubic and quartic
equations were considered in the 16th and 17th centuries by Ferro1, Tartaglia2,
Cardano3, Ferrari4 and Descartes5.

It is clear that the roots of a polynomial equation

Xn + an−1X
n−1 + · · · + a1X + a0 = 0

with rational coefficients are functions of those coefficients. All we are saying
here is that the roots are determined by the coefficients, and it is legitimate
to ask what kinds of functions are involved. For the linear equation X + a0,
the unique solution −a0 is a rational function of the coefficients. In the case
of a quadratic equation we can be quite explicit about the type of functions
involved: the roots of

X2 + a1X + a0 (8.1)
1 Scipione del Ferro, 1465–1526.
2 Nicolo Tartaglia, 1499–1557.
3 Girolamo Cardano, 1501–1576.
4 Lodovico Ferrari, 1522–1565.
5 René Descartes, 1596–1650.
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are
α = 1

2 (−a1 +
√

∆) , β = 1
2 (−a1 − √

∆) ,

where ∆ = a2
1 − 4a0. The number ∆ is referred to as the discriminant of the

equation. The roots in general belong not to Q, but to the extension Q(
√

∆).
Before we leave quadratic equations, it is worth reminding ourselves that

the sum and product of the roots of the equation (8.1) are given by

α + β = −a1 , αβ = a0 . (8.2)

The cubic equation

X3 + a2X
2 + a1X + a0 = 0

requires a more substantial argument. First, if we make the substitution X =
Y − 1

3a2, we obtain

Y 3 − a2Y
2 + 1

3a2
2Y − 1

27a3
2 + a2Y

2 − 2
3a2

2Y + 1
9a3

2 + a1Y − 1
3a1a2 + a0 = 0 ,

which we can rewrite as
Y 3 + aY + b = 0 .

We may thus confine our attention to cubic equations in which there is no
quadratic term, and we can avoid some fractions if we write the standard cubic
equation as

X3 + 3aX + b = 0 . (8.3)

Let p be a root of the equation (8.3). We can certainly find q and r such
that

q + r = p and qr = −a : (8.4)

by (8.2) they are the roots of the quadratic equation X2 − pX − a = 0 (and
will in general be complex numbers). Then

(q + r)3 = q3 + r3 + 3(q2r + qr2) = q3 + r3 + 3pqr

and so, by (8.4),

0 = p3 + 3ap + b = q3 + r3 + 3p(a + qr) + b = q3 + r3 + b .

From q3 + r3 = −b and q3r3 = −a3 we deduce from (8.2) that q3 and r3

are the roots of the equation

Z2 + bZ − a3 = 0 .

Hence we may write

q3 = 1
2 (−b +

√
∆) , r3 = 1

2 (−b − √
∆) ,
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where ∆ = b2 + 4a3.
We find q and r, and hence p, by taking cube roots. More precisely, let q1

and r1 be cube roots (respectively) of q3 and r3, such that q1r1 = −a. Then, if

ω = e2πi/3 and ω2 = e4πi/3

are the complex cube roots of unity, we also have

(q1ω)(r1ω
2) = −a and (q1ω

2)(r1ω) = −a .

Hence we have three possible values for p:

q1 + r1 , q1ω + r1ω
2 , q1ω

2 + r1ω ,

where

q1 =
[1
2

( − b +
√

b2 + 4a3
)]1/3

, r1 =
[1
2

( − b − √
b2 + 4a3

)]1/3
. (8.5)

Example 8.1

Find the three roots of
X3 + 6X + 2 = 0 .

Solution
Here a = b = 2, and so ∆ = b2 + 4a3 = 36. It follows from (8.5) that q1 = 21/3

and r1 = −41/3 = −22/3. (Note that q1r1 = −2.) The three solutions are

q1 + r1 , q1ω + r1ω
2 , q1ω

2 + r1ω .

That example, in which the discriminant has a rational square root, is per-
haps a little contrived, for the discriminant may well be a complex number.
Here is a more typical example, which looks on the surface very similar.

Example 8.2

Find the three roots of
X3 − 6X + 2 = 0 .

Solution
Here a = −2 and b = 2, and so ∆ = −28. Thus

√
∆ = i

√
28 = 2i

√
7, and

q3 = 1
2 (−2 + 2i

√
7) = −1 + i

√
7 =

√
8eiθ ,
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where cos θ = −1/
√

8, sin θ =
√

7/
√

8. Similarly, we see that r3 =
√

8e−iθ. It
follows that

q + r =
√

2(eiθ/3 + e−iθ/3) = 2
√

2 cos(θ/3)

is one of the roots of the equation. The other roots are qω + rω2 and qω2 + rω.
It is not hard to check that q + r is a root: from the formula cos 3A =

4 cos3 A − 3 cos A, we have that

(q + r)3 − 6(q + r) + 2 = 16
√

2 cos3(θ/3) − 12
√

2 cos(θ/3) + 2

= 4
√

2
(
4 cos3(θ/3) − 3 cos(θ/3)

)
+ 2

= 4
√

2 cos θ + 2 = 0 .

Example 8.3

Find the three roots of X3 − 3X + 2 = 0.

Solution
This one is a bit silly, for the eagle-eyed reader may well have noticed that one
of the roots is 1, and may even have noticed by differentiating the polynomial
that 1 is a double root. It is perhaps of interest, however, to see what happens if
we solve it using the general procedure. Here a = −1 and b = 2, and so ∆ = 0.
Thus q3 = r3 = −1 and so, if we take q = r = −1, we obtain −2 as one of the
roots. The others are qω + rω2 = −ω − ω2 = 1 and qω2 + rω = −ω2 − ω = 1
(since ω is a root of X2 + X + 1).

The fundamental point to notice in the procedure for solving the cubic is
that it is what is called a solution by radicals, by which we mean that the
function

(a, b) �→ [ 1
2

( − b +
√

b2 + 4a3
)]1/3 +

[1
2

( − b − √
b2 + 4a3

)]1/3

from the coefficients to the solution involves, in addition to rational operations,
only the taking of square roots and cube roots.

We turn now to the quartic equation

X4 + a3X
3 + a2X

2 + a1X + a0 = 0 ,

where again a simple substitution means that we may consider only equations

X4 + aX2 + bX + c = 0
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in which the cubic term is absent. Suppose that, over some extension of Q, the
polynomial factorises into quadratic factors:

X4 + aX2 + bX + c = (X2 + pX + q)(X2 − pX + r).

(The absence of a cubic term is reflected in the equal and opposite coefficients
of X in the factors.) Then, equating coefficients, we see that

q + r − p2 = a

p(r − q) = b

qr = c .

From the first two equations we see that

2pq = p3 + ap − b , 2pr = p3 + ap + b , (8.6)

and so, from the third equation

4p2c = (p3 + ap − b)(p3 + ap + b) = (p3 + ap)2 − b2

= p6 + 2ap4 + a2p2 − b2 .

Hence
p6 + 2ap4 + (a2 − 4c)p2 − b2 = 0 . (8.7)

This is a cubic equation in p2, and we may determine p2 (and hence p) using
the procedure of a cubic equation. Then, from (8.6) we determine q and r, and
finally we solve the two quadratic equations

X2 + pX + q = 0 and X2 − pX + r = 0. (8.8)

Again this is a solution by radicals: the determination of p from (8.7) in-
volves square and cube roots, the finding of q and r from (8.6) involves only ra-
tional operations, and the solving of the quadratic equations 8.8 involves square
roots. It is certainly a cumbersome procedure, and when solving an equation
with numerical coefficients it is almost invariably easier to use standard ap-
proximation procedures. But that is not the point here: we are investigating
the nature of the solutions, not their numerical values.

These ingenious solutions gave the hope that equations of higher degree
might yield to a similar approach, but no solution was found. The reason, it
turned out, was simple: there is no general procedure for solution by radicals for
polynomials of degree greater than 4. But to prove this we need first to clarify
in field extension terms what we mean by a “solution by radicals”, and then to
develop some more group theory.

From this point on we shall be dealing only with fields of character-
istic 0, which means (see Remark 7.27) that separability is not an issue.
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Let K be a field. A field L containing K is called an extension by radicals,
or a radical extension, if there is a sequence

K = L0, L1, . . . , Lm = L

with the property that, for j = 0, 1, . . . , m − 1, Lj+1 = Lj(αj), where αj is a
root of an irreducible polynomial in Lj [X] of the form Xnj −cj . This formalises
the notion that the elements of L can be obtained from those of K by means
of rational operations together with the taking of njth roots (j = 1, 2, . . . , m):
for example, if K = Q, the element (3 +

√
2)1/7 + 5 5

√
2(8 − 3

√
4)1/11 lies in a

field L5, where

L1 = Q(α0) , α 2
0 = 2 ∈ Q ,

L2 = L1(α1) , α 7
1 = 3 +

√
2 ∈ L1 ,

L3 = L2(α2) , α 3
2 = 4 ∈ L2 ,

L4 = L3(α3) , α 11
3 = 8 − 3

√
4 ∈ L3 ,

L5 = L4(α4) , α 5
4 = 2 ∈ L4 .

A polynomial f in K[X] is said to be soluble by radicals if there is a
splitting field for f contained in a radical extension of K. The conclusion of the
ancient insights in Section 9.1 is that all linear, quadratic, cubic and quartic
equations are soluble by radicals.

We shall need the following simple result later in the chapter:

Theorem 8.4

Let L be a radical extension of K, and let M be a normal closure of L. Then
M is also a radical extension of K.

Proof

By Theorem 7.19, M = L1 ∨ L2 ∨ · · · ∨Lk, where the extensions L1, L2, . . . , Lk

are all isomorphic to L, and so all radical. The required result will follow if we
prove that the join of two radical extensions is radical.

Let M1 = K(α1, α2, . . . , αm), M2 = K(β1, β2, . . . , βn), where

αki
i ∈ K(α1, α2, . . . , αi−1) (i = 1, 2, . . . m) ,

β
lj
j ∈ K(β1, β2, . . . , βj−1) (j = 1, 2, . . . n) .

Then M1 ∨ M2 = K(α1, α2, . . . , αm, β1, β2, . . . , βn), and

αki
i ∈ K(α1, α2, . . . , αi−1) (i = 1, 2, . . . m) ,

β
lj
j ∈ K(α1, α2, . . . , αm, β1, β2, . . . , βj−1) (j = 1, 2, . . . n) .

Thus M1 ∨ M2 is a radical extension.



8. Equations and Groups 133

EXERCISES

8.1. Find the roots of the equation X3 + 3X − 3 = 0.

8.2. Find the roots of the equation X3 − 3X + 1 = 0.

8.2 Cyclotomic Polynomials

Since a solution by radicals involves polynomials of the type Xm − a, it is
appropriate that we should examine these more carefully than we have done
thus far. We begin by looking at polynomials f = Xm − 1. We are confining
ourselves to fields K of characteristic 0, and so can be sure that the splitting
field L of f over K is both normal and separable. (If K has characteristic p

and p divides m, then Df = mXm−1 = 0, and so (see Theorem 7.22) f is not
separable.) The set R consisting of the roots in L of Xm − 1 is easily seen to
be an (abelian) multiplicative subgroup of L. Indeed, we can be more precise:

Lemma 8.5

(R, .) is a cyclic group.

Proof

Denote the exponent of R by e: thus ae = 1 for all a in R. Since Xe − 1 has
at most e roots, we must have |R| ≤ e. However, the exponent of a group can
never exceed the order of the group, and so e ≤ |R|. Thus e = |R| = m and so,
by Corollary 6.5, R is cyclic.

Let ω be a primitive mth root of unity, namely, a generator of the cyclic
group R. Then R = {1, ω, ω2, . . . , ωm−1}, and ωj is a primitive mth root of
unity if and only if j and m are coprime. Let Pm be the set of primitive mth
root of unity. The cyclotomic polynomial Φm is defined by

Φm =
∏

ε∈Pm

(X − ε) (8.9)

Some examples are helpful at this point.
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Example 8.6

Let K be a field of characteristic 0, and let L ⊂ C be the splitting field for
Xp − 1, where p is prime. Then, with the exception of the root 1, all of the
roots of Xp − 1 are primitive, and so

Φp = Xp + Xp−1 + · · · + X + 1 .

Example 8.7

Let K = Q and let L ⊂ C be the splitting field of X12 −1. One of the primitive
12th roots of unity is ω = eπi/6, and the elements of R are

1, ω, ω2 = eπi/3, ω3 = i, ω4 = e2πi/3, ω5 = e5πi/6, ω6 = −1,

ω7 = e7πi/6, ω8 = e4πi/3, ω9 = −i, ω10 = e5πi/3, ω11 = e11πi/6 .

The group R contains the set Pd of primitive dth roots of unity, for each of the
divisors d = 12, 6, 4, 3, 2, 1 of 12. Let

Φd =
∏

ε∈Pd

(X − ε) .

The set P12 is
{ω, ω5, ω7 = ω̄5, ω11 = ω̄} ,

and

Φ12 = (X2 − 2 cos π
6 + 1)(X2 − 2 cos 5π

6 + 1)

= (X2 −
√

3X + 1)(X2 +
√

3X + 1)

= X4 − X2 + 1 .

The set P6 is {ω2, ω10 = ω̄2}, and

Φ6 = X2 − X + 1 .

The set P4 is {i,−i}, and
Φ4 = X2 + 1 .

The set P3 is {ω4, ω8 = ω̄4}, and

Φ3 = X2 + X + 1 .

The set P2 is {ω6}, and Φ2 = X+1. Finally, P1 = {1}, and Φ1 = X−1. Observe
now that each Φd (where d | 12) is a polynomial with rational coefficients, and

X12−1 =
∏
d|12

Φd = (X−1)(X+1)(X2+X+1)(X2+1)(X2−X+1)(X4−X2+1) .
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This is no accident, as we shall see. Let K be a field of characteristic 0, and
L a splitting field over K for Xm − 1. It is clear that, for all m ≥ 1,

Xm − 1 =
∏
d|m

Φd

(where we are including both 1 and m among the divisors of m). What is less
clear is that the polynomials Φd all lie in K[X]. The following lemma is the
key:

Lemma 8.8

Let K, L be fields, with K ⊂ L. Let f, g be polynomials in L[X] such that
f, fg ∈ K. Then g ∈ K.

Proof

Let
f = a0 + a1X + · · · + amXm , g = b0 + b1X + · · · + bnXn ,

where a0, a1, . . . , am ∈ K, b0, b1, . . . , bn ∈ L, am �= 0 and bn �= 0. Suppose that

fg = c0 + c1X + · · · + cm+nXm+n ∈ K[X] .

Then bn = cm+n/am ∈ K. Suppose inductively that bj ∈ K for all j > r. Then

cm+r = ambr + am−1br+1 + · · · + am−n+rbn ,

where ai = 0 if i < 0. Hence

br = (cm+r − am−1br+1 − · · · − am−n+rbn)/am ∈ K .

It follows that bj ∈ K for all j, and so g ∈ K[X].

We can now easily prove the following result:

Theorem 8.9

Let K be a field of characteristic 0, containing mth roots of unity for each m,
and let K0 (
 Q) be the prime subfield of K. Then, for every divisor d of m

(including m itself), the cyclotomic polynomial Φd lies in K0[X].
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Proof

It is clear that Φ1 = X − 1 belongs to K0[X]. Let d (�= 1) be a divisor of m,
and suppose inductively that Φr ∈ K0[X] for all proper divisors r of d. Then,
if ∆d is the set of all divisors of d,

Xd − 1 =
( ∏

r∈∆d\{d}
Φr

)
Φd .

It follows from Lemma 8.8 that Φd ∈ K0[X].

Remark 8.10

If K = C and K0 = Q, we can even assert that Φm ∈ Z[X]. See Exercise 8.4.

Example 8.11

By considering Φ14, show that

cos
π

7
+ cos

3π

7
+ cos

5π

7
=

1
2

.

Solution
Let ω = eπi/7; then the primitive roots of X14 − 1 are ω, ω3, ω5, ω9, ω11, ω13,
and so ∂(Φ14) = 6. Since X14 − 1 splits first as (X7 − 1)(X7 +1) and then into
factors

X−1, X+1, X6+X5+X4+X3+X2+X+1, X6−X5+X4−X3+X2−X+1,

and since, by Example 8.6, the third factor in the list is Φ7, we deduce that

Φ14 = X6 − X5 + X4 − X3 + X2 − X + 1 . (8.10)

The primitive roots are conjugate in pairs, and so Φ14 factorises in R[X] as

(
X2 − 2X cos

π

7
+ 1

)(
X2 − 2X cos

3π

7
+ 1

)(
X2 − 2X cos

5π

7
+ 1

)
. (8.11)

Comparing the coefficients of X in (8.10) and (8.11) gives the required identity.

We have already seen in Example 2.31 that Φm is irreducible (over Q) if
m is prime. In fact Φm is irreducible for every m, but the proof is surprisingly
difficult:
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Theorem 8.12

For all m ≥ 1, the cyclotomic polynomial Φm is irreducible over Q.

Proof

Suppose, for a contradiction, that Φm is not irreducible over Q. From Exercise
8.4 below, we know that Φm ∈ Z[X], and by Gauss’s lemma (Theorem 2.24) we
may suppose that Φm = fg, where f, g ∈ Z[X] and f is an irreducible monic
polynomial such that 1 ≤ ∂f < ∂Φm.

Let K be a splitting field for Φm over Q. At least one of the primitive mth
roots of unity in K must be a root of f : let ε be one such. Since f is monic and
irreducible and f(ε) = 0, we may deduce that f is the minimum polynomial of
ε over Q. If p is a prime not dividing m, then εp is also a primitive mth root of
unity. We show that εp is a root of f .

Suppose not. Then g(εp) = 0. If we now define h(X) ∈ Z[X] by

h(X) = g(Xp) ,

it is clear that h(ε) = g(εp) = 0. We have already remarked that f is the
minimum polynomial of ε over Q, and so f | h: that is, h = fu, where u ∈ Z[X].

Consider now the map n �→ n̄ from Z onto Zp, where n̄ is the residue class
{m ∈ Z : m ≡ n (mod p)}. This map extends to a map v �→ v† from Z[X] onto
Zp[X], in the obvious way:

(a0 + a1X + · · · + anXn)† = ā0 + ā1X + · · · + ānXn .

It is clear that f†u† = h†. On the other hand,

[h(X)]† = [g(Xp)]† =
[(

g(X))†]p
,

where the latter equality follows from repeated applications of the result that,
in Zp[X],

(ax + by)p = apxp + bpyp = axp + byp .

Thus f†u† = (g†)p.
Let q† be an arbitrarily chosen irreducible factor of f† in Zp[X]. Then

q† | (g†)p, and so q† | g†. Hence, since q† divides both f† and g†, we have that
(q†)2 | Φ†

m. It follows that Φ†
m, and hence also Xm −1, has a repeated root in a

splitting field over Zp. By Theorem 7.22, this cannot happen, since p does not
divide m. Thus εp is a root of f .

Now let ζ be a root of f and η a root of g. Since both ζ and η are primitive
mth roots of unity, we must have η = ζr for some r such that r and m are
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coprime. Let r = p1p2 . . . pk, where p1, p2, . . . , pk are (not necessarily distinct)
primes not dividing m. From the conclusion of the last paragraph, we see that

ζp1 , (ζp1)p2 = ζp1p2 , . . . , ζp1p2...pk = ζr

are all roots of f . Thus η is a root of f as well as g. It follows that η is a
repeated root of Φm, and hence also of Xm − 1. From this contradiction we
deduce that Φm is irreducible.

We now consider the Galois group of a polynomial Xm − 1:

Theorem 8.13

Let K be a field of characteristic zero, and let L be a splitting field over K of the
polynomial Xm − 1. Then Gal(L : K) is isomorphic to Rm, the multiplicative
group of residue classes r̄ (mod m) such that (r,m) = 1.

Proof

Let ω be a primitive mth root of unity in L, and let σ ∈ Gal(L : K). Then
L = K(ω). We know that σ(ω) must also be a primitive mth root of unity and
so

σ ∈ Gal(L : K) if and only if σ(ω) = ωrσ , where (rσ, m) = 1 . (8.12)

Since ωr = ωs if and only if r ≡ s (mod m), we have a one-one map from
Gal(L : K) onto Rm, the multiplicative group of residue classes r̄ mod m such
that (r,m) = 1.

Let σ, τ ∈ Gal(L : K). Then

(στ)(ω) = σ(ωrτ ) = (ωrτ )rσ = ωrσrτ = (ωrσ )rτ = (τσ)(ω) , (8.13)

and so Gal(L : K) is abelian. The other consequence of (8.13) is that the map
σ �→ r̄σ is a homomorphism, since στ maps to r̄σ r̄τ . It is clear that the map is
one-one, and from (8.12) we deduce that it is also onto.

Corollary 8.14

Let K be a field of characteristic zero, and let L be a splitting field over K of
the polynomial Xp − 1, where p is prime. Then Gal(L : K) is cyclic.
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Proof

In the case where the exponent is prime, the Galois group is isomorphic to the
multiplicative group Z∗

p of non-zero integers modulo p. By Theorem 6.3, this is
a cyclic group.

Example 8.15

The splitting field in C of X8 − 1 contains the primitive root ω = eπi/4. The
Galois group has four elements, defined by

ω �→ ω , ω �→ ω3 , ω �→ ω5 , ω �→ ω7 ,

and is isomorphic to {1̄, 3̄, 5̄, 7̄}, with multiplication table

× 1̄ 3̄ 5̄ 7̄
1̄ 1̄ 3̄ 5̄ 7̄
3̄ 3̄ 1̄ 7̄ 5̄
5̄ 5̄ 7̄ 1̄ 3̄
7̄ 7̄ 5̄ 3̄ 1̄

EXERCISES

8.3. Let p �= 2 be a prime. Show that

Φ2p = Xp−1 − Xp−2 + · · · − X + 1 .

8.4. Determine Φ15.

8.5. Let Pm be the set of primitive mth roots of unity in the complex
field C. Show that the cyclotomic polynomial

Φm =
∏

ε∈Pm

(X − ε)

has integer coefficients.

8.6. Describe the Galois group of

(i) X12 − 1 (ii) X15 − 1 .
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8.3 Cyclic Extensions

Let char K = 0 and let L : K be a field extension. We say that L is a cyclic
extension of K if it is normal (and separable) and if Gal(L : K) is a cyclic
group. Theorem 8.14 tells us in particular that, if p is prime, then the splitting
field over K of Xp − 1 is a cyclic extension of K. We shall be interested in
extensions whose Galois groups are “manageable”, and in this section we in-
vestigate cyclic extensions more generally. Our goal will be to show that, under
suitable conditions, cyclic extensions are radical extensions.

We begin with a result due to Hilbert6. To state the result we require some
preliminaries. Let L be an extension, of finite degree n, of a field K (with
char K = 0), and let N be a normal closure of L. By Theorem 7.28, there
are exactly n distinct K-monomorphisms τ1, τ2, . . . τn from L into N . For each
element x of L, we define the norm NL/K(x) and the trace TrL/K(x) by

NL/K(x) =
n∏

i=1

τi(x) , TrL/K(x) =
n∑

i=1

τi(x) . (8.14)

Then we have

Theorem 8.16

The mapping NL/K is a group homomorphism from (L∗, .) into (K∗, .). The
mapping TrL/K is a non-zero group homomorphism from (L,+) into (K,+).

Proof

It is clear that, for all x, y in L∗,

NL/K(xy) =
n∏

i=1

τi(xy) =
n∏

i=1

τi(x)τi(y)

=
( n∏

i=1

τi(x)
)( n∏

i=1

τi(y)
)

= NL/K(x)NL/K(y) ,

and similarly
TrL/K(x + y) = TrL/K(x) + TrL/K(y) ;

thus NL/K and TrL/K are (respectively) monomorphisms into (L∗, .) and
(L,+). It remains to show that the images are contained in K.

Let τ be a K-automorphism of L. Then

ττ1, ττ2, . . . , ττn (8.15)
6 David Hilbert, 1862–1943.
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are n distinct K-monomorphisms from L into N , and so the list (8.15) is
simply the list τ1, τ2, . . . , τn in a different order. Hence, for all x in L and all τ

in Gal(L : K),

τ
(
NL/K(x)

)
= τ

( n∏
i=1

τi(x)
)

=
n∏

i=1

τ
(
τi(x)

)

=
n∏

i=1

τi(x) (since multiplication is commutative)

= NL/K(x) ,

and, similarly,
τ
(
TrL/K(x)

)
= TrL/K(x) .

Hence, by Theorem 7.34, both NL/K(x) and TrL/K(x) lie in Φ
(
Gal(L : K)

)
=

K.
It remains to show that TrL/K is not the zero homomorphism. Suppose, for

a contradiction, that, for all x in L,

TrL/K(x) = τ1(x) + τ2(x) + · · · + τn(x) = 0 .

It follows that the set {τ1, τ2, . . . , τn} is linearly dependent over L, and this
contradicts Theorem 7.1.

We can now state Hilbert’s theorem:

Theorem 8.17

Let L be a cyclic extension of a field K, and let τ be a generator of the (cyclic)
group Gal(L : K). If x ∈ L, then NL/K(x) = 1 if and only if there is an element
y in L such that x = y/τ(y), and TrL/K(x) = 0 if and only if there is an
element z in L such that x = z − τ(z).

Proof

Let [L : K] = n; then τn = ι, the identity automorphism. Suppose first that
x = y/τ(y); then

NL/K(x) = ι(x)τ(x) . . . τn−1(x)

=
y

τ(y)
τ(y)
τ2(y)

τ2(y)
τ3(y)

· · · τn−1(y)
τn(y)

= 1 .
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Conversely, suppose that NL/K(x) = 1. Then

x−1 = τ(x)τ2(x) . . . τn−1(x) . (8.16)

By Theorem 7.1, the set {ι, τ, τ2, . . . , τn−1} is linearly independent over L, and
so the mapping

ι + xτ + xτ(x)τ2 + · · · + xτ(x)τ2(x) . . . τn−2(x)τn−1

is non-zero, which is to say that, for some t in L, the element

y = t + xτ(t) + xτ(x)τ2(t) + · · · + xτ(x)τ2(x) . . . τn−2(x)τn−1(t)

is non-zero. Applying the automorphism τ gives

τ(y) = τ(t)+τ(x)τ2(t)+τ(x)τ2(x)τ3(t)+· · ·+τ(x)τ2(x)τ3(x) . . . τn−1(x)τn(t) .

(8.17)
Note also that

x−1y = x−1t + τ(t) + τ(x)τ2(t) + τ(x)τ2(x)τ3(t) + · · ·
· · · + τ(x)τ2(x) . . . τn−2(x)τn−1(t)

= τ(t) + τ(x)τ2(t) + τ(x)τ2(x)τ3(t) + · · ·
· · · + τ(x)τ2(x) . . . τn−2(x)τn−1(t) + x−1τn(t) . (8.18)

Comparing (8.17) and (8.18) and using (8.16) gives τ(y) = x−1y, and so x =
y/τ(y), as required.

The closely similar proof concerning TrL/K is left as an exercise.

Let K be a field of characteristic 0 and let Xm − a ∈ K[X]. Let L be a
splitting field for f = Xm − a over K. Then, by Theorem 7.22, f has distinct
roots α1, α2, . . . , αm in L, and so L contains the distinct roots

α1α
−1
1 , α2α

−1
1 , . . . , αmα−1

1 (8.19)

of the polynomial Xm −1. Suppose, without loss of generality, that α2α
−1
1 = ω

is a primitive mth root of unity. Then, in some order, the elements listed in
(8.19) are the elements 1, ω, . . . , ωm−1, and so we can re-label the roots of
Xm − a in L as

α1, ωα1, . . . , ω
m−1α1 . (8.20)

Hence, over L,

Xm − a = (X − α1)(X − ωα1) . . . (X − ωm−1α1) .

We have that
K ⊆ K(ω) ⊆ L ,

and the intermediate field K(ω) contains all the roots of unity.
We have established part of the following theorem:
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Theorem 8.18

Let f = Xm − a ∈ K[X], where K is a field of characteristic 0, and let L be
a splitting field of f over K. Then L contains an element ω, a primitive mth
root of unity. The group Gal

(
L : K(ω)

)
is cyclic, with order dividing m. The

order is equal to m if and only if f is irreducible over K(ω).

Proof

We have seen that, if α is a root of f , then, over L,

f = (x − α)(x − ωα) . . . (X − ωm−1α) ,

where ω is a primitive mth root of unity. Thus L = K(ω, α), and an automor-
phism σ in Gal

(
L : K(ω)

)
is determined by its action on α. The image must

be a root of f , and so
σ(α) = ωrσα

for some rσ in {0, 1, . . . , m − 1}. If τ is another element of Gal
(
L : K(ω)

)
, then

(στ)(α) = σ(ωrτ α) = ωrτ ωrσα = ωrτ+rσα ,

and so σ �→ r̄σ is a homomorphism onto the additive group Zm of integers mod
m. Moreover, r̄σ = 0̄ if and only if m divides rσ, that is, if and only if σ(α) = α.
The kernel of the homomorphism σ �→ r̄σ is the identity in Gal

(
L : K(ω)

)
, and

so Gal
(
L : K(ω)

)
is isomorphic to a subgroup of the additive group Zm. From

Exercises 1.27 and 1.28, we deduce that the group is cyclic.
Suppose now that f = Xm −a is irreducible over K(ω). Then, by Corollary

7.29 and Theorem 3.7,

|Gal
(
L : K(ω)

)| = [L : K(ω)] = ∂f = m ,

and so Gal
(
L : K(ω)

) 
 Zm. Conversely, if f is not irreducible over K(ω), then
it has a monic irreducible proper factor g such that ∂g < m. If ρ is a root of g

in L, then
Xm − a = (X − ρ)(X − ωρ) . . . (X − ωm−1ρ) ,

and so L = K(ω, ρ) is a splitting field for f over K(ω). Hence

|Gal
(
L : K(ω)

)| = [L : K(ω)] = ∂g < m ,

and so Gal
(
L : K(ω)

)
is isomorphic to a proper subgroup of Zm.
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Remark 8.19

It is important to realise that, in the notation of the theorem just proved, al-
though the Galois groups Gal

(
K(ω) : K

)
and Gal

(
L : K(ω)

)
are both abelian,

the group Gal(L : K) will usually be non-abelian. See Example 7.37, where we
computed the Galois group of X4 − 2, and the Remark 7.38.

The next result is a partial converse of Theorem 8.18:

Theorem 8.20

Let K be a field of characteristic zero, let m be a positive integer, and suppose
that Xm − 1 splits completely over K. Let L be a cyclic extension of K such
that [L : K] = m. Then there exists a in K such that Xm − a is irreducible
over K and L is a splitting field for Xm − a. Moreover, L is generated over K

by a single root of Xm − a.

Proof

Here (in the notation of Theorem 8.18) K(ω) = K. Let τ be a generator of
the cyclic group G = Gal(L : K). Let ω be a primitive mth root of unity in
K. Certainly every mth root of unity is left fixed by every automorphism in
G. Hence NL/K(ω) = ωm = 1. From Theorem 8.17 we deduce that there is an
element z in L such that ω = z/τ(z). Hence

τ(z) = ω−1z , (8.21)

and it easily follows that

τk(z) = ω−kz �= z (k = 1, 2, . . . , m − 1) . (8.22)

Thus Γ [K(z)] = {ι} and hence, since L is a cyclic extension (and so by def-
inition normal) we may apply the Fundamental Theorem (Theorem 7.34) to
obtain

K(z) = Φ
(
Γ [K(z)]

)
= Φ

({ι})
= L .

From (8.21) we deduce that τ(zm) = [τ(z)]m = ω−mzm = zm, and it
immediately follows that τk(zm) = zm for k = 0, 1, . . . , m − 1. Thus zm ∈
Φ(G) = K. Denote zm by a. Then z is a root of the polynomial Xm − a in
K[X], and so the minimum polynomial g of z over K is a factor of Xm − a.
Since [K(z) : K] = [L : K] = m, the minimum polynomial g must be Xm − a.
It follows that Xm − a is irreducible over K. Moreover, the roots of Xm − a

are the elements ω−kz (k = 0, 1, . . . m − 1), all belonging to L, and so L is a
splitting field for Xm − a over K.
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Less formally, the theorem just proved tells us that, provided the base field
K has “enough” roots of unity, a cyclic extension of K is a radical extension.

In the proof of Theorem 8.18, the result depended on whether the polyno-
mial Xm − a was irreducible over Q(ω). This can in practice be quite hard to
determine, but if m is prime there is a useful result due to Abel:

Theorem 8.21 (Abel’s theorem)

Let K be a field of characteristic 0, let p be a prime, and let a ∈ K. If Xp − a

is reducible over K, then it has a linear factor X − c in K[X].

Proof

Suppose that f = Xp − a is reducible over K, and let g (∈ K[X]) be a monic
irreducible factor of f of degree d. If d = 1 there is nothing to prove; suppose
that 1 < d < p. Let L be a splitting field for f over K, and let β be a root of
f in L. Then g factorises in L[X] as

g = (X − ωn1β)(X − ωn2β) . . . (X − ωndβ) , (8.23)

where ω is a primitive pth root of unity and 0 ≤ n1 < n2 < · · · < nd < p.
Suppose that

g = Xd − bd−1X
d−1 + · · · + (−1)db0 ; (8.24)

then, by comparing (8.23) and (8.24), we see that

b0 = ωn1+n2+···+ndβd = ωnβd (say) .

Hence, since βp = a,
bp
0 = ωnpβdp = βdp = ad .

Since p is prime, d and p have greatest common divisor 1, and so there exist
integers s and t such that sd + tp = 1. Hence

a = asdatp = bsp
0 atp = (bs

0a
t)p

and so X − c, where c = bs
0a

t ∈ K, is a linear factor of f .

Some examples at this stage are helpful:

Example 8.22

Determine the Galois group over Q of X5 − 7.
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Solution
By the Eisenstein criterion, the polynomial X5 − 7 is irreducible over Q. The
primitive root ω = e2πi/5 has minimum polynomial X4 + X3 + X2 + X + 1,
and so [Q(ω) : Q] = 4. The polynomial X5 − 7 is even irreducible over Q(ω).
For if not, then by Abel’s theorem there exists b in Q(ω) such that b = 71/5.
Since [Q(b) : Q] ≤ [Q(ω) : Q] = 4 and [Q(71/5) : Q] ≥ 5, no such b can exist.

The roots of X5 − 7 in C are

v, vω, vω2, vω3, vω4 ,

where v = 71/5 and ω = e2πi/5. The Galois group consists of elements σp,q (p =
0, 1, 2, 3, 4, q = 1, 2, 3, 4), where

σp,q : v �→ vωp

: ω �→ ωq .

The identity of the group is σ0,1. Also,

σp,qσr,s(v) = σp,q(vωr) = (vωp)ωqr = vωp+qr ,

σp,qσr,s(ω) = = σp,q(ωs) = ωqs ,

and so
σp,qσr,s = σp+qr,qs , (8.25)

where the addition and multiplication in the subscripts is mod 5. It is easy to
show that, if p ∈ {1, 2, 3, 4, 5} and q ∈ {1, 2, 3, 4}, then

σp
1,1 = σp,1 , σq

0,2 = σ0,2q , σp,1σ0,2q = σp,2q ;

hence the Galois group is generated by β = σ1,1 and γ = σ0,2, where

β5 = 1 , γ4 = 1 ,

and
γβ = σ0,2σ1,1 = σ2,2 = β2γ .

The group, with presentation

〈β, γ | β5 = γ4 = β2γβ−1γ−1 = 1〉 ,

is of order 20.
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EXERCISES

8.7. Let L be a cyclic extension of a field K, and let τ be a generator of
the (cyclic) group Gal(L : K).

(i) Show that, for each x in L, TrL/K(x) = 0 if and only if there
exists an element z in L such that x = z − τ(z).

(ii) Show that z − τ(z) = z′ − τ(z′) if and only if z − z′ ∈ K.

8.8. Generalise Example 8.22 to the case of a polynomial Xp−a in K[X],
where K has characteristic 0, p is prime, ω is a primitive pth root of
unity and Xp − a is irreducible over K(ω).

8.9. Let ω be a primitive 6th root of unity. Show that X6 − 3 is not
irreducible over Q(ω). Describe the Galois group of X6 − 3 over Q.





9
Some Group Theory

Introduction

In this chapter we briefly stand aside from the main issue in order to examine
the aspects of group theory that we shall need. Proofs are provided for the sake
of completeness, but you may prefer simply to note the key results, which are
Theorems 9.4, 9.6, 9.16, 9.19, 9.20, 9.23, 9.24 and 9.25.

9.1 Abelian Groups

It is traditional to write abelian groups in additive notation, writing a + b, 0,
−a and na (with n ∈ Z) rather than ab, 1, a−1 and an. We shall be concerned
here solely with finite abelian groups.

An abelian group A with subgroups U1, U2, . . . , Uk is said to be the direct
sum of U1, U2, . . . , Uk if every element a of A has a unique expression

a = u1 + u2 + · · · + uk , (9.1)

where ui ∈ Ui (i = 1, 2, . . . k). It follows that Ui ∩Uj = {0} whenever i �= j, for
if w were a non-zero element in Ui ∩ Uj , it would have two distinct expressions
of the type (9.1), one in which ui = w and uj = 0, the other in which ui = 0
and uj = w. We write

A = U1 ⊕ U2 ⊕ · · · ⊕ Uk .



150 Fields and Galois Theory

One important immediate consequence of the definition is that, for all ui ∈
Ui (i = 1, 2, . . . , k),

u1 + u2 + · · · + uk = 0 implies u1 = u2 = · · · = uk = 0 ; (9.2)

for otherwise we would have two distinct expressions for the element 0, the
other being

0 + 0 + · · · + 0 .

In fact the condition (9.2) is equivalent to the uniqueness condition at (9.1);
for if

a = u1 + u2 + · · · + uk = u′
1 + u′

2 + · · · + u′
k

(with ui, u
′
i ∈ Ui for all i), then

(u1 − u′
1) + (u2 − u′

2) + · · · + (uk − u′
k) = 0 ,

and it follows immediately from (9.2) that ui = u′
i for all i.

Lemma 9.1

Let a be an element of a finite abelian group A, and suppose that the order of
a is mn, where gcd(m, n) = 1. Then a can be written in exactly one way as
b + c, where o(b) = m and o(c) = n.

Proof

Let b′ = na and c′ = ma. Then certainly o(b′) = m and o(c′) = n. Since
m and n are coprime, there exist s, t in Z such that sm + tn = 1. Hence
a = (sm + tn)a = tb′ + sc′. Certainly gcd(t, m) = 1, since any non-trivial
common divisor of t and m would have to divide sm + tn, and this cannot
happen. Similarly gcd(s, n) = 1. It follows that o(tb′) = m and o(sc′) = n.
Thus b = tb′ and c = sc′ are elements such that a = b + c.

To prove uniqueness, suppose that a = b + c = b1 + c1, where o(b) =
o(b1) = m and o(c) = o(c1) = n. Then b − b1 = c1 − c = d (say). Then
md = mb − mb1 = 0, and nd = nc1 − nc = 0, and so o(d) divides both m and
n. Hence o(d) = 1, and so b − b1 = c1 − c = 0.

It is easy to extend the argument above to obtain the following corollary:

Corollary 9.2

Let a be an element of a finite abelian group A, and suppose that o(a) =
m1m2 . . . mr, where gcd(mi, mj) = 1 whenever i �= j. Then a can be written
in exactly one way as a1 + a2 + · · · + ar, where o(ai) = mi (i = 1, 2, . . . , r).
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Proof

Since gcd(m1 . . . mr−1, mr) = 1, we can use the theorem to write a uniquely as
a′ + ar, with o(a′) = m1 . . . mr−1 and o(ar) = mr. The result then follows by
induction on r.

Suppose now that A is an abelian group of order

n = pe1
1 pe2

2 . . . per
r .

Let Ui be the set of elements of A whose order is a power of pi. Then Ui is
a subgroup of A. For suppose that x, y ∈ Ui, with orders pk

i , pl
i, respectively;

then
p
max {k,l}
i (x − y) = 0 ,

and so the order of x − y, being a divisor of p
max {k,l}
i , is a power of pi. Thus

x − y ∈ Ui.
Let a be an element of A. Then a has order pd1

1 pd2
2 . . . pdr

r dividing n. By
Corollary 9.2, a can be expressed uniquely as a1 + a2 + · · · + ar, with o(ai) =
pdi

i (i = 1, 2, . . . , r). Thus

A = U1 ⊕ U2 ⊕ · · · ⊕ Ur .

We have proved

Theorem 9.3

Every finite abelian group is expressible as the direct sum of abelian p-groups.

This result is an important step on the way to establishing the basis theo-
rem:

Theorem 9.4 (The Basis Theorem)

Every finite abelian group is expressible as a direct sum of cyclic groups.

Proof

In view of Theorem 9.3, we need only consider an abelian p-group A, of order
pm. Let a1 be an element of maximal order pr1 in A, and let A1 = 〈a1〉, the
cyclic subgroup of A generated by a1. If r1 = m, then 〈a1〉 = A and we have
nothing to prove, for the group A is cyclic.
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So suppose that r1 < m. We prove the result by induction. Suppose that
we have found k elements

a1, a2, . . . , ak

of orders
pr1 , pr2 , . . . , prk

(respectively) such that

(i) r1 ≥ r2 ≥ · · · ≥ rk;

(ii) the subgroup Pk = 〈a1, a2, . . . , ak〉 is the direct sum

〈a1〉 ⊕ 〈a2〉 ⊕ · · · 〈ak〉 ;

(iii) no element of A \ Pk has order exceeding prk .

If Pk = A, then we are home. So suppose that there exists b in A \ Pk. By (iii),
the order of b is pβ , where β ≤ rk. The set of multiples of b lying in Pk must
be non-empty, since pβb = 0 ∈ Pk: let λ be the least positive integer with the
property that λb ∈ Pk. Thus

λb =
k∑

i=1

µiai (λ ≤ pβ) . (9.3)

The integer λ must in fact be a power of p. To see this we divide pβ by λ to
obtain pβ = qλ + r, with 0 ≤ r < λ. If r �= 0, then

rb = pβb − qλb = −qλb ∈ Pk ,

contradicting the definition of λ as the least integer with this property. Hence
r = 0 and so λ divides pβ . This can happen only if λ is a power of p: write
λ = prk+1 . Certainly rk+1 ≤ rk (by (iii)), and rk+1 ≤ β.

We show next that every coefficient µi featuring in (9.3) is divisible by λ.
Multiply (9.3) by pβ/λ = pβ−rk+1 to obtain

0 = pβb =
k∑

i=1

(µip
β/λ)ai .

It follows from (ii) that (µip
β/λ)ai = 0 for all i, and hence that µip

β/λ =
µip

β−rk+1 is divisible by o(ai) = pri : write µip
β/λ = µ′

ip
ri . Since β ≤ ri for

i = 1, 2, . . . , k, we may rewrite this as

µi = λµ′
ip

ri−β = λνi , (9.4)

where νi = µ′
ip

ri−β is an integer.
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Let

ak+1 = b −
k∑

i=1

νiai . (9.5)

Then the order of ak+1 is λ = prk+1 . For, from (9.3) and (9.4),

λak+1 = λb −
k∑

i=1

λνiai = 0 ,

and, if κak+1 = 0 for κ > 0, then κb ∈ Pk and so κ ≥ λ.
Let Pk+1 = 〈a1, a2, . . . , ak, ak+1〉. It remains to show that

Pk+1 = 〈a1〉 ⊕ 〈a2〉 ⊕ · · · 〈ak〉 ⊕ 〈ak+1〉 .

We show that, if
z1a1 + z2a2 + · · · + zk+1ak+1 = 0 , (9.6)

where z1, z2, . . . , zk+1 are integers, then z1a1 = z2a2 = · · · = zk+1ak+1 = 0. So
suppose that (9.6) holds. Then zk+1ak+1 belongs to Pk and, by (9.5), so does
zk+1b. By the minimal property of λ, we deduce that λ ≤ zk+1. The division
algorithm gives zk+1 = qλ + r, with 0 ≤ r < λ, and so rb = zk+1b − λb ∈ Pk, a
contradiction unless r = 0. Thus λ divides zk+1:

zk+1 = λz′
k+1 = prk+1z′

k+1 ,

and it follows, since the order of ak+1 is λ = prk+1 , that zk+1ak+1 = 0. It then
immediately follows from (ii) that ziai = 0 for i = 1, 2, . . . , k, and so

Pk+1 = 〈a1, a2, . . . , ak+1〉 = 〈a1〉 ⊕ 〈a2〉 ⊕ · · · ⊕ 〈ak+1〉 .

Since A is finite, the process must eventually terminate, and we find that

A = 〈a1, a2, . . . , al〉 = 〈a1〉 ⊕ 〈a2〉 ⊕ · · · ⊕ 〈al〉 ,

a direct sum of cyclic groups.

While the additive notation for abelian groups is helpful, it is natural to
use multiplicative notation for abelian Galois groups. The definition of a direct
sum is easily rewritten in multiplicative notation, and we usually then prefer
call it a direct product, and to write U1 × U2 × · · · × Uk. We have subgroups
(necessarily normal since A is abelian)

{1} = V0 � V1 � · · · � Vk = A , (9.7)

where Vi = U1 × U2 × · · · × Ui (i = 1, 2, . . . , k).
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Theorem 9.5

With the above notation, Vi/Vi−1 is isomorphic to Ui.

Proof

Let ϕ : Vi → Ui be given by
ϕ(vi) = ui ,

where u1u2 . . . ui is the unique expression of vi as a product of elements from
U1, U2, . . . , Ui. It is clear that ϕ maps onto Ui. Also, ϕ is a homomorphism, for
if v′

i = u′
1u

′
2 . . . u′

i ∈ Vi, then

ϕ(viv
′
i) = ϕ[(u1u

′
1)(u2u

′
2) . . . (uiu

′
i)] = uiu

′
i = ϕ(vi)ϕ(v′

i) .

The kernel of ϕ is
{u1u2 . . . ui : ui = 1} = Vi−1 ,

and so, by Theorem 1.20, Ui 
 Vi/Vi−1.

A finite group is called soluble1 if, for some m ≥ 0, it has a finite series

{1} = G0 ⊆ G1 ⊆ · · · ⊆ Gm = G (9.8)

of subgroups such that, for i = 0, 1, . . . , m − 1,

(i) Gi � Gi+1,

(ii) Gi+1/Gi is cyclic.

Note carefully that we are not saying that the subgroups Gi are all normal
in G. (See Exercise 9.3.)

From (9.7) we immediately deduce:

Theorem 9.6

Every finite abelian group is soluble.

EXERCISES

9.1. Let H be a subgroup of a group G and let N be a normal subgroup
of G such that N ⊆ H. Show that N � H.

1 The American term is solvable.
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9.2. Let H be a subgroup of G and let N1, N2 be subgroups of G such
that N1 � N2. Show that H ∩ N1 � H ∩ N2.

9.3. Give an example of a group G containing subgroups G1, G2 such
that G1 � G2 and G2 � G, but such that G1 is not normal in G.

9.4. Show that there is an alternative definition of a finite soluble group,
in which the quotients Gi+1/Gi are abelian rather than cyclic.

9.2 Sylow Subgroups

We begin with a general result in group theory, but before stating the result we
need to make an observation about products of subgroups. If H and K are sub-
groups of a group G, then the subgroup H ∨K, the smallest subgroup of G con-
taining H and K, consists of all finite products y = h1k1h2k2 . . . hmkm, where
h1, h2, . . . , hm ∈ H and k1, k2, . . . , km ∈ K. If at least one of the subgroups,
say H, is normal, then we can rewrite k1h2 as h′

2k1, where h′
2 = k1h2k

−1
1 ∈ H.

By repeating this argument, we can obtain an expression h∗k∗ for y, and it is
then natural to write H ∨ K as HK (or equivalently as KH).

Theorem 9.7

Let G be a group, let N � G and let H be a subgroup of G.

(i) N ∩ H � H and H/(N ∩ H) 
 NH/H .

(ii) If N ⊆ H and H�G, then N�H, H/N�G/N , and (G/N)/(H/N) 
 G/N .

Proof

(i) Let x ∈ N ∩ H and h ∈ H. Then h−1xh ∈ N ∩ H, and so N ∩ H � H. Let
φ : g �→ Ng be the natural mapping from G onto G/N , and let ι : H → G be
the inclusion mapping. Then the image of the homomorphism φ◦ι : H → G/N

is NH/N , and the kernel is N ∩ H and so, by Theorem 1.20, H/(N ∩ H) 

NH/H .

(ii) It is clear that N�H (see Exercise 9.1). Define a mapping θ : G/N → G/H

by the rule that
θ(Ng) = Hg .

This is well defined: if Ng1 = Ng2, then g1g
−1
2 ∈ N ⊆ H, and so Hg1 = Hg2.

It clearly maps onto G/H. It is a homomorphism:

θ
(
(Na)(Nb)

)
= θ

(
N(ab)

)
= H(ab) = (Ha)(Hb) = [θ(Na)] [θ(Nb)] .
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Its kernel is {Ng : Hg = H} = {Ng : g ∈ H} = H/N . Hence, by Theorem
1.20,

(G/N)/(H/N) 
 G/H .

Next, we have a straightforward result concerning abelian groups:

Theorem 9.8

Let A be a finite abelian group and let p be a prime such that p divides |A|.
Then A contains an element of order p.

Proof

We use induction on |A|, noting that the result is trivial if |A| = p. Let |A| =
pkn, where k ≥ 1 and p |/ n. Let M be a maximal proper subgroup of A, with
order m. If p | m then, by induction, M (and hence, of course, A) contains an
element of order p. So suppose that p |/ m. Let v ∈ A\M , and suppose that the
cyclic subgroup V = 〈v〉 is of order r. Since MV is a subgroup of A properly
containing M , we must have MV = A. From Theorem 9.7 we have that

A/M = MV/M 
 V/(M ∩ V ) ,

and so it follows that

pkn = |A| =
|M | |V |
|M ∩ V | =

mr

|M ∩ V | .

Hence p | r, and so the element vr/p has order p.

As we shall see, this result holds also for non-abelian groups. The most
convenient way to prove the more general result is to use a theorem due to
Sylow, but before stating and proving the theorem we need to develop a little
more theory.

Let G be a finite group, and let a, b ∈ G. We say that a is conjugate
to b if there exists x in G such that x−1ax = b. It is routine to check that
conjugacy is an equivalence relation (see Exercise 9.5); hence G is partitioned
into k equivalence classes Ci (i = 1, 2, . . . k). Within each Ci every element
is conjugate to every other. It is clear that the only element conjugate to the
identity element e is e itself, and we may suppose that C1 = {e}. The class
equation of G is the arithmetical equality deriving from the partition:

|G| = 1 + |C2| + · · · + |Ck| . (9.9)
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Remark 9.9

In an abelian group the notion of conjugacy is not useful, since elements are
conjugate only if they are equal.

Let a ∈ G, and let C(a) be the conjugacy class consisting of all elements
that are conjugate to a. The centraliser Z(a) is defined to be the set of all g

in G such that ga = ag. It is easy (see Exercise 9.6) to verify that Z(a) is a
subgroup of G. There is a close connection between C(a) and Z(a):

Lemma 9.10

The number of elements in C(a) is equal to the index of Z(a) in G.

Proof

By the definition, C(a) = {x−1ax : x ∈ G}. The elements x−1ax are not all
distinct: x−1ax = y−1ay if and only if axy−1 = xy−1a, that is, if and only if
xy−1 ∈ Z(a), that is, if and only if x and y are in the same left coset of Z(a).
Thus the number of distinct elements in C(a) is equal to the number of distinct
cosets of Z(a).

It is a consequence of this lemma that in the class equation each |Ci| divides
|G|.

The centre Z = Z(G) of a group G is the set

{z ∈ G : (∀g ∈ G) zg = gz} .

Alternatively, we can define Z as the set of elements z of G for which Z(z) = G.
It is easy to verify that Z is a normal subgroup of G. Indeed (see Exercise 9.7)
every subgroup U of G contained in Z(G) is normal. Also immediate (see
Exercise 9.7) is the result that a ∈ Z if and only if C(a) = {a}.

The next result plays an important part in finite group theory:

Theorem 9.11

If G is a group of order pm, where p is prime and m is a positive integer, then
Z(G) is non-trivial.
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Proof

The class equation (9.9) gives

pm = 1 + |C2| + · · · + |Ck| ,
and so 1 + |C2| + · · · + |Ck| is divisible by p. Since each |Ci| divides pm, this
can happen only if |Ci| = 1 for at least p − 1 values of i in {2, . . . , k}. Hence
|Z(G| ≥ p.

We are ready now to prove the result we need:

Theorem 9.12

Let G be a finite group of order plr, where p is prime and p |/ r. Then G has at
least one subgroup of order pl.

Proof

We use induction on |G|, the result being clear if |G| = 1 or 2. Consider the
class equation

plr = |G| = c1 + c2 + · · · + ck ,

where ci = |Ci| (i = 1, 2, . . . , k). We know that that ci is equal to |G|/|Zi|,
where Zi is the centraliser in G of a typical element of Ci. If we write zi for
the order of Zi, we obtain

zi =
plr

ci
(i = 1, 2, . . . , k) . (9.10)

Suppose first that there exists ci > 1 such that p |/ ci. Then zi < plr and is
divisible by pl. Hence, by induction, Zi contains a subgroup of order pl, and
we are home. We may therefore suppose that, for all i in {1, 2, . . . , k}, either
ci = 1 or p divides ci. The union of the classes Ci such that ci = 1 is the centre
Z of the group G (see Exercise 9.7) and so

plr = |Z| + vp

for some integer v. Hence Z is non-trivial, with order divisible by p. But Z is
abelian and so, by Theorem 9.8, it contains an element a of order p. Since Z is
normal, the cyclic subgroup 〈a〉 is certainly normal, and |G/〈a〉| = pl−1r. By
the induction hypothesis, G/〈a〉 contains a subgroup U/〈a〉 of order pl−1, and
so G contains a subgroup U of order pl. The subgroup U is called a Sylow
subgroup.
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The following corollary, an easy consequence of Sylow’s theorem, was proved
earlier by Cauchy:

Corollary 9.13

Let G be a finite group and let p be a prime such that p divides |G|. Then G

contains an element of order p.

Proof

We have seen that G has a subgroup H of order pl. A typical element v of H

has order pk, where k ≤ l, and it is then clear that vpk−1
has order p.

Remark 9.14

Theorem 9.12 is only part of Sylow’s theorem – the only part we shall require.
For the full result, see [13].

In Chapter 11, when we come to consider further applications to geometry,
we shall need the following result:

Theorem 9.15

Let G be a group of order pm, where p is prime and m is a positive integer.
Then there exist normal subgroups

{e} = H0 ⊂ H1 ⊂ · · · ⊂ Hm−1 ⊂ Hm = G

of G such that |Hi| = pi for i = 0, 1, . . . , m.

Proof

First, observe that G must contain an element of order p; for the order of an
arbitrarily chosen a �= e in G is pr for some r in {1, 2, . . . , m}, and so apr−1

is
of order p.

For m = 1 there is nothing to prove. So let m ≥ 2, suppose inductively
that the result holds for all k < m, and let |G| = pm. By Theorem 9.11, we
may suppose that there is a subgroup P of order p contained in the centre
Z(G). We know that P is normal (see Exercise 9.7) and we have arranged
that |G/P | = pm−1. Every normal subgroup N of G/P may be written (see
Exercise 1.31) as N/P , where N is a normal subgroup of G containing P . By
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the induction hypothesis, there exist normal subgroups Ki, all containing P ,
such that

{e} = K0/P ⊂ K1/P ⊂ · · · ⊂ Km−1/P = G/P ,

with |Ki/P | = pi (i = 1, 2, . . . , m − 1). If we define H0 = {e}, H1 = P and
Hi = Ki−1 (i = 2, . . . , m), we obtain normal subgroups Hi of G such that

{e} = H0 ⊂ H1 ⊂ · · · ⊂ Hm−1 ⊂ Hm = G ,

with |Hi| = pi (i = 0, 1, . . . , m).

EXERCISES

9.5. Show that conjugacy in a group is an equivalence relation.

9.6. Let a be an element of a group G. Show that the centraliser Z(a) is
a subgroup.

9.7. Let G be a group with centre Z.

(i) Show that Z is a subgroup of G.

(ii) Let H be a subgroup of G such that H ⊆ Z. Show that H is
normal.

(iii) Show that a ∈ Z if and only if C(a) = {a}.

9.3 Permutation Groups

Let Sn be the symmetric group on n symbols, consisting of all one–one
mappings (permutations) of the set {1, 2, . . . , n} onto itself, the operation being
composition of mappings. It is useful (and traditional) to refer to the composi-
tion of two permutations π1 and π2 as their product and to interpret π1π2 as
“first π1, then π2”. This is equivalent to writing mapping symbols on the right.
A cycle of length k, written σ = (a1 a2 . . . ak) is a permutation such that

a1σ = a2 , a2σ = a3 , . . . , ak−1σ = ak , akσ = a1

and xσ = x for each x not in the set {a1, a2, . . . , ak}.

Theorem 9.16

Every π in Sn can be expressed as a product of disjoint cycles. The order of π

is the least common multiple of the lengths of the cycles.
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Proof

Let x1 be an arbitrarily chosen element of {1, 2, . . . , n}. If x1π = x1, then (x1)
is itself a cycle; otherwise write x1π as x2. We continue with a sequence

x1 , x2 = x1π , x3 = x2π , . . . ,

and, since the set {1, 2, . . . , n} is finite, there must eventually be a repetition:
suppose that the first repetition is xkπ = xj , with k > j. If j �= 1 we have a
contradiction, since xj−1π = xkπ = xj ; hence j = 1, and the restriction of π

to {x1, x2, . . . , xk} is the cycle (x1 x2 . . . xk).
Then choose y1 not in {x1, x2, . . . , xk} and repeat the process, obtaining

a cycle (y1 y2 . . . yl). Eventually the process must cease, and we obtain the
decomposition of π into disjoint cycles.

It is clear that the order of a cycle coincides with its length, and that
disjoint cycles commute with each other. Hence, if π is the product σ1σ2 . . . σr

of disjoint cycles of lengths λ1, λ2, . . . , λr, then, for each m ≥ 1,

πm = σm
1 σm

2 . . . σm
r ,

and this is equal to the identity permutation if and only if m is a multiple of
each of the integers λ1, λ2, . . . , λr.

Remark 9.17

The decomposition into disjoint cycles is in effect unique. The cycles can begin
with any one of their entries, and the order of the cycles is arbitrary, but this
is the limit of the variability: for example, we may rewrite (1 4 5)(2 3) as
(3 2)(4 5 1), but the basic structure cannot be changed.

A cycle of length 2 is called a transposition The following important result
is easily deduced from Theorem 9.16:

Corollary 9.18

Every permutation can be expressed as a product of transpositions.

Proof

In view of Theorem 9.16, we need only show that a cycle is a product of
transpositions. It is easy to verify that

(a1 a2 . . . ak) = (a1 a2) (a1 a3) . . . (a1 ak) .
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The next observation is that permutations come in two different kinds:
even and odd. There are various ways of defining these terms: perhaps the
best is to consider the polynomial

∆(X1, X2, . . . , Xn) =
∏

1≤i<j≤n

(Xi − Xj)

= (X1 − X2) (X1 − X3) . . . (X1 − Xn)
(X2 − X3) . . . (X2 − Xn)

. . . . . .

(Xn−1 − Xn) .

in n indeterminates. (The polynomial has degree (n − 1) + (n − 2) + · · · + 1 =
1
2n(n− 1).) For each permutation π in the symmetric group Sn, we may define

π(∆) =
∏

1≤i<j≤n

(Xπ(i) − Xπ(j)) .

The factors in π(∆) are the same as the factors in ∆, except that they are in
a different order, and some of them may be reversed. For example, if π is the
transposition (1 2), the factor X1 −X2 becomes X2 −X1, and all other factors
are the same as before; thus π(∆) = −∆. On the other hand, if

π = (1 2 3) = (1 2)(1 3) ,

two factors, namely, X1 − X2 and X1 − X3, change signs, and so π(∆) = ∆. A
permutation π is even or odd according as π(∆) = ∆ or π(∆) = −∆. We see
also that π is even [odd] if and only if it is expressible as a composition of an
even [odd] number of transpositions. From this it follows that

even ◦ even = even , even ◦ odd = odd ◦ even = odd , odd ◦ odd = even .

Consequently the set of all even permutations is a subgroup, indeed a normal
subgroup, of Sn, called the alternating group, and denoted by An.

The coset An(x1 x2) consists entirely of odd permutations. Moreover, every
odd permutation π can be written as

(
π(x1 x2)

)
(x1 x2), and π(x1 x2) is even.

Thus the set of odd permutations is precisely An(x1 x2), and we conclude that
An is of index 2 in Sn, and of order 1

2n!.

Theorem 9.19

The symmetric group S3 is soluble.
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Proof

S3 consists of the permutations

e = 1, a = (1 2 3), b = (1 3 2),

x = (2 3), y = (1 3), z = (1 2) .

S3 has a normal subgroup H = {e, a, b}, and both H and S/H are cyclic. Thus
S3 is soluble.

The next result is not so immediate:

Theorem 9.20

The symmetric group S4 is soluble.

Proof

The alternating group A4 is a subgroup of index 2 and is certainly normal
(see Exercise 1.26). Moreover, the quotient S4/A4, being a group of order 2, is
assuredly abelian. The alternating group consists of the identity, together with
the 11 elements

(1 2 3) , (1 2 4) , (1 3 2) , (1 3 4) , (1 4 2) , (1 4 3) , (2 3 4) , (2 4 3) ,

(1 2)(3 4) , (1 3)(4 4) , (1 4)(2 3) .

The set V = {1 , (1 2)(3 4) , (1 3)(2 4) , (1 4)(2 3)} is an abelian subgroup
of A4 (the Klein 4-group). Its right and left cosets are (after some computation)

V , V (1 2 3) = (1 2 3)V = {(1 2 3) , (1 3 4) , (1 4 2) , (2 4 3)} ,

V (1 2 4) = (1 2 4)V = {(1 2 4) , (1 3 2) , (1 4 3) , (2 3 4)} ,

and so V � A4. The quotient A4/V , being of order 3, is abelian. We thus have
1 ⊆ V ⊆ A4 ⊆ S4, with 1 � V , V � A4, A4 � S4; and V/1, A4/V , S4/A4 are all
abelian, and so, by Exercise 9.4, S4 is soluble.

To determine whether Sn is soluble for n ≥ 5, it is useful to look at the
alternating group An. We begin with a lemma:

Lemma 9.21

For all n ≥ 3, the alternating group An is generated by the set of all cycles of
length 3.



164 Fields and Galois Theory

Proof

It is clear that An is generated by the set of elements of type (a b)(c d). If the
two transpositions are equal, their product is the identity. If the product is of
the form (a b)(a c), where a, b, c are distinct, then we see that

(a b)(a c) = (a b c) ;

and if a, b, c, d are all distinct, then

(a b)(c d) = [(a b)(a c)] [(c a)(c d)] = (a b c)(c a d) .

A non-abelian group is called simple if it has no proper normal subgroups.
Such a group is certainly not soluble. The systematic study of simple groups
is, despite their name, far from easy, but fortunately we shall need only one
result:

Theorem 9.22

For all n ≥ 5, the alternating group An is simple.

Proof

Let N �= {1} be a normal subgroup of An; we shall show that N contains every
cycle of length 3, and it will follow from Lemma 9.21 that N = An.

Case 1. Suppose first that N contains a cycle (a b c) of length 3. Let x y, z

be distinct elements in {1, 2, . . . , n}, and let

α =
(

a b c

x y z

)
.

Then α−1(a b c)α = (x y z). If α is even, this implies that (x y z) ∈ N ; if α

is odd, we replace it by the even permutation β = (d e)α, where d, e /∈ {a, b, c}
(this being possible since n ≥ 5) and observe that β−1(a b c)β = (x y z).
Hence N contains all cycles of length 3, and so N = An.

Case 2. Next, suppose that N contains an element π which decomposes into
disjoint cycles as

π = κ1κ2 . . . κr ,

and suppose that one of the cycles, which we may, without loss of generality,
take as κ1, is of length s ≥ 4:

κ1 = (a1 a2 . . . as) .
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Let α = (a1 a2 a3); then α−1πα = (α−1κ1α)κ2 . . . κr, since only κ1 is affected
by the conjugation, and

α−1κ1α = (a1 a3 a2)(a1 a2 . . . as)(a1 a2 a3)

= (a2 a3 a1 a4 a5 . . . as) .

The element π−1α−1πα belongs to N , and

π−1α−1πα = κ−1
1 α−1κ1α

= (as as−1 . . . a1)(a2 a3 a1 a4 a5 . . . as)

= (a1 a2 a4) .

We are back in Case 1, and so N = An.
It remains to consider the case where all the elements of N have cycle

decompositions involving only cycles of length 2 and 3. If π contains only one
cycle (a b c) of length 3 (the other cycles being of length 2), then π2 =
(a c b) ∈ N , and we are back in Case 1. So suppose that π contains at least
two disjoint cycles (a b c) and (d e f) of length 3. Then N contains

π′ = (e d c)π(e c d)

= (e d c)(a b c)(d e f)(e c d) . . .

= (a b d)(c f e) . . . ,

and so contains

ππ′ = (a b c)(d e f) . . . (a b d)(c f e) . . .

= (a d c b f) . . . .

We are back in Case 2, and so N = An.
The final case is where π is a product of a (necessarily even) number of

transpositions. Suppose first that there are just two: π = (a b)(c d). Then
there is at least one other symbol e, since we are assuming that n ≥ 5, and N

contains the element

π[(a b e)−1π(a b e)] = (a b)(c d)(a e b)(a b)(c d)(a b e)

= (a e b) .

Again we are back in Case 1.
Suppose finally that π = (a b)(c d)(e f)(g h) . . .. Then N contains

π[(b c)−1(d e)−1π(d e)(b c)] = π(b c)(d e)π(d e)(b c)

= (a e d)(b c f) . . . ,

and once again we are back in a case already considered.
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On the topic of symmetric groups, we shall require the following result:

Theorem 9.23

The symmetric group Sn is generated by the two cycles (1 2) and (1 2 . . . n).

Proof

Denote (1 2) by τ and (1 2 . . . n) by ζ. Then

ζ−1 = ζn−1 = (n n − 1 . . . 1) ,

and so
ζ−1τζ = (n n − 1 . . . 1)(1 2)(1 2 . . . n) = (2 3) ,

and, more generally, we can show that

ζ−i+1τζi−1 = (i i + 1) .

To see this, note that if j /∈ {i, i + 1}, then (mod n)

j ζ−i+1τζi−1 = (j − i + 1)τζi−1 = (j − i + 1)ζi−1 = j ,

while
i ζ−i+1τζi−1 = 1τζi−1 = 2ζi−1 = i + 1 ,

and
(i + 1) ζ−i+1τζi−1 = 2τζi−1 = 1ζi−1 = i .

Next, observe that, for j = 2, 3, . . . , n − 1,

(j j + 1)(j − 1 j) . . . (2 3)(1 2)(2 3) . . . (j j + 1) = (1 j + 1) .

We next show that, for i = 1, 2, . . . , n − 1 and j = 1, 2, . . . n − i,

ζ−i+1(1 j + 1)ζi−1 = (i i + j) ;

for
i ζ−i+1(1 j + 1)ζi−1 = 1(1 j + 1)ζi−1 = (j + 1)ζi−1 = i + j ,

(i + j) ζ−i+1(1 j + 1)ζi−1 = (j + 1)(1 j + 1)ζi−1 = 1ζi−1 = i ,

and all other members of {1, 2, . . . , n} map to themselves.
We have shown that τ and ζ generate all transpositions in Sn, and it follows

from Corollary 9.18 that they generate the whole of Sn.
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9.4 Properties of Soluble Groups

Recall that a group G is soluble if, for some m ≥ 0, it has a finite series

{1} = G0 ⊆ G1 ⊆ · · · ⊆ Gm = G (9.11)

of subgroups such that, for i = 0, 1, . . . m − 1,

(i) Gi � Gi+1

(ii) Gi+1/Gi is cyclic.

Theorem 9.24

Let G be a group.

(i) If G is soluble, then every subgroup of G is soluble.

(ii) If G is soluble and N is a normal subgroup of G, then G/N is soluble.

(iii) Let N � G. Then G is soluble if and only if both N and G/N are soluble.

Proof

(i) Suppose that
1 = G0 � G1 � · · · � Gm = G , (9.12)

and that Gi+1/Gi is cyclic for i = 1, 2, . . . , m − 1. Let H be a subgroup of G,
and, for each i, let Ki = H ∩ Gi. Then, since Gi ⊆ Gi+1,

Ki = H ∩ (Gi+1 ∩ Gi) = (H ∩ Gi+1) ∩ Gi = Ki+1 ∩ Gi .

From Theorem 9.7(i) it follows that Ki � Ki+1, and that

Ki+1/Ki = Ki+1/(Ki+1 ∩ Gi) 
 Ki+1Gi/Gi .

Since Ki+1Gi/Gi is a subgroup of the cyclic group Gi+1/Gi, it is cyclic (or
trivial), and so the sequence

{1} = K0 � K1 � · · · � Km = H

has the required properties.

(ii) With G defined as before, it is clear that G/N has a series

N/N = G0N/N � G1N/N � · · · � GmN/N = G/N .
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(There may be coincidences in this series – for example, if G1 ⊆ N , then
G1N/N = N/N – but this causes no problem.) Using Theorem 9.7 we can
transform a typical quotient:

Gi+1N/N

GiN/N

 Gi+1N

GiN
=

Gi+1(GiN)
GiN


 Gi+1

Gi+1 ∩ (GiN)

 Gi+1/Gi(

Gi+1 ∩ (GiN)
)
/Gi

.

The quotient, being isomorphic to a factor group of the cyclic group Gi+1/Gi

is certainly cyclic.

(iii) From Parts (i) and (ii), we know that N and G/N are soluble if G is
soluble.

Suppose conversely that N and G/N are soluble. Then there is a series

{1} = N0 � N1 � · · · � Np = N ,

in which Ni+1/Ni is cyclic for i = 0, 1, . . . , p − 1, and a series

{1} = N/N = G0/N � G1/N � · · · � Gm/N = G/N ,

such that, for i = 0, 1, . . . , m− 1, Gi �Gi+1 and Gi+1/Gi 
 (Gi+1/N)/(Gi/N)
is cyclic. Hence there is a series

{1} = N0 � N1 � · · · � Np = N = G0 � G1 � · · · � Gp = G ,

and so G is soluble.

Corollary 9.25

For all n ≥ 5, the symmetric group Sn is not soluble.

Proof

If Sn were soluble, then all its subgroups would be soluble, and we know that
An, being simple, is certainly not soluble.



10
Groups and Equations

The use of the word “soluble” for the groups described in the last chapter
is on the face of it rather strange, but you may have guessed that there is a
connection with equations and solubility by radicals. The following theorem
establishes half of the connection:

Theorem 10.1

Let K be a field of characteristic zero. Let f be a polynomial in K[X] whose
Galois group Gal(f) is soluble. Then f is soluble by radicals.

Proof

Let L be a splitting field of f over K. We are supposing that Gal(L : K) is
soluble; suppose also that |Gal(L : K)| = m. If K does not contain an mth
root of unity, we can certainly adjoin one: let E be the splitting field over K of
the polynomial Xm − 1. Now let M be a splitting field for f over E.
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By Theorem 7.36, we may regard M as an extension of L, and Gal(M : E) 

Gal(L : E ∩ L). Now Gal(L : E ∩ L) is a subgroup of the soluble group Gal(L :
K), and so, by Theorem 9.24, G = Gal(M : E) is soluble. That is, there exist
subgroups

{1} = G0 � G1 � · · · � Gr = G

such that Gi+1/Gi is cyclic for 0 ≤ i ≤ r − 1. By the fundamental theorem,
there is a corresponding sequence

E = Mr ⊆ Mr−1 ⊆ · · · ⊆ M0 = M

of subfields of M , such that Gal(M : Mi) = Gi, and Gal(Mi : Mi+1) 

Gi+1/Gi. Thus Mi is a cyclic extension of Mi+1.

Let [Mi : Mi+1] = di (i = 0, 1, . . . , r). Then di divides [M : E] = |Gal(M :
E)|, which in turn divides |Gal(L : K)| = m. Since Mi+1 contains E, it contains
every mth root ω of unity, and so certainly contains all dith roots of unity, these
being powers of ω. Hence, by Theorem 8.20 there exists an element βi in Mi

such that Mi = Mi+1(βi), where βi is a root of an irreducible polynomial
Xdi − ci+1, with ci+1 in Mi+1. It follows that the polynomial f is soluble by
radicals.

The converse result is as follows:

Theorem 10.2

Let K be a field of characteristic zero, and let K ⊆ L ⊆ M , where M is a
radical extension. Then Gal(L : K) is a soluble group.

Proof

We are supposing that there is a sequence

K = M0, M1, . . . , Mr = M

such that Mi+1 = Mi(αi) (i = 0, 1, . . . , r−1), where αi is a root of a polynomial
Xni − ai, irreducible in Mi[X].

The idea of the proof is simple enough. At each stage the element αi is a
root of Xni −bi, we use Theorems 8.13 and 8.18 to get useful information about
the Galois groups. Unfortunately, we have to be careful that we have normal
extensions at each stage. Right at the beginning of the argument, we see that
L need not be a normal extension of K, and we need some preliminary repair
work. We do this not by repairing L, but by modifying the base field K.
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In the notation of Section 7.2, the fixed field Φ
(
Γ (K)

)
of Gal(L : K) will in

general be larger than K: let us denote it by K ′. (See Theorem 7.11.) On the
other hand (see Exercise 7.3) we know that

Φ
(
Γ (K ′)

)
= (ΦΓΦΓ )(K) = (ΦΓ )(K) = K ′,

and so, by Theorem 7.30, L is a normal extension of K ′. Since any polynomial
f in K[X] may certainly be regarded as a polynomial in K ′[X], and since
Gal(L : K) = Gal(L : K ′), we may replace K by K ′. To avoid proliferation of
notation, let us in fact suppose that L is a normal extension of K.

If N is a normal closure of M , then N is a radical extension, by Theorem
8.4. So there is no loss of generality in the statement of the theorem if we make
the stronger assumption that M is both radical and normal.

If we prove that Gal(M : K) is soluble, it will follow from Theorems 7.34
and 9.24 that Gal(L : K) is soluble, for Gal(M : L) � Gal(M : K), and

Gal(L : K) 
 Gal(M,K)/Gal(M,L) .

So we set out to prove that Gal(M : K) is soluble, our assumption being that
M is a normal (separable) radical extension of K.

Let
M = K(α1, α2, . . . , αn) , (10.1)

and suppose that

αpi

i ∈ K(α1, α2, . . . , αi−1) , (i = 1, 2, . . . , n) .

We may in fact suppose that pi is prime for all i, at a cost of increasing n: if,
for example, we have αpq

i ∈ K(α1, α2, . . . , αn), we can define β as αp
i , and say

that βq ∈ K(α1, α2, . . . , αn), and αp
i ∈ K(β, α1, α2, . . . , αn).

We prove the result by induction on the integer n featuring above in (10.1).
We have that αp1

1 = b1 ∈ K. In order to have enough roots of unity, we let
P = M(ω) be a splitting field for Xp1 − 1 over M , where ω is a primitive p1th
root of unity. Certainly, by Theorem 7.13, P is a normal extension of M , and
so, by Theorem 7.34, Gal(P : M) � Gal(P : K), and

Gal(M : K) 
 Gal(P : K)/Gal(P : M) .

Theorem 9.24 now tells us that that if we can prove that Gal(P : K) is soluble,
then the desired result, that Gal(M : K) is soluble, will follow immediately.

Let M1 be the subfield K(ω) of P . In fact M1 is a splitting field over K of
Xp1 −1, and so is a normal extension. By Corollary 8.14, Gal(M1 : K) is cyclic
(and hence certainly soluble). Thus Gal(P : M1) � Gal(P : K), and

Gal(M1 : K) 
 Gal(P : K)/Gal(P : M1) .
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Hence once again Theorem 9.24 tells us that, if we can prove that Gal(P : M1)
is soluble, then solubility of Gal(P : K) will follow.

So, having begun with Gal(L : K), we have now reduced the problem to
showing that Gal(P : M1) is soluble. We may write

P = M1(α1, α2, . . . , αn)

(these being the same αi as in (10.1)). Denote Gal(P : M1) by G, and let
H = Gal

(
P : M(α1)

)
, a subgroup of G. The proof proceeds by induction on n.

�
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K

M1 = K(ω)

M1(α1)

P = M(ω) = M1(α1, . . . , αn)

M

Now in M1[X],

Xp1 − 1 = (X − 1)(X − ω)(X − ω2) . . . (X − ωp1−1) ,

and in
(
M(α1)

)
[X],

Xp1 − b1 = Xp1 − αp1
1 = (X − α1)(X − ωα1)(X − ω2α1) . . . (X − ωp1−1α1) ;

thus M(α1) is a splitting field for Xp1 − b1 over M1. By Theorem 8.18,
Γ

(
M(α1)

)
= Gal

(
M1(α1) : M1

)
is cyclic. Since M1(α) is a normal exten-

sion (being a splitting field) of M1, it follows from Theorem 7.34 that H � G

and that G/H 
 Γ
(
M(α1)

)
is cyclic.

Now H is the Galois group

Gal
(
P : M(α1)

)
= Gal

(
M1(α1)(α2, . . . , αn) : M1(α1)

)
,

and P is a normal extension of M1(α1). The induction hypothesis allows us to
assume that H is soluble. Since G/H is certainly soluble, we deduce that G is
soluble.

Theorem 10.2 makes no reference to polynomials or equations, but this
omission is easily repaired. Let f be a polynomial in K[X], and suppose that it is
soluble by radicals. That is to say, suppose that its splitting field L is contained
in a radical extension M of K. The theorem tells us that Gal(f) = Gal(L : K)
is soluble. Theorems 10.2 and 10.1 together give the fundamental result:

Theorem 10.3

A polynomial f with coefficients in a field K of characteristic zero is soluble
by radicals if and only if its Galois group is soluble.
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10.1 Insoluble Quintics

To answer the classical question regarding quintic equations, we must now
exhibit quintic polynomials in Q[X] with Galois groups that are not soluble. A
rather technical observation gives us the means of constructing examples:

Theorem 10.4

Let p be a prime, and let f be a monic irreducible polynomial of degree p, with
coefficients in Q. Suppose that f has precisely two zeros in C \ R. Then the
Galois group of f is the symmetric group Sp.

Proof

The polynomial f has a splitting field L contained in C. The Galois group
G = Gal(L : Q) is a group of permutations on the p roots of f in L, the roots
being all distinct, by Theorem 7.22. Thus G is a subgroup of Sp. In constructing
the splitting field of f , the first step is to form Q(α), where α has minimum
polynomial f . Then [Q(α) : Q] = p. Since

p =
∣∣Gal

(
Q(α) : Q

)∣∣ =
∣∣Gal(L : Q)

∣∣/∣∣Gal
(
L : Q(α)

)∣∣ ,

p divides |G|. By Theorem 9.12, G contains an element of order p. By Theorem
9.16, the only elements of order p in Sp are cycles of length p, and so G contains
a cycle of length p.

The two non-real roots of f are necessarily complex conjugates of each other
(see the proof of Theorem 2.20) and so the splitting field contains a transpo-
sition, interchanging the two non-real roots and leaving the rest unchanged.
There is no loss of generality in denoting the transposition by (1 2). We may
also suppose that the p-cycle σ = (a1 a2 . . . ap) has a1 = 1, for the choice of
first element is arbitrary. If ak = 2, then σk−1 = (1 2 . . .), and we may as well
write it as (1 2 . . . p). Since G contains (1 2) and (1 2 . . . p), it follows from
Theorem 9.23 that G = Sp.

Can we find an irreducible quintic polynomial with precisely 3 real roots?
Yes, we can!

Example 10.5

Show that f(X) = X5 − 8X + 2 is not soluble by radicals.
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Figure 10.1. X5 − 8X + 2

Solution
The polynomial f is certainly irreducible over Q, by the Eisenstein criterion
(Theorem 2.27). A table of values,

X −2 −1 0 1 2
f(X) −14 9 2 −5 18

,

tells us that there are roots in the intervals (−2,−1), (0, 1) and (1, 2). The
derivative f ′(X) = 5X4 −8 is positive except between − 4

√
8/5 and 4

√
8/5, that

is (approximately), between −1.1247 and 1.1247. By Rolle’s theorem (see [7])
there is at least one zero of f ′(X) between zeros of f(X), and so there are
precisely three real roots. The graph of f is approximately as in Fig10.1. By
Theorems 9.25 and 10.4, the polynomial f(X) is not soluble by radicals.

EXERCISES

10.1. Show that X5 − 6X + 3 is not soluble by radicals.

10.2. Show that X5 − 4X + 2 is not soluble by radicals.

10.2 General Polynomials

Let K be a field of characteristic zero, and let L be an extension of K. A subset
{α1, α2, . . . , αn} of L is said to be algebraically independent over K if, for
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all polynomials f = f(X1, X2, . . . , Xn) with coefficients in K,

f(α1, α2, . . . , αn) = 0 only if f = 0 .

This is a much stronger condition than linear independence: the set

{1,
√

2,
√

3,
√

6}
is linearly independent over Q, but is not algebraically independent, since (for
example) the polynomial f(X1, X2, X3, X4) = X2X3 − X4 has

f(1,
√

2,
√

3,
√

6) = 0 .

Indeed, algebraic independence can alternatively (see Exercise 8.16) be defined
by the property that α1 is transcendental over K and, for each r in {2, 3, . . . , n},
αr is transcendental over K(α1, α2, . . . , αr−1). For yet another way of looking
at the concept, {α1, α2, . . . , αn} is algebraically independent over K if and only
if K(α1, α2, . . . , αn) is isomorphic to K(X1, X2, . . . , Xn), the field of all rational
forms with n indeterminates and coefficients in K. (Again, see Exercise 8.16.)

An extension L of a field K is said to be finitely generated if, for
some natural number m there exist elements α1, α2, . . . , αm such that L =
K(α1, α2, . . . , αm). Every finite extension is certainly finitely generated, but
the converse statement is false. The following theorem shows how to identify
the transcendental aspect of a finitely generated extension:

Theorem 10.6

Let L = K(α1, α2, . . . , αn) be a finitely generated extension of K. Then there
exists a field E such that K ⊆ E ⊆ L such that, for some m such that 0 ≤
m ≤ n:

(i) E = K(β1, β2, . . . , βm), where {β1, β2, . . . , βm} is algebraically independent
over K;

(ii) [L : E] is finite.

Proof

Suppose first that all of the elements α1, α2, . . . , αn are algebraic over K. Then
[L : K] is finite, and we may take E = K and m = 0. Otherwise, there exists
an αi which is transcendental over K: let this be the element β1. If [L : K(β1)]
is not finite, there is an αj which is transcendental over K(α1); call it β2.
The process continues, and must terminate in at most n steps. Thus E =
K(β1, β2, . . . , βm), where m ≤ n, {β1, β2, . . . , βm} is algebraically independent
over K, and [L : E] is finite.
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The elements βi featuring in Theorem 10.6 are not unique, but m, the
number of algebraically independent elements, is wholly determined by L and
K:

Theorem 10.7

With the notation of Theorem 10.6, suppose that there is another field F such
that K ⊆ F ⊆ L, and

(i) F = K(γ1, γ2, . . . , γp), where {γ1, γ2, . . . , γp} is algebraically independent
over K;

(ii) [L : F ] is finite.

Then p = m.

Proof

Suppose that p > m. Since [L : E] is finite, the element γ1 is algebraic over E. It
may even belong to E, but at worst γ1 is a root of a polynomial with coefficients
in E = K(β1, β2, . . . , βm). Equivalently, there is a non-zero polynomial f such
that

f(β1, β2, . . . , βm, γ1) = 0 .

Since the element γ1 is transcendental over K, at least one of the elements βi

– say β1 – must actually feature in the coefficients of the polynomial f . Thus
β1 is algebraic over K(β2, . . . , βm, γ1), and [L : K(β2, . . . , βn, γ1)] is finite. We
can continue the argument, replacing each successive βi by γi, and so [L :
K(γ1, γ2, . . . , γm)] is finite. We are assuming that p > m, and we now have a
contradiction, since γm+1 is transcendental over K(γ1, γ2, . . . , γm). In exactly
the same way, we obtain a contradiction if we assume that m > p, and the
result follows.

The number m featuring in Theorem 10.6 is called the transcendence
degree of L over K.

Let K be a field and let L be an extension of K with transcendence degree
n. Let us suppose, in fact, that L = K(t1, t2, . . . , tn), where t1, t2, . . . , tn are
algebraically independent over K. For all σ in the symmetric group Sn we can
define a K-automorphism ϕσ of L, given by

ϕσ(ti) = tσ(i) ,

and extending in the usual way to L. Thus, for example, if n = 3 and q =
(t1 + 3t2 − t3)/(t31t2) and σ is the cycle (1 2 3), then

σ(q) = (t2 + 3t3 − t1)/(t32t3) .
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Let us denote by Autn the group {φσ : σ ∈ Sn}. The map σ �→ φσ is an
isomorphism.

The fixed field F of Autn includes all the elementary symmetric poly-
nomials

s1 = t1 + t2 + · · · + tn ,

s2 = t1t2 + t1t3 + · · · + tn−1tn ,

. . .

sn = t1t2 . . . tn ;

and all rational combinations of these polynomials. For example, t21 + t22 +
· · · + t2n is clearly in F , and a little elementary algebra establishes that it can
be expressed as s2

1 − 2s2. The next theorem tells us that F is generated by
s1, s2, . . . , sn:

Theorem 10.8

With the above notation, F = K(s1, s2, . . . , sn).

Proof

We show, by induction on n, that

[K(t1, t2, . . . , tn) : K(s1, s2, . . . , sn)] ≤ n! , (10.2)

it being obvious that this holds for n = 1. Certainly

K(s1, s2, . . . , sn) ⊆ K(s1, s2, . . . , sn, tn) ⊆ K(t1, t2, . . . , tn) .

The polynomial

f(X) = Xn − s1X
n−1 + · · · + (−1)nsn

factorises into (X − t1)(X − t2) . . . (X − tn) over K(t1, t2, . . . , tn). Hence the
minimum polynomial of tn over K(s1, s2, . . . , sn) divides f . Consequently

[K(s1, s2, . . . , sn, tn) : K(s1, s2, . . . , sn)] ≤ n . (10.3)

Let s′
1, s

′
2, . . . , s

′
n−1 be the elementary symmetric polynomials in t1, t2, . . . , tn−1;

then s1 = s′
1 + tn, sn = s′

n−1tn, and

sj = s′
j−1tn + s′

j (j = 2, 3, . . . , n − 1) .

Hence
K(s1, s2, . . . , sn) = K(s′

1, s
′
2, . . . s

′
n−1, tn) ,



178 Fields and Galois Theory

and so, by the induction hypothesis,

[K(t1, t2, . . . , tn) : K(s1, s2, . . . , sn, tn)]

= [K(tn)(t1, t2, . . . , tn−1) : K(tn)(s′
1, s

′
2, . . . s

′
n−1)]

≤ (n − 1)! .

This, together with (10.3), establishes (10.2).
Certainly it is clear that K(s1, s2, . . . , sn) is contained in the fixed field F

of Autn. By Theorem 7.12, [K(t1, t2, . . . , tn) : F ] = |Autn| = n!, and so, by
(10.2), we must have F = K(s1, s2, . . . , sn).

Theorem 10.9

The symmetric polynomials s1, s2, . . . , sn are algebraically independent.

Proof

The field F (t1, t2, . . . , tn) is a finite extension of F (s1, s2, . . . , sn), since t1, t2,
. . . , tn are the roots of

Xn − s1X
n−1 + s2X

n−2 − · · · + (−1)nsn .

Thus F (t1, t2, . . . , tn) and F (s1, s2, . . . , sn) have the same transcendence degree,
and so s1, s2, . . . , sn are algebraically independent.

Let us now consider a set of n algebraically independent elements over a
field K with characteristic zero. For reasons that will appear shortly, we shall
name the elements as s1, s2, . . . , sn, but for the moment they are just arbitrarily
chosen algebraically independent elements. The general polynomial of degree
n “over K” (though its coefficients are in fact in K(s1, s2, . . . , sn)) is

Xn − s1X
n−1 + s2X

n−2 − · · · + (−1)nsn . (10.4)

We can call it a general (or generic) polynomial, because there is no algebraic
connection among the coefficients.

Theorem 10.10

Let K be a field of characteristic zero, and let g(X) be given by (10.4). Let M

be a splitting field for g over K(s1, s2, . . . , sn). Then the zeros t1, t2, . . . , tn of
g in M are algebraically independent over K, and the Galois group of M over
K(s1, s2, . . . , sn) is the symmetric group Sn.
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Proof

The degree [M : K(s1, s2, . . . , sn))] is finite, by Theorem 5.1, and so, over K,
the transcendence degree of M is the same as that of K(s1, s2, . . . , sn), namely,
n. Since M = K(t1, t2, . . . , tn), the elements t1, t2, . . . , tn must be algebraically
independent. From the identity

Xn − s1X
n−1 + s2X

n−2 − · · · + (−1)nsn = (X − t1)(X − t2) . . . (X − tn)

we deduce that s1, s2, . . . , sn are the elementary symmetric polynomials in
t1, t2, . . . , tn. As we have seen above, Autn is a group of automorphisms of
M , and its fixed field is K(s1, s2, . . . , sn). By Theorem 7.12,

[M : K(s1, s2, . . . , sn)] = |Autn| = |Sn| = n! .

Hence Gal
(
M : K(s1, s2, . . . , sn)

) 
 Sn.

We immediately deduce the final result:

Theorem 10.11

If K is a field with characteristic zero and n ≥ 5, the general polynomial (10.4)
is not soluble by radicals.

EXERCISES

10.3. Let K be a field and let L be an extension of K containing a set
{α1, α1, . . . , αn}. Show that the following statements are equivalent:

(i) {α1, α2, . . . , αn} is algebraically independent over K;

(ii) α1 is transcendental over K and, for each r in {2, 3, . . . , n}, αr

is transcendental over K(α1, α2, . . . , αr−1);

(iii) K(α1, α2, . . . , αn) 
 K(X1, X2, . . . , Xn).

10.4. Let α, a real number, be transcendental over Q. Is it possible to find
a real number β which is transcendental over Q(α)? [Hint: think of
cardinal numbers.]

10.5. It follows from Theorem 10.8 that every symmetric polynomial
is a rational expression in the elementary symmetric polynomials
s1, s2, . . . , sn. Express t31+t32+t33 as a rational expression in s1, s2, s3.
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10.3 Where Next?

Wisely, we confined ourselves in this chapter to fields with characteristic zero.
The conclusions for fields of characteristic p are not hugely different, and are
not a lot harder to prove. All that is necessary is to make sure that p does not
get mixed up with the degrees of extensions and the order of Galois groups.
We can state a theorem as follows:

Theorem 10.12

Let f be a separable polynomial in K[X], where char K = p. If the Galois
group Gal(f) is soluble, and if p does not divide |Gal(f)|, then f is soluble by
radicals.

Conversely, we have a more complicated statement:

Theorem 10.13

Let K be a field with prime characteristic p. Let L : K be a Galois extension
with subfields K = L0 ⊂ L1 ⊂ · · · ⊂ Lr = L, and suppose that, for i =
1, 2, . . . , r,

Li = Li−1(αi) ,

where αi is a root of Xni − ci, with ci ∈ Li−1. Suppose also that p does not
divide n1n2 . . . nr. If f splits over L, then the Galois group Gal(f) is soluble.

At the very beginning of this chapter we made the obvious comment that
the roots of a polynomial Xn + an−1X

n−1 + · · · + a1X + a0 are determined
by the coefficients – are, to put it another way, functions ρ(a0, a1, . . . , an−1).
For n = 1, 2, 3, 4 the function ρ is what we might call “rational-radical”, but
we now know that this is not the case for n ≥ 5. So what kind of function is
it? Hermite showed that, for n = 5, the solution can be expressed in terms of
elliptic modular functions (see [4]), functions that arise in quite a different
context, and this work was developed by Klein1 and Poincaré2 .

In another direction, it was not long before an obvious question was asked.
Given a finite group G, define G as realisable if there exists a polynomial
in Q[X] having G as its Galois group. Which groups are realisable? A deep
result, due to Shafarevich3 in 1956, is that every soluble group is realisable.
1 Felix Christian Klein, 1849–1925.
2 Jules Henri Poincaré, 1854–1912.
3 Igor Rostislavovich Shafarevich, 1923–.
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(See [12].) At the other extreme, it is not known whether every finite simple
group is realisable.

In the case of quintic polynomials, only 5 groups are realisable. We have
come across two of them:

– the metacyclic group M20 = 〈a, b | a5 = b4 = a2ba−1b−1 = 1〉, which we
encountered in Example 8.22;

– the symmetric group S5, which we encountered in Example 10.5;

and the other three are

– the cyclic group C5;

– the alternating group A5; and

– the dihedral group D5 = 〈a, b | a5 = b2 = 1, ab = ba4〉.
For n > 5 we have less information. In general, the calculation of Galois

groups is quite difficult, and many questions remain unanswered. The topic is
still very much alive: for example, as recently as 1987, Osada [11] showed that
Gal(Xn − X − 1) 
 Sn for all n ≥ 2.

All of this, however, is well beyond the scope of an introductory text on
Galois theory. For further information, see [5] and [9].





11
Regular Polygons

11.1 Preliminaries

After the undeniably hard work of the last two chapters, we reward ourselves
with a “lollipop” by returning to the theme of constructions using ruler and
compasses. The fact (to be established below) that a 17-sided regular polygon
is constructible, whereas a 19-sided regular polygon is not, is of little practical
significance, but the argument is beautiful, and, to the soul of a pure mathe-
matician, is its own justification. Even the fact that a 65, 537-sided polygon is
constructible is intriguing!

In Chapter 4 we used Theorem 4.8 to show the impossibility of certain
constructions, the most celebrated being the problem of squaring the circle. In
this chapter we wish also to demonstrate the possibility of certain constructions,
and for this we need what amounts to a converse of Theorem 4.8.

It is convenient to begin with a lemma. Recall that a point (a, b) is con-
structible if it can be obtained from O = (0, 0) and I = (1, 0) by ruler and
compasses constructions.

Lemma 11.1

Let a, b ∈ R.

(i) The point (a, 0) is constructible if and only if (0, a) is constructible.

(ii) The point (a, b) is constructible if and only if (a, 0) and (b, 0) are con-
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structible.

(iii) If (a, 0) and (b, 0) are constructible, then so are (a + b, 0), (a − b, 0), (ab, 0)
and, if b �= 0, (a/b, 0).

Proof

(i) Suppose that (a, 0) is constructible. The circle with centre O passing through
(a, 0) meets the positive y-axis in (0, a), and so (0, a) is constructible. The
converse is clear.

(ii) Suppose that (a, b) is constructible. Then, by Example 4.2 we can drop a
perpendicular from (a, b) on to the x-axis to construct the point (a, 0). Dropping
a perpendicular on to the y-axis gives the point (0, b); and so, by Part (i), both
(a, 0) and (b, 0) are constructible.

Conversely, suppose that (a, 0) and (b, 0) (and hence also (0, b)) are con-
structible. By Example 4.1 we may draw a line through (a, 0) perpendicular to
the x-axis, and a line through (0, b) perpendicular to the y-axis. The lines meet
in (a, b), which is therefore constructible.

(iii) Suppose that A = (a, 0) and B = (b, 0) are constructible. A circle with
centre A and radius equal to the length of OB meets the x-axis in (a + b, 0)
and (a−b, 0). Hence both these points are constructible. To show that (ab, 0) is
constructible, let A′ = (0, a) and I ′ = (0, 1)

(
both constructible, by Part (i)

)
.

By Example 4.5 we may draw a line though A′ parallel to I ′B, meeting the
x-axis in P .

�

�															

						

PB

I ′

A′

O
x

y

The triangles OBI ′ and OPA′ are similar, and so OP/OA′ = OB/OI ′. Hence
P is the point (ab, 0), and we have shown that it is constructible.

Finally, let B be the point (b, 0), where b �= 0, and, as before, let I ′ = (0, 1).
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Draw a line through I parallel to BI ′, meeting the y-axis in P .

�

� x

y

								

																

O I B

I ′

P

The triangles OIP and OBI ′ are similar, and so OP/OI = OI ′/OB. Thus P is
the point (0, 1/b), and it follows that (1/b, 0) is constructible. From the result
of the last paragraph we may now deduce that (a/b, 0) is constructible.

Corollary 11.2

If a, b ∈ Q, then (a, b) is constructible.

Proof

From Part (iii) of the lemma, we can deduce that (m/n, 0) is constructible for
every rational number m/n. Thus (a, 0) and (0, b) are constructible; and so, by
Part (ii), (a, b) is constructible.

We are ready now to prove the following converse to Theorem 4.8.

Theorem 11.3

Let B = {O, I}. If there is a sequence of subfields

Q = K0 ⊂ K1 ⊂ · · · ⊂ Kn = L

of R such that [Ki : Ki−1] = 2 (i = 1, 2, . . . , n), then every point with coordi-
nates in L is constructible.

Proof

From Corollary 11.2, every (a, b) with coordinates in Q = K0 is constructible.
Suppose inductively that i ≥ 1 and that every point with coordinates in Ki−1

is constructible. Since [Ki : Ki−1] = 2, we may conclude (see Exercise 3.5)
that Ki = Ki−1(β), where β is an arbitrarily chosen element of Ki \ Ki−1.
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The minimum polynomial of β over Ki−1 is of the form X2 + bX + c, with
b, c ∈ Ki−1 and with discriminant ∆ = b2 − 4c ≥ 0, since Ki is certainly a
subfield of R. Since β = 1

2 (b ± √
∆), it is clear that Ki = Ki−1(

√
∆), where

∆ ∈ Ki−1. All we need to do to complete the proof is to show that (
√

∆, 0) is
constructible.

Let D be the point (∆, 0), and let E be the point on the x-axis such that
IE = ∆. Let M be the midpoint of OE, and let K be the circle with centre M

passing through O (and E). Let the line through I perpendicular to the x-axis
meet the circle K in P .

�

�

� � ��� 												














O I M D E

P

x

y

�
�

�
�

�
��

(
√

∆, 0)

The angle OPE is a right angle, and the triangles OIP and PIE are similar;
hence OI/IP = IP/IE. That is, IP 2 = ∆. The point (

√
∆, 0) is obtained as

the intersection with the positive x-axis of a circle with centre O and radius
equal to the length IP . It now follows from Lemma 11.1 that an arbitrary point
(p + q

√
∆, r + s

√
∆) where p, q, r, s ∈ Ki−1, is constructible.

The conditions on L in the statement of Theorem 11.3 imply that [L : Q] is
a positive power of 2, and it is reasonable to ask whether this more compactly
expressed condition is sufficient for constructibility. In fact Theorem 9.15 is
exactly what we need:

Theorem 11.4

Let K be a normal extension of Q such that [K : Q] = 2m, where m is a positive
integer. Then every point (α, β) in K × K is constructible.

Proof

The group G = Gal(K, Q) is of order 2m and, by Theorem 9.15, there exist
normal subgroups

{e} = H0 ⊂ H1 ⊂ · · · ⊂ Hm−1 ⊂ Hm = G
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such that |Hi| = 2i (i = 0, 1, . . . , m). By Theorem 7.34, there exist subfields

K = Φ(H0) ⊃ Φ(H1) ⊃ · · · ⊃ Φ(Hm−1) ⊃ Φ(Hm) = Q ,

with [K : Φ(Hi)] = 2i (i = 0, 1, . . . , m). Hence [Φ(Hi) : Φ(Hi+1)] = 2 (i =
0, 1, . . . , m − 1), and the conclusion now follows from Theorem 11.3.

11.2 The Construction of Regular Polygons

For all n ≥ 3, denote the regular polygon with n sides by Πn. In Chapter 4 we
saw how to construct Πn for n = 4; and some other small values of n, known
to Euclid and his contemporaries, present no great problem. Gauss, aged 19
at the time, “out-Greeked the Greeks” by showing that Π17 is constructible,
and it is said that his delight in this result convinced him that his future lay in
mathematics. The techniques we have developed enable us to specify exactly
the set of n for which Πn is constructible. The key to the specification is the
result (Theorems 4.8 and 11.3) that a geometric construction is possible if and
only if the degree of the associated field extension is a power of 2.

Note first that the construction of Πn depends on the construction of the
angle θn = 2π/n at the centre of the polygon, for once we construct the isosceles
triangle IOA for which the angle IOA is θn, we may form the polygon by
pasting copies of the triangle all the way round.

A similar pasting technique allows us to deduce that constructibility of θm

and θn implies constructibility of θm ± θn:

���������


















���������


















O OA A

B C

C B

(i) (ii)

In both diagrams, AOB is the angle θm. In (i), ∠BOC = θn and ∠AOC =
θm + θn. In (ii), ∠COB = θn and ∠AOC = θm − θn.

More generally, by repeated additions and subtractions, we obtain the fol-
lowing:

Theorem 11.5

If θm and θn are constructible, and if s, t ∈ Z, then sθm + tθn is constructible.
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We shall have occasion to use the following fairly obvious remark concerning
the constructibility of angles and points.

Theorem 11.6

The following statements are equivalent:

(i) θn is constructible;

(ii) the point (cos θn, sin θn) is constructible;

(iii) the point (cos θn, 0) is constructible.

Proof

(i) ⇒ (ii). This is clear from the diagram.

�
�

�
�

�
�

��

θn

(cos θn, sin θn)

(1, 0)
C

1

O

(ii) ⇒ (iii). This is clear from Lemma 11.1.

(iii) ⇒ (i). In the diagram, if we have constructed the point C(cos θn, 0), then
the line though C perpendicular to OI meets the circle with centre O and
radius 1 in the point (cos θn, sin θn). Joining this point to O gives the required
angle.

The following lemma plays a crucial part in the proof of the main theorem:

Lemma 11.7

Let m and n be relatively prime positive integers. Then Πmn is constructible
if and only if Πm and Πn are constructible.

Proof

Suppose first that Πmn,with vertices

V0, V1, . . . Vmn−1 ,
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is constructible. It is clear that Πm is constructible: simply join up the ver-
tices V0, Vn, V2n, . . . , V(m−1)n, V0 in sequence. Similarly, Πn is constructible.
(We have not used “relatively prime” in this part of the proof.)

Conversely, suppose that Πm and Πn are constructible, where m and n are
relatively prime. Then there exist integers s and t such that sm + tn = 1, and
so

sθn + tθm =
2πs

n
+

2πt

m
=

2π(sm + tn)
mn

= θmn .

By Theorem 11.5, sθn + tθm is constructible, and so θmn is constructible.

The following lemma will shortly be useful:

Lemma 11.8

Let ωp = eθp(= e2πi/p), where p is prime. Then θp is constructible if and only
if [Q(ωp) : Q] is a power of 2.

Proof

Let ω = e2πi/p. Over the field Q(ω) the polynomial Xp − 1 factorises as

(X − 1)(X − ω)(X − ω2) . . . (X − ωp−1) ,

and it follows that Q(ω) is the splitting field over Q of the polynomial

Xp − 1
X − 1

= Xp−1 + Xp−2 + · · · + X + 1 .

The polynomial is irreducible over Q, by Example 2.31, and, by Corollary 8.14,
Gal

(
Q(ω) : Q

)
is abelian. Let K = Q(ω) ∩ R, a subfield of R containing ζ =

(ω+ω−1)/2 = cos(2π/p). The minimum polynomial of ω over K is X2−2ζX+1,
and so [Q(ω) : K] = 2. Hence Gal

(
Q(ω) : K

)
is a subgroup of Gal

(
Q(ω) : Q

)
of order 2. It is certainly a normal subgroup, since Gal

(
Q(ω) : Q

)
is abelian.

Hence, by Theorem 7.34, the extension K : Q is normal. By Theorems 11.4
and 4.8, 2π/p is constructible if and only if [K : Q] is a power of 2, and hence
(since [Q(ω) : Q] = 2 [K : Q]) if and only if [Q(ω) : Q] is a power of 2.

We are ready now to prove the main theorem of this chapter:

Theorem 11.9

A regular polygon with n sides is constructible if and only if n = 2kp1p2 . . . pr,
where k and r are non-negative integers and p1, p2, . . . , pr are distinct prime
numbers of the form 22m

+ 1.
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Proof

Let
n = pm1

1 pm2
2 . . . pms

s ,

where p1, p2, . . . , ps are distinct primes and m1, m2, . . . , ms ≥ 1, and suppose
that Πn is constructible. By Lemma 11.7, Πq is constructible, where q = pm

is any one of the factors p
mj

j . It follows that the point (cos θq, sin θq) is con-
structible, where, as usual, we are writing θq = 2π/q. Hence, by Theorem 4.8,
[Q(cos θq, sin θq) : Q] is a power of 2. Since Q(ω) = Q(cos θq, sin θq, i) is an ex-
tension of Q(cos θq, sin θq) of degree 2, it follows that [Q(ω) : Q] is also a power
of 2.

The complex number ω is a primitive qth root of unity. That is,

ωpm

= 1 , but ωpm−1 �= 1 . (11.1)

Lemma 11.10

The minimum polynomial of ω is

f = 1 + Xpm−1
+ X2pm−1

+ · · · + X(p−1)pm−1
.

Proof

Writing Xpm−1
as Z, we easily see that

f = 1 + Z + · · · + Zp−1 =
Zp − 1
Z − 1

=
Xpm − 1

Xpm−1 − 1
,

and from (11.1) we see that f(ω) = 0. It remains to show that f is irreducible
over Q. Let X = 1 + T ; then

f =
(1 + T )pm − 1

(1 + T )pm−1 − 1
.

All the intermediate binomial coefficients are divisible by p, and so we may
write

f =
T pm

+ pu(T )
T pm−1 + pv(T )

,

where u and v are polynomials, and ∂u ≤ pm − 1, ∂v ≤ pm−1 − 1. Hence

f = T pm−1(p−1) +
pu(t) − pT pm−1(p−1)v(T )

T pm−1 + pv(T )
. (11.2)

The degree of the numerator pu(t)−pT pm−1(p−1) is less than pm and the degree
of the denominator is pm−1. Since f is a polynomial in T , the fractional term
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in (11.2) must be a polynomial of degree less than pm−1(p−1). Moreover, since
the numerator is divisible by p and the denominator is not, we may write

f = T pm−1(p−1) + pg(T ) , (11.3)

where g is a polynomial and ∂g < pm−1(p − 1).
We have an alternative expression

f(1 + T ) = 1 + (1 + T )pm−1
+ (1 + T )2pm−1

+ · · · + (1 + T )(p−1)pm−1
,

and from this it is evident that the constant term of f(1+T ) is p. From (11.3) it
now follows by the Eisenstein criterion (Theorem 2.27) that f is irreducible.

Returning to the proof of Theorem 11.9, we now reconcile the two bits of
information we have on q = pm. On the one hand, we know that [Q(e2πi/q :
Q] = 2r, a power of 2; and, on the other hand, we know that [Q(e2πi/q : Q] =
pm−1(p − 1). If p = 2, there is no conflict at all between these statements; but
if p is odd, we are forced to conclude that m = 1 and that p−1 is a power of 2.
Suppose that p = 2k + 1, and suppose that k = 2vu where u > 1 is odd. Then,
writing 22v

as w, we have that

p = wu + 1 = (w + 1)(wu−1 − wu−2 + · · · − w + 1) ,

which is impossible, since p is prime. Hence k has no odd factors, and we
conclude that p is a Fermat1 prime, of the form 22m

+ 1. We have shown
that if Πn is constructible, then n = 2kp1p2 . . . pr, where each pi is a Fermat
prime.

Conversely, suppose that n = 2kp1p2 . . . pr, where each pj = 22mj + 1 is
a Fermat prime. It will follow that Πn is constructible if Π2k and Πpj

(i =
1, 2, . . . , r) are constructible. From Exercise 4.2 we can repeatedly bisect the
angle π/2 to obtain π/2k−1, and so Π2k is constructible. We must show that
each Πpj is constructible. Let ω = e2πi/pj . Then, by Lemma 11.8, Q(ω) is a
normal extension of Q, with [Q(ω) : Q] = pj − 1 = 22mj . By Lemma 11.3, the
angle 2πi/pj is constructible.

Remark 11.11

The only known Fermat primes Fm = 22m

+ 1 are

m 0 1 2 3 4
Fm 3 5 17 257 65, 537

1 Pierre de Fermat, 1601–1665.
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EXERCISE

11.1. List the numbers n between 3 and 100 for which Πn is constructible.



12
Solutions

Chapter 1
1.1. (i) From (R3), 0 = 0 + 0. Hence, from (R6), a0 = a(0 + 0) = a0 + a0, and so,

from (R4), (R1) and (R3), 0 = a0 +
(

− (a0)
)

= (a0 + a0) +
(

− (a0)
)

=

a0 +
[
a0 +

(
− (a0)

)]
= a0 + 0 = a0.

(ii) From (R6), (R4) and (i), ab + a(−b) = a
(
b + (−b)

)
= a0 = 0. Hence, from

(R3), (R1) and (R2), −ab = −ab +0 = −ab +
(
ab + a(−b)

)
= (−ab + ab) +

a(−b) = 0 + a(−b) = a(−b). The proof of (−a)b = −ab is similar.

First, for all a in R, we have −(−a) = a; for from (R3), (R4), (R1) and
(R2), a = a + 0 = a +

[
− a +

(
− (−a)

)]
=

(
a + (−a)

)
+

(
− (−a)

)
=

0 +
(

− (−a)
)

= −(−a). Substitute −a for a in the identity a(−b) = −ab

to obtain (−a)(−b) = −
(
(−a)b

)
= −

(
− (ab)

)
= ab.

1.2. If 1 = 0 then, for all a in R, a = a1 = a0 = 0, and so R = {0}.

1.3. Let K = {0, 1}. As far as addition is concerned, the property of 0 makes it clear
that 0 + 0 = 0, 1 + 0 = 0 + 1 = 1, and the only thing left for 1 + 1 is 0. We
obtain the cyclic group of order 2, and so axioms (R1), (R2), (R3) and (R4) are
satisfied. The multiplication table must be

0 1
0 0 0
1 0 1

For Axiom (R5), it is clear that (ab)c = a(bc) = 1 if a = b = c = 1, and otherwise
(ab)c = a(bc) = 0. As for (R7), it is clear that ab = ba = 1 if a = b = 1, and
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otherwise ab = ba = 0. Since multiplication is commutative, we need only verify
the first of the distributive laws: if a = 0, then a(b + c) = ab + ac = 0, and if
a = 1, then a(b+ c) = ab+ac = b+ c. Thus K is a commutative ring with unity,
and is indeed a field, since 1−1 = 1.

1.4. Suppose that we have (R9), and let ab = 0 and a �= 0. Then ab = a0 and so
b = 0 by cancellation. Conversely, suppose that we have (R9)′, and let ca = cb,
with c �= 0. Then c

(
a + (−b)

)
= ca + c(−b) = cb + c(−b) = cb + (−cb) = 0, and

so a+(−b) = 0. Hence a = a+0 = a+
(
(−b)+ b

)
=

(
a+(−b)

)
+ b = 0+ b = b.

1.5. Suppose that D is a finite integral domain, with elements d1, d2, . . . , dn, and let
a (= di for some i) be a non-zero element of D. The cancellation property (R9)
has the consequence that the elements ad1, ad2, . . . , adn are all distinct, and so
constitute a list of all the elements of D. Hence there must be some dj in D
with the property that adj = 1. Thus D is a field.

1.6. (i) a = 1a, and so a ∼ a. (ii) If a ∼ b, then a = ub, where u is in the group U of
units. Hence b = u−1a and so b ∼ a. (iii) If a ∼ b and b ∼ c, then a = ua and
b = vc for some u, v in U . Hence a = (uv)c, with uv ∈ U , and so a ∼ c.

1.7. Suppose that a + bi
√

2 has an inverse x + yi
√

2. Then

|a + bi
√

2|2 |x + yi
√

2|2 = 1 .

That is, (a2 + 2b2)(x2 + 2y2) = 1. Since both the factors are positive integers,
we must have that a2 + 2b2 = 1; and since a and b are integers, this can happen
only if a = ±1 and b = 0.

1.8. Since a = 1a, the property (i) is clear. If b = xa and c = yb, with x, y in
D, then c = (yx)a. Thus (ii) is proved – and so far we have used only the
properties of a commutative ring. For (iii), suppose that b = xa and a = yb.
Then 1b = b = (xy)b, and so, by cancellation, xy = 1. Hence x and y are units,
and so a ∼ b.

1.9. If a + a = a, then a = a + 0 = a +
(
a + (−a)

)
= (a + a) + (−a) = a + (−a) = 0.

1.10. Suppose that U satisfies (1.1). Then 0 = a − a ∈ U and so −a = 0 − a ∈ U for
all a in U . If a, b ∈ U , then a − (−b) = a + b ∈ U . Conversely, if U satisfies (1.2)
and a, b ∈ U , then −b ∈ U and so a + (−b) = a − b ∈ U .

1.11. Let U be a subring, as defined in the text. Then U contains at least one element
a, and so a − a = 0 ∈ U . Since 0, a ∈ U we deduce that 0 − a = −a ∈ U . If
a, b ∈ U , then a, −b ∈ U , and so a + b = a − (−b) ∈ U Thus U is closed with
respect to the binary relations + of addition and multiplication. The axioms
(R1), (R2), (R5) and (R6) are automatic, and we have already shown that (R3)
and (R4) hold. Hence U is a ring.
Conversely, suppose that U is a subset of the ring R, and is itself a ring with
respect to the addition and multiplication in R. Thus, if a, b ∈ U , then a+b, ab ∈
U . Also U contains a zero element 0U , which certainly has the property that
0U + 0U = 0U . Hence, by Exercise 1.9, 0U = 0. Within U , every element u has
a negative u′. It also has a negative −u within R, and u + u′ = u + (−u) = 0.
Hence u′ = 0 + u′ =

(
(−u) + u

)
+ u′ = (−u) + (u + u′) = −u + 0 = −u. Hence,

if a, b ∈ U , it follows that a − b ∈ U .
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1.12. Let E be a subfield of K, as defined in the text. Then K is certainly a ring
with respect to the operations in K, by the previous exercise. Since E contains
at least one non-zero element a, it follows that 1 = aa−1 ∈ E. Consequently for
every non-zero a in E, a−1 = 1a−1 ∈ E. Hence, for every a and every b �= 0 in
E, we have ab = a(b−1)−1 ∈ K. If b = 0 then, trivially, ab = 0 ∈ E. Thus E
is closed under the addition and multiplication in E. Axioms (R1), (R2), (R3),
(R4), (R5), (R6) and (R7) are satisfied, and we have already made sure of (R8)
and (R10). Thus E is a field.
Conversely, suppose that E is a non-empty subset of K, and is a field with
respect to the addition and multiplication in K. From the previous exercise, we
know that E contains 0, that −a ∈ E for every a in E, and that a−b ∈ E for all
a, b in E. There is a unity element 1E in E, and from 1E1E = 1E we can deduce,
by an argument essentially identical to the one used in the previous exercise, that
1E coincides with the unity element 1 of K. Moreover, if a ∈ E \ {0}, its inverse
a′ in E coincides with its inverse a−1 in K, for a′ = (a−1a)a′ = a−1(aa′) = a−1.
Hence, for all a and for all b �= 0 in E, ab−1 ∈ K.

1.13. Suppose first that K is a field. Let I �= {0} be an ideal, and let a be a non-zero
element of I. Then, for all b in K, we have b = (ba−1)a ∈ I, and so I = K.
Conversely, let K be a commutative ring with unity, having no proper ideals,
and let a ∈ K \{0}. Then 〈a〉 = K, and so in particular there exists b in K such
that ba = 1. Hence K is a field.

1.14. If a+bi
√

3, c+di
√

3 ∈ Q(i
√

3), then (a+bi
√

3)−(c+di
√

3) = (a+c)−(b+d)i
√

3 ∈
Q(i

√
3), and (a + bi

√
3)(c + di

√
3) = (ac − 3b) + (bc + ad)i

√
3 ∈ Q(i

√
3). Also,

if c + di
√

3 �= 0, then |c + di
√

2|2 = c2 + 3d2 �= 0, and

(c + di
√

3)−1 =
c

c2 + 3d2 +
−d

c2 + 3d2 i
√

3 ∈ Q(i
√

3 .

1.15. (i) K is a subring of the ring of all 2 × 2 matrices over Q, since(
a b

−3b a

)
−

(
c d

−3d c

)
=

(
a − c b − d

−3(b − d) a − c

)
,

and (
a b

−3b a

) (
c d

−3d c

)
=

(
ac − 3bd ad + bc

−3(ad + bc) ac − 3bd

)
.

Commutativity is easily verified, the multiplicative identity is obtained by
putting a = 1 and b = 0, and(

a b
−3b a

)−1

=
1

a2 + 3b2

(
a −b
3b a

)
.

(ii) The map (
a b

−3b a

)
�→ a + bi

√
3

is an isomorphism.

1.16. The set R(i
√

3) is a subfield of C, and the argument is identical to that for
Q(i

√
3). The set R(

√
3 is indeed a subfield of R, since it coincides with R. (Every

real number x can be written as 0 + y
√

3, where y = x/
√

3.)
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1.17. Since ker ϕ is an ideal of K, it follows from the previous exercise that ker ϕ =
{0}. Hence, for all a, b in K,

ϕ(a) = ϕ(b) ⇒ a − b ∈ ker ϕ = {0} ⇒ a = b .

1.18. In an integral domain we have the property that a2 = a ⇒ a = 0 or a = 1;
for, if a �= 0, the cancellation property gives aa = a = a1 ⇒ a = 1. From
1R1R = 1R we deduce that ϕ(1R)ϕ(1R) = ϕ(1R) and so, since S is an integral
domain, ϕ(1R) = 1S .
Let R = Z and S be the set of all matrices(

a 0
0 b

)
,

where a, b ∈ Z. Under matrix addition and multiplication, S is a commutative
ring, with the 2×2 identity matrix as unity element. It is not an integral domain,
since, for example, (

a 0
0 0

) (
0 0
0 b

)
=

(
0 0
0 0

)
.

Let ϕ : R → S be given by

ϕ(a) =
(

a 0
0 0

)
(a ∈ R) .

Then ϕ(1R) �= 1S .

1.19. (a

b
+

c

d

)
+

e

f
=

ad + bc

bd
+

e

f
=

(ad + bc)f + (bd)e
bd(f)

=
a(df) + b(cf + de)

b(df)
=

a

b
+

cf + de

df
=

a

b
+

(
c

d
+

d

f

)
.

1.20. Suppose that D is a field. Then, if θ is the monomorphism featuring in Theorem
1.3,

a

b
=

ab−1

bb−1 =
ab−1

1
= θ(ab−1) .

Thus θ is onto as well as one-one, and so Q(D) 
 D.

1.21. Since 6(1K) = 0K , and since no positive integer smaller than 6 has this property,
char (Z6) = 6. For all a in Z6, a2 = 0 ⇒ 6 | a2 ⇒ 2 | a2 and 3 | a2 ⇒ 2 |
a and 3 | a ⇒ 6 | a ⇒ a = 0.
This property holds for Zn if and only if n is square-free (not divisible by the
square of any prime number). The argument used for 6 works for any product
p1p2 . . . pk of distinct primes. Conversely, if n = p2m for some prime p, then, in
Zn, pm �= 0 but (pm)2 = 0.

1.22. Leaving out 0, we have the table

1 2 3 4 5 6
1 1 2 3 4 5 6
2 2 4 6 1 3 5
3 3 6 9 5 1 4
4 4 1 5 2 6 3
5 5 3 1 6 4 2
6 6 5 4 3 2 1
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1−1 = 1, 2−1 = 4, 3−1 = 5, 4−1 = 2, 5−1 = 3, 6−1 = 6.

1.23. This is certainly true for n = 1, since

(a + b)1 = a + b =

(
1
0

)
a +

(
1
1

)
b .

Let n ≥ 1, and suppose inductively that the theorem is true for n. To show that
it is true for n + 1 we require the Pascal identity(

n

r − 1

)
+

(
n

r

)
=

(
n + 1

r

)
(n ≥ r ≥ 1) , (12.1)

whose proof is straightforward. For the induction step, during which we use only
operations that are valid in a commutative ring, we have that

(a + b)n+1 = (a + b)(a + b)n = (a + b)

(
n∑

r=0

(
n

r

)
an−rbr

)

= (a + b)

(
an + · · · +

(
n

r − 1

)
an−r+1br−1 +

(
n

r

)
an−rbr + · · · + bn

)
.

For r = 1, 2, . . . , n, the term in a(n+1)−rbr is

b ·
(

n

r − 1

)
an−r+1br−1 + a ·

(
n

r

)
an−rbr ,

and so the coefficient is (
n

r − 1

)
+

(
n

r

)
=

(
n + 1

r

)
.

The coefficients of an+1 and bn+1 are both 1, and so we conclude that

(a + b)n+1 =
n+1∑
r=0

(
n + 1

r

)
a(n+1)−rbr .

Hence, by induction, the result is true for all n ≥ 1.

1.24. As in Theorem 1.17, we have that

(x − y)p =
p∑

r=0

(
p

r

)
(−1)rxp−ryr = xp + (−1)pyp .

If p is odd, the result is immediate. If p = 2 it seems that (x−y)2 = x2 +y2, but
a = −a for every a in a field of characteristic 2, and so the result is still true.

1.25. It is true for n = 1. Suppose that (x ± y)pn−1
= xpn−1 ± ypn−1

. Then

(x ± y)pn

= [(x ± y)pn−1
]p = (xpn−1

+ ypn−1
)p = xpn ± ypn

.
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1.26. If H has index 2 in G, then the cosets, both left and right, must be H and
G \ H. Hence H is normal.

1.27. The group (Zn, +) consists of “powers”1, 1 + 1, 1 + 1 + 1, . . . , and so is cyclic,
generated by 1.

1.28. Let G = 〈a〉 and let H be a proper subgroup of G. Then a /∈ H, and there
exists a smallest positive integer m with the property that am ∈ H. If an ∈ H,
then m divides n, for n can be written as qm + r, with 0 ≤ r ≤ m − 1, and
ar = an(am)−q ∈ H, a contradiction unless r = 0. Thus H is cyclic, generated
by am.

1.29. Since b2 = q2 = e, both B and Q are subgroups. For B the cosets, both left and
right, are B, Ba = aB = {a, c}, Bp = pB = {p, r}, Bq = qB = {q, s}. Thus B
is normal. For Q, the left cosets are Q, Qa = {a, p}, Qb = {b, s}, Qc = {c, r},
and the right cosets are Q, aQ = {a, r}, bQ = {b, s}, cQ = {c, p}. Thus Q is not
normal.
Define ϕ by

ϕ(e) = ϕ(b) = e , ϕ(a) = ϕ(c) = x , ϕ(p) = ϕ(r) = y ϕ(q) = ϕ(s) = z .

1.30. Let o(a) = m, o(b) = n. Since A is abelian, (ab)mn = (am)n(bn)m = e, and so
o(ab) divides mn. In the given group, o(x) = o(y) = 2, but o(xy) = o(a) = 3.

1.31. Let H be a subgroup of G/N , and let K = {x ∈ G : Nx ∈ H}. Then K is a
subgroup of G, since x, y ∈ K implies that Nx, Ny ∈ H and so (Nx)(Ny)−1 =
N(xy−1) ∈ H. If y ∈ N , then Ny = N ∈ H and so y ∈ K. Thus K is a subgroup
of G containing N , and H = K/N = {Nx ∈ G/H : x ∈ K} . The subgroup H
is normal in G/N if and only if, for all Nx in G and all Ny in H,

(Nx)−1(Ny)(Nx) ∈ H

that is, if and only if N(x−1yx) ∈ H, that is (for all x in G and all y in K)

x−1yx ∈ K ,

that is, if and only if K is normal in G.

Chapter 2
2.1. (i) 1218 = 846 + 372, 846 = 2 × 372 + 102, 372 = 3 × 102 + 66, 102 = 66 + 36,

66 = 36+30, 36 = 30+6, 30 = 5×6. The last non-zero remainder is 6, and
this is the greatest common divisor. Also, 6 = 36 − 30 = 36 − (66 − 36) =
2×36−66 = 2×(102−66)−66 = 2×102−3×66 = 2×102−3(372−3×102) =
11 × 102 − 3 × 372 = 11 × (846− 2 × 372)− 3 × 372 = 11 × 846 − 25 × 372 =
11 × 846 − 25(1218 − 846) = 36 × 846 − 25 × 1, 218.

(ii) 851 = 779+72, 779 = 10×72+59, 72 = 59+13, 59 = 4×13+7, 13 = 7+6,
7 = 6+1. The greatest common divisor is 1. Also, 1 = 7−6 = 7−(13−7) =
2 × 7 − 13 = 2(59 − 4 × 13) − 13 = 2 × 59 − 9 × 13 = 2 × 59 − 9(72 − 59) =
11 × 59 − 9 × 72 = 11 × (779 − 10 × 72) − 9 × 72 = 11 × 779 − 119 × 72 =
11 × 779 − 119(851 − 779) = 130 × 779 − 119 × 851.
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2.2. Let D be an integral domain. Then it is embeddable in its field of quotients, by
the results of Section 1.3. If R is a commutative ring with unity which is not an
integral domain, then there exist a, b in R \ {0} such that ab = 0. This remains
true in any ring of which R is a subring, and so R cannot be embedded in a
field.

2.3. (i) Since a, b ∈ Γ implies that a − b, ab ∈ Γ , we know that Γ is a subring of C.
From the previous exercise, it must therefore be an integral domain.

(ii) a = (u + iv)b = [u′ + iv′ + (u − u′) + i(v − v′)]b = qb + r, where r =
[(u − u′) + i(v − v′)]b. Now r = a − qb, where a, q, b ∈ Γ , and so r ∈ Γ . Also

δ(r) = [(u − u′)2 + (v − v′)2] δ(b) ≤ 1
2 δ(b) < δ(b) ,

and so Γ is a euclidean domain.

2.4. (i) If r
s
, u

v
∈ R, then p |/ sv, and so

r

s
− u

v
=

rv − su

sv
=

x

y
,

where x and y are obtained by dividing rv − su and sv by their greatest
common divisor. Certainly x/y ∈ R. A similar argument shows that(r

s

)(u

v

)
∈ R .

(ii) A non-zero element r/s in R has an inverse s/r in R if and only if p |/ r.
(iii) Let I be a non-zero ideal in R. Let Ik = {pkr/s ∈ I : p |/ r}. If I0 �= ∅, then

I contains a unit, and so I = R. Otherwise, let k be the smallest integer
such that Ik �= ∅, and let pkr/s ∈ Ik. If plu/v is an arbitrary element of I,
then l ≥ k, and so

plu

v
=

pl−k

1
· pkr

s
· su

rv

and so plu/v ∈ 〈pkr/s〉.
2.5. (i) Let u + vi ∈ Γ . Then (u + vi)(x + yi) = 1 is possible only if |u + vi|2 =

u2 + v2 = 1. Since u and v are integers, we must have u = ±1, v = 0, or
u = 0, v = ±1. Thus the group of units is {1, −1, i, −i}.

(ii) The number 5, while irreducible in Z, factorises in Γ as (1+2i)(1−2i). If we
suppose that (1+2i) factorises into (a+bi)(c+di), then (a2 +b2)(c2 +d2) =
|1 + 2i|2 = 5. Hence one or other of a2 + b2 and c2 + d2 is equal to 1, and
so either a + bi or c + di is a unit. Thus 1 + 2i (and similarly) 1 − 2i) is
irreducible.

(iii) No, for 3+2i = i(2− 3i) and 3− 2i = −i(2+3i). Hence 3+2i ∼ 2− 3i and
3 − 2i ∼ 2 + 3i.

2.6. (i) If u = a+ bi
√

3 and v = c+ di
√

3, then ϕ(uv) = (ac− 3bd)2 +3(ad+ bc)2 =
a2c2 + 9b2d2 + 3a2d2 + 3b2c2 = (a2 + 3b2)(c2 + 3d2) = ϕ(u)ϕ(v). It is clear
that ϕ(0) = 0 and ϕ(±1) = 1. Otherwise ϕ(u) > 2.

(ii) With u and v as above, if uv = 1, then ϕ(u)ϕ(v) = ϕ(1) = 1. This can
happen only if u = ±1.

(iii) If 1 ± i
√

3 factorises non-trivially as (a + bi
√

3)(c + di
√

3), then, applying
ϕ, we obtain 4 = (a2 + 3b2)(c2 + 3d2). But each of the factors on the right
is greater than 2, and we have contradiction.

(iv) The integer 2 = 2+0i
√

3 is also irreducible. We thus have that 4 = 2 × 2 =
(1 + i

√
3)(1 − i

√
3), and so R is not a unique factorisation domain.
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2.7. Let f = a0 + a1X + · · ·, g = b0 + b1X + · · ·, h = c0 + c1 + · · ·. The coefficient of
Xk in f(g + h) is∑

{(i,j) : i+j=k}
ai(bj + cj) =

∑
{(i,j) : i+j=k}

aibj +
∑

{(i,j) : i+j=k}
aicj)

and this is the coefficient of Xk in fg + fh.

2.8. (i) X3 + X + 1 = (X − 1)(X2 + X + 1) + (X + 2).
(ii) X7 + 1 = (X4 − X)(X3 + 1) + (X + 1).

2.9. Consider, for example, the ideal

I = 〈2, X〉 = {2f(X) + Xg(X) : f(x), g(X) ∈ Z[X]} ,

consisting of all polynomials whose constant term is even. Suppose that I = 〈p〉
for some polynomial p. Then p | 2 and p | X, and so p ∼ 1. But then 〈p〉 =
Z[X] �= I.

2.10. Consider, for example, the ideal I = 〈X2, Y 2〉, and suppose that I = 〈f〉 for
some f in K[X, Y ]. Then f | X2 and f | Y 2, and so f ∼ 1 and 〈f〉 = K[X, Y ].
But I �= K[X, Y ], since, for example, X /∈ I.

2.11. (i) First, X5 + X4 − 2X3 − X2 + X = (X2 + X − 3)(X3 + X − 2) + (6X − 6).
Next, X3 + X − 2 = ( 1

6X2 + 1
6X + 1

3 )(6X − 6) + 0. The greatest common
divisor is 6X − 6 ) ∼ X − 1, the last non-zero remainder, and 6X − 6 =
f − (X2 + X − 3)g.

(ii) First, X3 + 2X2 + 7X − 1 = (X − 1)(X2 + 3X + 4) + (6X + 3). Next,
X2 + 3X + 4 = ( 1

6X + 5
12 )(6X + 3) + 11

4 . The greatest common divisor is
11
4 (∼ 1), and

11
4 = X2 + 3X + 4 − ( 1

6X + 5
12 )(6X + 3)

= X2 + 3X + 4 − ( 1
6X + 5

12 )[X3 + 2X2 + 7X − 1

− (X − 1)(X2 + 3X + 4)]
= [1 + ( 1

6X + 5
12 )(X − 1)](X2 + 3X + 4)

− ( 1
6X + 5

12 )(X3 + 2X2 + 7X − 1)

= ( 1
6X2 + 1

4X + 7
12 )(X2 + 3X + 4)

− ( 1
6X + 5

12 )(X3 + 2X2 + 7X − 1) .

2.12. The group Z∗
p of non-zero elements of Zp is of order p − 1, and so ap−1 = 1

for all a in Z∗
p. It follows that every element of Zp (including 0) is a root of

the the polynomial Xp − X. Thus, by Theorem 2.18, Xp − X is divisible by
X(X −1)(X −2) . . . (X − (p−1)). Since this divisor, like Xp −X itself, is monic
and of degree p, the two polynomials must be equal.

2.13. Suppose that f − g �= 0¿ Then f − g, of degree not greater than n, is divisible
by (X − α1)(X − α2) . . . (X − αn+1). This is impossible, and so f − g = 0.

2.14. By Gauss’s lemma, if this factorises over Q then it factorises over Z. One of
the factors must be a linear factor X − α, and α = ±1 or ±5. Since none of
these four numbers is a root of the polynomial, it follows that no factorisation
is possible.
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2.15. These are all irreducible by the Eisenstein criterion, with p = 3, p = 2 and
p = 5.

2.16. Let Y = 1/X. Then 5X4 −10X3 +10X −3 = (−1/Y 4)(3Y 4 −10Y 3 +10Y −5).
Any non-trivial factorisation of 5X4 −10X3 +10X −3 would force a non-trivial
factorisation of 3Y 4 − 10Y 3 + 10Y − 5, and, by the Eisenstein criterion, this
cannot happen.
X4 + 4X3 + 3X2 − 2X + 4 = (X4 + 4X3 + 6X2 + 4X + 1) − 3X2 − 6X + 3 =
(X + 1)4 − 3(X + 1)2 + 6 = Y 4 − 3Y 2 + 6, where Y = X + 1. Any non-
trivial factorisation of X4 + 4X3 + 3X2 − 2X + 4 would force a factorisation of
Y 4 − 3Y 2 + 6, and, by the Eisenstein criterion, this cannot happen.

2.17. Let g = 4X4 − 2X2 + X − 5. The corresponding polynomial in Z3[X] is g =
X4 + X2 + X + 1. This has no linear factors, since g(0) = 1, g(1) = 1 and
g(−1) = −1. Suppose that

X4 + X2 + X + 1 = (X2 + aX + b)(X2 + cX + d) .

Then

a + c = 0 (i), ac + b + d = 1 (ii), ad + bc = 1 (iii), bd = 1 (iv) .

From (iv), either b = d = 1 or b = d = −1. In the former case (iii) becomes
a + c = 1 and contradicts (i). In the latter case (iii) becomes a + c = −1, again
a contradiction. Thus g is irreducible over Z3. Now any non-trivial factorisation
of g over Q would translate into a factorisation of g over Z3, and we have shown
that this cannot happen. Thus g is irreducible over Q.

Now let q = 3X4 − 7X + 5, and let q = X4 + X + 1 be the corresponding
polynomial in Z2[X]. This has no linear factor, since q(0) = q(1) = 1. If

X4 + X + 1 = (X2 + aX + b)(X2 + cX + d) ,

then

a + c = 0 (i), ac + b + d = 0 (ii), ad + bc = 1 (iii), bd = 1 (iv) .

From (iv) we must have b = d = 1, and so (iii) becomes a+c = 1, and contradicts
(i). Thus q, and hence also q, is irreducible.

Chapter 3
3.1. (i) Since [M : K] = [M : L] [L : K], it follows from [M : K] = [L : K] that

[M : L] = 1. Thus M = L.
(ii) Similarly, it follows from [M : L] = [M : K] that [L : K] = 1, and so

L = K.

3.2. Since [L : K] = [L : E] [E : K] and [L : K] is prime, either [L : E] = 1 or
[E : K] = 1. Thus either E = L or E = K.
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3.3. Let

M(a, b) =
(

a b
nb a

)
.

Define φ : F → Q[
√

n] by φ
(
M(a, b)

)
= a + b

√
n. Then φ clearly maps onto

Q[
√

n], and it is one-to-one, since

a + b
√

n = a′ + b′√n ⇒ a = a′ and b = b′ . (12.2)

Next, φ
(
M(a, b) + M(c, d)

)
= φ

(
M(a + c, b + d)

)
= (a + c) + (b + d)

√
n =

φ
(
M(a, b)

)
+φ

(
M(c, d)

)
, and φ

(
M(a, b) M(c, d)

)
= φ

(
M(ac+nbd, ad+bc)

)
=

(ac+nbd)+(ad+bc)
√

n = (a+b
√

n)(c+d
√

n) = φ
(
M(a, b)

)
φ
(
M(c, d)

)
. Thus

φ is an isomorphism.
If n is a perfect square, the implication (12.2) fails, and so φ is not one-to-one.

3.4. If b = 0, the minimum polynomial is X − a. So suppose that b �= 0. Since[
Q[

√
2] : Q

]
= 2, the minimum polynomial of a + b

√
2 must be of degree 2.

Since (a + b
√

2)2 = a2 + 2b2 + 2ab
√

2 = −a2 + 2b2 + 2a(a + b
√

2), the minimum
polynomial is X2 − 2aX + (a2 − 2b2).

3.5. If β ∈ L\K, then [K(β) : K] ≥ 2. Since K(β) ⊆ L we must have [K(β) : K] = 2.
By Theorem 3.3, K(β) = L. Since β is algebraic over K, it must have a minimum
polynomial, and the only possible degree is 2.

3.6. α3 + α − 2 = α(α2 + 2α + 5) − 2(α2 + 2α + 5) + 8 = 8, and α2 − 3 = (α2 + 2α +
5) − 2α − 8 = −2α − 8. So

α3 + α − 2
α2 − 3

= − 4
α + 4

.

Next, dividing X2 +2X +5 by X +4 gives X2 +2X +5 = (X +4)(X −2)+13,
and so (α + 4)(α − 2) = −13. Thus

α3 + α − 2
α2 − 3

= − 4
α + 4

=
4
13

(α − 2) .

3.7. Since 1 = −α3 − α, it is clear that 1/α = (−α3 − α)/α = −α2 − 1. Also,
(α+2)(α2 + pα+ q) = α3 +α+ r if and only if p = −2, q = 5 and r = 10. Thus
(α+2)(α2 − 2α+5) = (α3 +α+1)+9 = 9, and so 1/(α+2) = 1

9 (α2 − 2α+5).

3.8. (i) Suppose, for a contradiction, that there exist a, b in Q such that
√

3 =
a + b

√
2, where b must be non-zero, since

√
3 is irrational. Then a2 =

(
√

3 − b
√

2)2 = (3 + 2b2) − 2b
√

6, and so
√

6 = (2b2 − a2 + 3)/2b ∈ Q. This
is a contradiction.

(ii) (
√

2+
√

3)2 = 5+2
√

6 = 2
√

3(
√

2+
√

3)−1. Hence the minimum polynomial
of

√
2 +

√
3 over Q[

√
3] is X2 − 2

√
3X + 1.

3.9. Certainly Q[
√

2 +
√

5] ⊆ Q(
√

2,
√

5). Conversely, observe that (
√

2 +
√

5)3 =
2
√

2+6
√

5+15
√

2+5
√

5 = 17
√

2+11
√

5. Since both
√

2+
√

5 and 17
√

2+11
√

5
are in Q[

√
2 +

√
5], it follows that

√
2,

√
5 ∈ Q[

√
2 +

√
5]. Hence Q(

√
2,

√
5) ⊆

Q[
√

2 +
√

5].
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Since (
√

2 +
√

5)4 = (7 + 2
√

10)2 = 89 + 28
√

10, we see that (
√

2 +
√

5)4 −
14(

√
2 +

√
5)2 + 9 = 0, and the minimum polynomial over Q is X4 − 14X + 9.

Since (
√

2 +
√

5)2 = 7 + 2
√

10 = 2
√

2(
√

2 +
√

5) + 3, the minimum polynomial
over Q[

√
2] is X2−2

√
2X−3. Since (

√
2+

√
5)2 = 7+2

√
10 = 2

√
5(

√
2+

√
5)−3,

the minimum polynomial over Q[
√

5] is X2 − 2
√

5X + 3.

3.10. The element 1 +
√

3 ∈ Q[
√

3] \ Q, and so it has minimum polynomial of degree
2. Since (1 +

√
3)2 = 4 + 2

√
3 = 2(1 +

√
3) + 2, it follows that the minimum

polynomial is X2 − 2X − 2.
The element

√
3/

√
5 lies in Q(

√
3,

√
5) \ Q and so has minimum polynomials of

degree 2 or 4. Since (
√

3/
√

5)2 = 3/5, the minimum polynomial is X2 − (3/5).
Since (

√
3+

√
5)2 = 8+2

√
15 and (

√
3+

√
5)4 = 124+32

√
15 = 16(8+2

√
15)−4,

the minimum polynomial is X4 − 16X2 + 4.
The element (1+ i)

√
3 lies in Q(i,

√
3) and is in not in Q[

√
3], Q[i] or Q[i

√
3]. So

its minimum polynomial is of degree 4. Since [(1+i)
√

3]2 = 6i and [(1+i)
√

3]4 =
−36, the minimum polynomial is X4 + 36.

3.11. Let α =
√

1 +
√

2. Then α2 = 1 +
√

2 and so the minimum polynomial over
Q[

√
2] is X2 − (1 +

√
2). Since (α2 − 1)2 = 2, the minimum polynomial over Q

is X4 − 2X2 − 1.

3.12. (1 +
√

2 +
√

3 +
√

6)(a + b
√

2 + c
√

3 + d
√

6) = 1 if and only if

a + 2b + 3c + 6d = 1
a + b + 3c + 3d = 0
a + c + 2b + 2d = 0

a + b + c + d = 0 .

Solving these equations gives a = d = 1/2, b = c = −1/2. So the inverse is
(1/2)(1 − √

2 − √
3 +

√
6).

3.13. The two statements are in fact the same. If g factorises non-trivially over K,
so that g = uv, with 0 < ∂u < ∂p and 0 < ∂v < ∂p, then the factors u and
v are certainly in L[x], and so g factorises also over L. Consequently, if g does
not factorise over L, it does not factorise over K.

3.14. We have seen that the field A of algebraic numbers is countable. Hence certainly
R ∩ A, the field of real algebraic numbers, is countable. Since R is uncountable,
there are 2ℵ0 real transcendental numbers.

3.15. (i) This is true, since both Q(α) and Q(β) are isomorphic to the field Q(X) of
rational forms over Q.

(ii) This is false. Let α be transcendental. If 1/α were algebraic, with minimum
polynomial Xn + an−1X

n−1 + · · · + a1X + a0, then (1/αn)(1 + an−1α +
· · · + a1α

n−1 + a0α
n) = 0, and it would follow that α is algebraic. Thus

1/α is transcendental. Taking β as 1/α, we see that the product of two
transcendental numbers need not be transcendental.

(iii) This is false. Let α = e and β = iπ. Then αβ = −1.
(iv) This is true. If α2 were algebraic, there would exist a0, a1, . . . , an (not all

zero) such that a0 + a1α
2 + · · · + anα2n = 0, and this would immediately

imply that α is algebraic.



204 Fields and Galois Theory

3.16. (i) Expanding the determinant ∆n by the first row, and using the induction
hypothesis, we see that

∆n = λ∆n−1 + (−1)n−1qn

∣∣∣∣∣∣∣∣∣∣

−1 λ 0 . . . 0
0 −1 λ . . . 0

0
...

. . .
. . .

...
0 0 . . . −1 λ
0 0 . . . . . . −1

∣∣∣∣∣∣∣∣∣∣
= λ(qn−1 + qn−2λ + · · · + q1λ

n−2 + λn−1) + qn

= qn + qn−1λ + · · · + q1λ
n−1 + λn .

(ii) The matrix of Tα is

A =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 . . . −a0
1 0 0 0 . . . −a1
0 1 0 0 . . . −a2
0 0 1 0 . . . −a3
...

...
...

. . .
. . .

...
0 0 0 . . . 1 −an−1

⎤
⎥⎥⎥⎥⎥⎥⎦

,

and

|XIn − A| =

∣∣∣∣∣∣∣∣∣∣∣∣

X 0 0 0 . . . a0
−1 X 0 0 . . . a1
0 −1 X 0 . . . a2
0 0 −1 X . . . a3
...

...
...

. . .
. . .

...
0 0 0 . . . −1 X + an−1

∣∣∣∣∣∣∣∣∣∣∣∣
.

By part (i), this is equal to m(X).

3.17. Since β = α2 does not belong to K, its minimum polynomial has degree at
least 2. Then, since β2 − 16β + 4 = 0 in K, the minimum polynomial of β is
X2 − 16X + 4.
Again, the minimum polynomials of α3 −14α and α2 = 18α are at least 2. Note
next that

(α3 − 14α)2 = α6 − 28α4 + 196α2

= α2(α4 − 16α2 + 4) − 12(α4 − 16α2 + 4) + 48 = 48 ,

and so the minimum polynomial of α3 − 14α is X2 − 48. Similarly,

(α3 − 18α)2 = α6 − 36α4 + 324α2

= α2(α4 − 16α2 + 4) − 20(α4 − 16α2 + 4) + 80 = 80 ,

and so the minimum polynomial of α3 − 18α is X2 − 80.

3.18. If g = X3 + X + 1 were reducible, it would have a linear factor, and hence a
root , either 0 or 1. Since neither 0 nor 1 is a root, g must be irreducible.
The elements of K are 0, 1, α, 1 + α, α2, 1 + α2, α + α2, 1 + α + α2. Then
α3 = 1 + α, α4 = α + α2, α5 = 1 + α + α2, α6 = 1 + α2, α7 = 1, and so K \ {0}
is a cyclic group of order 7, generated by α. (It is indeed generated by any of
its elements except 1.)
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Chapter 4
4.1. Let ABCD be a parallelogram.

Draw a circle with centre A passing through B, meeting the line AB again in
P . Draw the perpendicular bisector of BP , meeting CD in Q. Similarly, draw
the circle with centre B passing through A, meeting the line AB in R, and then
draw the perpendicular bisector of AR, meeting CD in S. The rectangle ABSQ
has the same area as the parallelogram ABCD. Then construct a square equal
in area to the rectangle ABSQ.



























� �

P A B R

Q D S C

4.2. Let P , Q, R be non-collinear points, forming an angle QPR.

P

R

Q
M

N

I

Draw a circle with centre P passing through Q, meeting PR in a point X (not
shown). Then draw the perpendicular bisectors of PQ and PX. These meet in
I, and PI is the required bisector.

4.3. Suppose that the angle is ∠IOA, where O is (0, 0), I is (0, 1) and A is (a, b) Let
K0 = Q(a, b). The circle with centre O passing though I meets OA in the point
C(a/

√
a2 + b2, b/

√
a2 + b2). So we must extend K0 to K1 = K0(

√
a2 + b2).

The construction of the perpendicular bisector of OI involves the intersection
of the circles x2 + y2 = 1 and x2 + y2 = 2x. The points of intersection are
(1/2, ±√

3/2), and so we must extend K1 to K2 = K1(
√

3).
Similarly, the construction of the perpendicular bisector of OC involves the inter-

section of the circles x2+y2 = 1 and
(
x−(a/

√
a2 + b2)

)2
+

(
y−(b/

√
a2 + b2)

)2
=

1. Subtracting the two equations and getting rid of fractions gives the equation
2ax + 2by =

√
a2 + b2 of the perpendicular bisector (the line joining the two

points of intersection of the circles). After a bit of algebra, one finds that the two
points of intersection are (

a ± b
√

3√
a2 + b2

,
b ∓ a

√
3√

a2 + b2

)
.
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The coordinates lie inside the field K2. No further extensions are required when
we find the coordinates

(
1/2, [

√
a2 + b2 − a]/(2b)

)
of the two perpendicular bi-

sectors.

4.4. The intersection in the first quadrant of the circle with centre O passing through
I and the circle with centre I passing through O is the point P (1/2,

√
3/2), and

the angle ∠IOP is π/3. We can bisect this angle to obtain π/6.
As for π/4, from Example 4.4 we know how to construct the square OIAB, where
A = (1, 1) and B = (0, 1). The angle IOA is π/4.

Chapter 5
5.1. First, X4 − 5X2 + 6 = (X2 − 2)(X2 − 3), and the splitting field over Q is

Q(
√

2,
√

3). The degree of the extension is 4, and {1,
√

2,
√

3,
√

6} is a basis.
Next, X4 − 1 factorises over C into (X + 1)(X − 1)(X + i)(X − i). The splitting
field is Q(i), of degree 2 over Q.
Finally, X4 + 1 factorises over C into (X − eiπ/4)(X − e−iπ/4)(X − e3iπ/4)(X −
e−3iπ/4). In standard form the roots are (1+i)/

√
2, (1−i)/

√
2, (−1+i)/

√
2, (−1−

i)/
√

2. The splitting field is Q(i,
√

2), of degree 4 over Q, with basis {1, i,
√

2, i
√

2}.

5.2. First, X6 − 1 factorises over C into

(X − 1)(X + 1)(X − eiπ/3)(X − e−iπ/3)(X − e2iπ/3)(X − e−2iπ/3) .

In standard form the non-real roots are

(1 + i
√

3)/2 , (1 − i
√

3)/2 , (−1 − i
√

3)/2 , (−1 + i
√

3)/2 .

The splitting field is Q(i
√

3), of degree 2 over Q.
Next, X6 + 1 factorises over C into

(X − i)(X + i)(X − eiπ/6)(X − e−iπ/6)(X − e5iπ/6)(X − e−5iπ/6) .

In standard form the roots are

i , −i , (
√

3 + i)/2 , (
√

3 − i)/2 , (−
√

3 + i)/2 , (−
√

3 − i)/2 .

The splitting field is Q(i,
√

3), of degree 4 over Q.
Finally, X6 − 27 = X6 − (

√
3)6, which factorises over C into

(X −
√

3)(X +
√

3)(X −
√

3eiπ/3)(X −
√

3e−iπ/3)

× (X −
√

3e2iπ/3)(X −
√

3e−2iπ/3) .

In standard form the non-real roots are

(
√

3 + 3i)/2 , (
√

3 − 3i)/2 , (−
√

3 − 3i)/2 , (−sqrt3 − 3i)/2 .

The splitting field is Q(i,
√

3), of degree 4 over Q.
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5.3. Denote 4
√

3 by α. Over C, the polynomial factorises into

(X − αeiπ/4)(X − αe−iπ/4)(X − αe3iπ/4)(X − αe−3iπ/4) ,

and, in standard form, the roots are

r1 = α(1 + i)/
√

2 , r2 = α(1 − i)/
√

2 , r3 = α(−1 + i)/
√

2 , r4 = α(−1 − i)/
√

2 .

The splitting field is generated over Q by these roots. It is clear that r1 = 1
2 (α

√
2+

iα
√

2) ∈ Q(i, α
√

2); similarly, r2.r3, r4 ∈ Q(i, α
√

2). Thus Q(r1, r2, r3, r4) ⊆
Q(i, α

√
2). Conversely, r1 + r2 = α

√
2, and (r1 − r2)/(r1 + r2) = αi

√
2/α

√
2 = i,

and so Q(i, α
√

2) ⊆ Q(r1, r2, r3, r4). The minimum polynomial of α
√

2 is X4 −12,
and so [Q(α

√
2) : Q] = 4. It follows that [Q(i, α

√
2) : Q] = 8.

5.4. Since f(0) and f(1) are both non-zero, f has no linear factor. Hence f is irre-
ducible. The field K = Z2[X]/〈f〉 is generated over Z2 by α = X + 〈f〉, and has
eight elements

0, 1, α, 1 + α, α2, 1 + α2, α + α2, 1 + α + α2 .

The multiplication table of the non-zero elements is

1 α 1 + α α2 1 + α2 α + α2 1 + α + α2

1 1 α 1 + α α2 1 + α2 α + α2 1 + α + α2

α α α2 α + α2 1 + α2 1 + α + α2 1 1 + α

1 + α 1 + α α + α2 1 + α2 1 α 1 + α + α2 α2

α2 α2 1 + α2 1 1 + α + α2 1 + α α α + α2

1 + α2 1 + α2 1 + α + α2 α 1 + α α + α2 α2 1
α + α2 α + α2 1 1 + α + α2 α α2 1 + α 1 + α2

1 + α + α2 1 + α + α2 1 + α α2 α + α2 1 1 + α2 α

By trial and error, comparing ζ3 with 1 + ζ2 for each of the seven elements, we
find the three roots of f in K. Thus f splits completely in K[X]:

f = (X + α)(X + α2)(X + 1 + α + α2) .

Chapter 6
6.1. It is easy to verify the identity for small values of m+n. Suppose that D(fg) =

(Df)g + f(Dg) for all polynomials such that ∂f + ∂g < k. Let f = a0 + a1X +
· · ·+amXm, where m > 1, let g = b0 +b1X + · · · bnXn, and let m+n = k. Write
f = f1+f2, where f2 = amXm. Then D(fg) = D(f1g+f2g) = D(f1g)+D(f2g).
Now D(f1g) = (Df1)g + f1(Dg) by the induction hypothesis. Also,

D(f2g) = D(amb0X
m + amb1X

m+1 + · · · ambnXm+n)

= am(mb0X
m−1 + (m + 1)b1X

m + (m + 2)b2X
m+1 +

+ · · · + (m + n)bnXm+n−1)

= mamXm−1(b0 + b1X + · · · + bnXn) +

+ amXm(b1 + 2b2X + · · · + nbnXn−1)
= (Df2)g + f2(Dg) .
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Hence

D(fg) = D(f1g) + D(f2g) = (Df1)g + f1(Dg) + (Df2)g + f2(Dg)

=
(
D(f1 + f2)

)
g + (f1 + f2)(Dg) = (Df)g + f(Dg) .

6.2. The result is certainly true for n = 1. Then, by the product rule,

D[(X − α)n] = (X − α)D[(X − α)n−1] + (X − α)n−1

= (X − α)(n − 1)(X − α)n−2 + (X − α)n−1

= n(X − α)n−1 .

6.3. There are p2 quadratic polynomials in Zp[X]. There are p linear polynomials.
Multiplying the linear polynomials together involves p squares, and

(
p
2

)
= p(p −

1)/2 products of distinct factors. Hence the number of irreducible polynomials
is p2 − p − p(p − 1)/2 = p(p − 1)/2.

6.4. If X2 + 2 were reducible, it would have a linear factor, and hence a root in Z5.
Checking each of 0, ±1, ±2, we find that there is no such root. The element α
has the property that α2 = −2, and the order of 1 + α is a divisor of 24. Thus
o(1 + α) ∈ {2, 4, 8, 3, 6, 12, 24}. Now

(1 + α)2 = 1 + 2α − 2 = −1 + 2α ,

(1 + α)4 = (−1 + 2α)2 = 1 − 4α + 4α2 = 1 + α − α2 = −2 + α ,

(1 + α)8 = (−2 + α)2 = 4 − 4α + α2 = −1 + α − 2 = 2 + α ,

and so o(1 + α) /∈ {2, 4, 8} Also

(1 + α)3 = (−1 + 2α)(1 + α) = −1 + α + 2α2 = −1 + α − 4 = α ,

(1 + α)6 = α2 = −2 ,

(1 + α)12 = 4 = −1 ,

and so o(1 + α) /∈ {3, 6, 12}. From the last of the above equations we see that
o(1 + α) = 24.

6.5. It is easy to see that f = X4 +X +1 has no linear factor, since f(0) = f(1) = 1.
The quadratic polynomials in Z2[X] are X2, X2 + 1, X2 + X and X2 + X + 1,
and of these only X2+X +1 is irreducible. So if f were to have quadratic factors
it could only be (X2 + X + 1)2 = X4 + X2 + 1. Hence X4 + X + 1 must be
irreducible.
Since α4 = α + 1, the positive powers of α are

n 2 3 4 5 6 7 8
αn α2 α3 1 + α α + α2 α2 + α3 1 + α + α3 1 + α2

n 9 10 11 12
αn α + α3 1 + α + α2 α + α2 + α3 1 + α2 + α3

n 13 14 15
αn 1 + α + α2 + α3 1 + α3 1
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6.6. (i) Since ϕ(ab) = (ab)p = apbb = ϕ(a)ϕ(b) and ϕ(a + b) = (a + b)p = ap + bp =
ϕ(a) + ϕ(b), the map is a homomorphism. Also, since ϕ(a) = ϕ(b) ⇒ 0 =
ϕ(a) − ϕ(b) = ap − bp = (a − b)p, we deduce that a − b = 0. Thus ϕ is
a monomorphism. Thus |ϕ(F )| = |F |, and this implies ϕ(F ) = F if F is
finite. Hence ϕ is an automorphism in this case.

The elements of Zp are 0, 1, 1 + 1, 1 + 1 + 1, . . . Certainly ϕ(0) = 0 and
ϕ(1) = 1. Then, for example, ϕ(1+1+1) = ϕ(1)+ϕ(1)+ϕ(1) = 1+1+1.
So ϕ is the identity map.

(ii) Consider the field Zp(X) of all rational forms over Zp. Let f be a non-
constant monic polynomial. Then ϕ(f) = fp is of degree p∂f , and so, for
example, no polynomial of degree 1 is in the image of ϕ.

6.7. (i) ϕ(α) = α5 = −α.
(ii) ϕ(α) = α2, ϕ2(α) = 1 + α, ϕ3(α) = 1 + α2. (The map ϕ4 : x �→ x16 is the

identity map.)

Chapter 7
7.1. (i) Since 0 + 0 = 0, we have that α(0) = 0 + α(0) = [−(α(0)) + α(0)] + α(0) =

−(α(0)) + [α(0) + α(0)] = −(α(0)) + α(0 + 0) = −(α(0)) + α(0) = 0.

α(−x) = 0+α(−x) = [−(α(x))+α(x)]+α(−x) = −(α(x))+[α(x)+α(−x)] =
−(α(x)) + α(x + (−x)) = −(α(x)) + α(0) = −(α(x)) + 0 = −(α(x)).

(ii) The multiplicative statements follow by similar arguments.

7.2. Let ϕ ∈ Aut Q. Then ϕ(1) = 1 and, by the previous exercise, ϕ(−1) = −1. It
follows that, for all n in N,

ϕ(n) = ϕ(1 + 1 + · · · + 1) = 1 + 1 + · · · + 1 = n

and, similarly, that ϕ(−n) = −n. If m, n ∈ Z and n �= 0, then, by the previous
exercise,

ϕ(m
n

) = ϕ(m)[ϕ(n)]−1 = m
n

.

So Aut (Q) is the trivial group. By a simpler version of the above argument, we
have same result for Zp.

7.3. Let E be a subfield of L containing K and let H be a subgroup of Gal(L : K).
From Theorem 7.6 we know that E ⊆ Φ(Γ (E)), and by the order-reversing
property it then follows that Γ (E) ⊇ (ΓΦΓ )(E). On the other hand, we know
that H ⊆ Γ (Φ(H)); and so, substituting Γ (E) for H, we see that Γ (E) ⊆
(ΓΦΓ )(E). Hence ΓΦΓ = Γ .
Similarly, from H ⊆ Γ (Φ(H)) we have, by the order-reversing property, that
Φ(H) ⊇ (ΦΓΦ)(H). On the other hand, substituting Φ(H) for E in E ⊆ Φ(Γ (E))
gives Φ(H) ⊆ (ΦΓΦ)(H). Hence ΦΓΦ = Φ.

7.4. The map τ is given by

τ(a + b
√

2 + ci
√

3 + di
√

6) = a − b
√

2 + ci
√

3 − di
√

6 .

It is clear that τ is its own inverse, and so τ is one-one and onto. Let

zj = aj + bj

√
2 + cji

√
3 + dji

√
6 (j = 1, 2) .
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The proof that τ(z1 + z2) = τ(z1) + τ(z2) is routine. Also,

z1z2 = (a1a2 + 2b1b2 − 3c1c2 − 6d1d2) + (a1b2 + a2b1 − 3c1d2 − 3c2d1)
√

2

+ (a1c2 + a2c1 + 2b1d2 + 2b2d1)i
√

3 + (a1d2 + a2d1 + b1c2 + b2c1)i
√

6 .

By a similar calculation, we find that τ(z1)τ(z2) is equal to

(a1a2 + 2b1b2 − 3c1c2 − 6d1d2) − (a1b2 + a2b1 − 3c1d2 − 3c2d1)
√

2

+ (a1c2 + a2c1 + 2b1d2 + 2b2d1)i
√

3 − (a1d2 + a2d1 + b1c2 + b2c1)i
√

6 ,

and this coincides with τ(z1z2). Thus τ is an automorphism.

7.5. It is clear that K = Q(i+
√

2) ⊆ Q(i,
√

2). In fact the two fields are identical, for
(i+

√
2)2 = 1+2i

√
2, (i+

√
2)3 = 5i−√

2, and so i = 1
6 [(i+

√
2)3+(i+

√
2)] ∈ K

and
√

2 = 1
6 [5(i +

√
2) − (i +

√
2)3] ∈ K.

Any Q-automorphism of K = Q(i,
√

2) must map i to ±i and
√

2 to ±√
2. So

there are 4 elements of Gal(K, Q), given by

ι : i �→ i,
√

2 �→ √
2 ϕ : i �→ −i,

√
2 �→ √

2
ψ : i �→ i,

√
2 �→ −√

2 χ : i �→ −i,
√

2 �→ −√
2 .

The multiplication is given in the Cayley table:

ι ϕ ψ χ
ι ι ϕ ψ χ
ϕ ϕ ι χ ψ
ψ ψ χ ι ϕ
χ χ ψ ϕ ι

7.6. GF(8) is Z2[X]/〈X3+X+1〉. If α = X+〈X3+X+1〉, then we may write GF(8)
as Z2(α), and the elements of GF(8) are 0, 1, α, 1+α, α2, 1+α2, α+α2, 1+α+α2.
The powers of α are given by

n 1 2 3 4 5 6 7
αn α α2 1 + α α + α2 1 + α + α2 1 + α2 1

Since α3 + α + 1 = 0, it follows, by squaring, that α6 + α2 + 1 = 0, and so α2 is
also a root of X3 + X + 1. Squaring again, we see that α4 = α + α2 is again a
root of X3 + X + 1. Any Z2-automorphism must map a root of X3 + X + 1 to
another root. Accordingly, there are three elements in Gal(GF(8), Z2):

ι : α �→ α, ϕ : α �→ α2, ψ : α �→ α + α2 ,

and the multiplication table is

ι ϕ ψ
ι ι ϕ ψ
ϕ ϕ ψ ι
ψ ψ ι ϕ

7.7. Since L is a normal extension of K, it is a splitting field for some polynomial f
in K[X]. Since f ∈ E[X], we conclude that L is a normal extension of E.
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7.8. The minimum polynomial of u = 4
√

2 is X4 − 2 (which is irreducible over Q

by the Eisenstein criterion). Over C, the polynomial factorises as (X − u)(X +
u)(X − iu)(X + iu), and so Q(u, i) is a normal extension of Q(u). Over any field
K such that Q(u) ⊆ K ⊂ Q(u, i), the polynomial X4 − 2 has a root but does
not split completely; hence K is not normal. It follows that Q(u, i) is the normal
closure.

7.9. Let u = f/g, v = p/q. Then u + v = (fq + gp)/(gq), uv = (fp)/(gq), u/v =
(fq)/(gp).

D(u + v) =
1

(gq)2
[gqD(fq + gp) − (fq + gp)D(gq)]

=
1

(gq)2
[gqfDq + gq2Df + g2qDp + gqpDg

− fqgDq − fq2Dg − g2pDq − gpqDg]

=
1

(gq)2
[gq2Df + g2qDp − fq2Dg − g2pDq]

=
1

g2q2 [q2(gDf − fDg) + g2(qDp − pDq)]

=
gDf − fDg

g2 +
qDp − pDq

q2

= Du + Dv ,

D(uv) =
1

(gq)2
[gqD(fp) − fpD(gq)]

=
1

(gq)2
[gqfDp + gqpDf − fpgDq − fpqDg]

vDu + uDv =
p(gDf − fDg)

g2q
+

f(qDp − pDq)
gq2

=
1

(gq)2
[pgqDf − pfqDg + gfqDp − gfpDq]

= D(uv) .

Next,

D(1/v) = D(q/p) =
pDq − qDp

p2 = − q2

p2

qDp − pDq

q2 = − 1
v2 Dv ,

and so, by the product rule

D(u/v) = uD(1/v) + (1/v)Du = − uDv

v2 +
Du

v
=

vDu − uDv

v2 .

7.10. Suppose that ϕ is an automorphism. The only candidates for an irreducible
inseparable polynomial are polynomials of the type f = a0+a1X

p+· · ·+anXnp,
with a0, a1, . . . , an ∈ F . By our assumption, ai = bp

i for some bi (i = 0, 1, . . . , n).
Thus f = (b0 + b1X + · · · + bnXn)p is not irreducible.
Conversely, suppose that ϕ is not an automorphism, and let a be an element
not in the image of ϕ. By Theorem 7.24, the polynomial Xp − a is irreducible
and inseparable, and so F is not perfect.
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7.11. Let z ∈ K, with minimum polynomial f of degree k. Since z is inseparable,
we may suppose that we have an irreducible polynomial f = ampXmp + · · · +
apXp + a0 such that f(z) = 0. Hence, by Theorem 7.24, we have an irreducible
polynomial f1 = ampXm + · · · + apX + a0 such that f1(zp) = 0. But zp is also
inseparable, and so in fact

f1 = arp2Xrp + · · · + ap2Xp .

We can continue this process, reaching the conclusion that the minimum poly-
nomial of zps−1

contains only powers Xi for which ps | i. We continue until only
one non-constant term is left, which happens when pn ≤ k < pn+1, and obtain
a minimum polynomial Xpn

+ a for z.

7.12. Let α ∈ G = Gal(Q(u, i
√

3) : Q). By Theorem 7.9, α(i
√

3) = ±i
√

3 and α(u) ∈
{u, ue2iπ/3, ue−2iπ/3}. Since every automorphism is determined by its effect on
u and i

√
3, there are precisely 6 automorphisms in the Galois group, namely,

ι : u �→ u α : u �→ ue2iπ/3 β : u �→ ue−2iπ/3

: i
√

3 �→ i
√

3 : i
√

3 �→ i
√

3 : i
√

3 �→ i
√

3

λ : u �→ u µ : u �→ ue2iπ/3 ν : �→ ue−2iπ/3

: i
√

3 �→ −i
√

3 : i
√

3 �→ −i
√

3 : i
√

3 �→ −i
√

3 .

The multiplication in the group is given by the table

ι α β λ µ ν
ι ι α β λ µ ν
α α β ι µ ν λ
β β ι α ν λ µ
λ λ ν µ ι β α
µ µ λ ν α ι β
ν ν µ λ β α ι

This takes a bit of computation: for example, (αλ)(u) = α(u) = ue2iπ/3 = µ(u)
and (αλ)(i

√
3) = α(−i

√
3) = −i

√
3 = µ(i

√
3), while (λα)(u) = λ(ue2iπ/3) =

λ(u)λ(e2iπ/3) = ue−2iπ/3 = ν(u) (since λ(e2iπ/3) = λ((1 + i
√

3)/2) = (1 −
i
√

3)/2 = e−2iπ/3) and (λα)(i
√

3) = λ(i
√

3) = −i
√

3 = ν(i
√

3).
The proper subgroups are H1 = {ι, α, β}, H2 = {ι, λ}, H3 = {ι, µ} and H4 =
{ι, ν}; and Φ(H1) = Q(i

√
3), Φ(H2) = Q(u), Φ(H3) = Q(ue−2iπ/3), Φ(H4) =

Q(ue2iπ/3).

7.13. The group G has 8 elements:

ι :
√

2 �→
√

2 ,
√

3 �→
√

3 ,
√

5 �→
√

5

α :
√

2 �→ −
√

2 ,
√

3 �→
√

3 ,
√

5 �→
√

5

β :
√

2 �→
√

2 ,
√

3 �→ −
√

3 ,
√

5 �→
√

5

γ :
√

2 �→
√

2 ,
√

3 �→
√

3 ,
√

5 �→ −
√

5

λ :
√

2 �→
√

2 ,
√

3 �→ −
√

3 , −
√

5 �→
√

5

µ :
√

2 �→ −
√

2 ,
√

3 �→
√

3 ,
√

5 �→ −
√

5

ν :
√

2 �→ −
√

2 ,
√

3 �→ −
√

3 ,
√

5 �→
√

5

ρ :
√

2 �→ −
√

2 ,
√

3 �→ −
√

3 ,
√

5 �→ −
√

5 .
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The multiplication table is

ι α β γ λ µ ν ρ
ι ι α β γ λ µ ν ρ
α α ι ν µ ρ γ β λ
β β ν ι λ γ ρ α µ
γ γ µ λ ι β α ρ ν
λ λ ρ γ β ι ν µ α
µ µ γ ρ α ν ι λ β
ν ν β α ρ µ λ ι γ
ρ ρ λ µ ν α β γ ι

The subgroups of order 4, with their images under Φ, are

H1 = {ι, β, γ, λ}, Φ(H1) = Q(
√

2); H2 = {ι, α, γ, µ}, Φ(H2) = Q(
√

3);

H3 = {ι, α, β, ν}, Φ(H3) = Q(
√

5); H4 = {ι, ν, γ, ρ}, Φ(H4) = Q(
√

6);

H5 = {ι, µ, β, ρ}, Φ(H5) = Q(
√

10); H6 = {ι, λ, α, ρ}, Φ(H6) = Q(
√

15);

H7 = {ι, λ, µ, ν}, Φ(H7) = Q(
√

30) .

The subgroups of order 2, with their images under Φ, are

K1 = {ι, α}, Φ(K1) = Q(
√

3,
√

5); K2 = {ι, β}, Φ(K2) = Q(
√

2,
√

5);

K3 = {ι, γ}, Φ(K3) = Q(
√

2,
√

3); K4 = {ι, λ}, Φ(K4) = Q(
√

2,
√

15);

K5 = {ι, µ}, Φ(K5) = Q(
√

3,
√

10); K6 = {ι, ν}, Φ(K2) = Q(
√

5,
√

6);

K7 = {ι, ρ}, Φ(K7) = Q(
√

6,
√

10) .

Chapter 8

8.1. Here a = 1 and b = −3, and so ∆ = 13. Hence q3 = 1
2 (3 +

√
13) and r3 =

1
2 (3 − √

13). If we take q and r as the real cube roots of q3 and r3, respectively,
then qr = −1, as required. So the roots are q + r, qω + rω2 and qω2 + rω, where

q = [
1
2
(3 +

√
13)]1/3 , r = [

1
2
(3 −

√
13)]1/3 .

8.2. Here a = −1 and b = 1, and so ∆ = −3. Hence q3 = 1
2 (−1 + i

√
3) = e2πi/3 and

r3 = 1
2 (−1 − i

√
3) = e−2πi/3. We take q = e2πi/9 and r = e−2πi/9 and obtain

the root q + r = 2 cos(2π/9). The other roots are qω + rω2 = e8πi/9 + e−8πi/9 =
2 cos(8π/9), and qω2 + rω = 2 cos(4π/9). Notice that the roots are all real, but
that we have had to use complex numbers to find them.

8.3. X2p − 1 = (Xp − 1)(Xp + 1) = (X − 1)(X + 1)(Xp−1 + Xp−2 + · · · + X +
1)(Xp−1 − Xp−2 + · · · − X + 1). Since the first three factors are (respectively)
Φ1, Φ2 and Φp, the remaining factor must be Φ2p.
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8.4. X15−1 has factors Φ1 = X−1, Φ3 = X2+X+1 and Φ5 = X4+X3+X2+X+1,
and so X15 − 1 = (X − 1)(X2 + X + 1)(X4 + X3 + X2 + X + 1)Φ15. Note also
that X15 − 1 = (X5)3 − 1 = (X5 − 1)(X10 + X5 + 1) = (X − 1)(X4 + X3 +
X2 + X + 1)(X10 + X5 + 1). Comparing the two factorisations, we deduce that
Φ15 = (X10 + X5 + 1)/(X2 + X + 1), which equals (after a tedious calculation)
X8 − X7 + X5 − X4 + X3 − X + 1.

8.5. It is clear from the definition that cyclotomic polynomials are monic. Suppose
that

Xm − 1 = (a0 + a1X + · · · + apXp)(b0 + b1X + · · · + bqX
q) ,

where p + q = m, ap = 1 and a1, . . . , ap−1 ∈ Z. Then, equating coefficients of
Xm, we see that 1 = apbq = bq, and so certainly bq ∈ Z. Suppose inductively
that br+1, . . . , bq ∈ Z. Then, equating coefficients of Xp+r gives

0 = apbr + ap−1br+1 + · · · + ap−q+rbq ,

where ai = 0 if i < 0. Thus

br = apbr = −(ap−1br+1 + · · · + ap−q+rbq) ∈ Z .

Hence bj ∈ Z for all j.
If we assume inductively that Φd ∈ Z[X] for all d < m, and denote the set of
divisors of m by ∆m, we deduce from

Xm − 1 =

( ∏
d ∈∆m\{m}

Φd

)
Φm

that Φm ∈ Z[X].

8.6. (i) Let K be the splitting field in C of X12 − 1. It contains ω = eπi/6, and the
Galois group has four elements, defined by

ω �→ ω , ω �→ ω5 ; ω �→ ω7 ; ω �→ ω11 .

It is isomorphic to the multiplicative group {1̄, 5̄, 7̄, 1̄1} mod 12.
(ii) In the same way, the Galois group of X15 − 1 is isomorphic to the multi-

plicative group {1̄, 2̄, 4̄, 7̄, 8̄, 1̄1, 1̄3, 1̄4} mod 15.

8.7. (i) If x = z−τ(z), then TrK/F (x) = (z−τ(z))+(τ(z)−τ2(z))+· · ·+(τn−1(z)−
τn(z)) = z − τn(z) = 0. Conversely, suppose that TrK/F (x) = 0. Then

−x = τ(x) + τ2(x) + · · · + τn−1(x) .

As in the proof of Theorem 8.17, there exists t in K such that

u = xτ(t) + (x + τ(x))τ2(t) + · · ·
+ (x + τ(x) + τ2(x) + · · · + τn−2(x))τn−1(t)

is non-zero. Hence

τ(u) = τ(x)τ2(t) + (τ(x) + τ2(x))τ3(t) + · · ·
· · · +(τ(x) + τ2(x) + τ3(x) + · · · + τn−1(x))τn(t)

= τ(x)τ2(t) + (τ(x) + τ2(x))τ3(t) + · · · + (−xt) ,
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and

u − τ(u) = xt + xτ(t) + (x + τ(x))τ2(t) + (x + τ(x) + τ2(x))τ3(t)

· · · +(x + τ(x) + τ2(x) + · · · + τn−2(x))τn−1(t)

− τ(x)τ2(t) − (τ(x) + τ2(x))τ3(t) − · · ·
· · · −(τ(x) + τ2(x) + τ3(x) + · · · + τn−2(x))τn−1(t)

= x(t + τ(t) + τ2(t) + · · · + τn−1(t)) = xTrK/F (t) .

Since TrK/F (t) ∈ F , by Theorem 8.16, it is left fixed by τ . Let z =
u/TrK/F (t); then z − τ(z) = (u − τ(u))/TrK/F (t) = x.

(ii) z − τ(z) = z′ − τ(z′) ⇐⇒ τ(z − z′) = z − z′ ⇐⇒ z − z′ ∈ F .

8.8. Let r be a root of Xp − a in a splitting field K. Then the roots of Xp − a in K
are

r, rω, . . . , rωp−1 ,

where ω is a primitive pth root of unity. A typical element of the Galois group
Gal(K, F ) is σs,t, where σs,t(r) = rωs, σs,t(ω) = ωt (where s = 0, 1, . . . , p−1 and
t = 1, 2, . . . , p − 1), and, as in Example 8.22, σs,tσu,v = σs+tu,tv. If β = σ1,1 and
γ = σ0,w, where w is an element of order p−1 in the (cyclic) multiplicative group
of non-zero integers mod p, then βp = γp−1 = 1, and γβ = σw,w = βwγ. The
group, of order p(p − 1) has presentation 〈β, γ | βp = γp−1 = βwγβ−1γ−1 = 1〉.

8.9. The 6th roots of unity are 1, −1, e±πi/3 = 1
2 (1 ± i

√
3), e±2πi/3 = 1

2 (−1 ± i
√

3),
and so (writing eπi/3 as ω) we deduce that Q(ω) = Q(i

√
3). The primitive roots

of the equation are ω and ω5 = ω̄. It is clear that, over Q(i
√

3), the polynomial
X6 + 3 splits completely as (X3 + i

√
3)(X3 − i

√
3). For suppose that X3 − i

√
3

is not irreducible over Q(i
√

3). Then it has a linear factor, and so there exists
a + bi

√
3, with a, b ∈ Q, such that i

√
3 = (a + bi

√
3)3 = a3 + 3a2bi

√
3 − 9ab2 −

3b3i
√

3. Hence a3 − 9ab2 = 0 and 3a2b− 3b2 = 1. If a = 0, then −3b2 = 1, which
is not possible for a rational b. Otherwise a2 − 9b2 = 0 and so a = ±3b. Hence
27b2 − 3b2 = 1, and again this is not possible for a rational b.
The roots of X3 − i

√
3 are r, rω2, rω4. The Galois group consists of elements

σs,t, where s ∈ {0, 2, 4} and t ∈ {1, −1}, defined by

σs,t(r) = rωs , σs,t(ω) = ωt .

Then σs,tσu,v(r) = σs,t(rωu) = rωsωtu = rωs+tu, and σs,tσu,v(ω) = σs,t(ωv) =
ωtv, and so (mod 6) σs,tσu,v = σs+tu,tv. Note that (σ2,1)2 = σ4,1, (σ2,1)3 = 1,
and that (σ0,−1)2 = 1. Notice also that σ2,1σ0,−1 = σ2,−1 and σ0,−1σ2,1 =
σ4,−1 = σ4,1σ0,−1. Writing σ2,1 as β and σ0,−1 as α gives

α2 = β3 = 1 , αβ = β2α = β−1α .

The group has 6 elements and has presentation 〈α, β | α2 = β3 = αβα−1β = 1〉.

Chapter 9
9.1. Since g−1Ng = N for all g in G, it is certainly the case that g−1Ng = N for all

g in H. So N � H.
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9.2. Let a ∈ H∩N1 and b ∈ H∩N2. Then b−1ab ∈ N1 since N1�N2, and b−1ab ∈ H,
since a, b ∈ H. Hence b−1ab ∈ H ∩ N1, and so H ∩ N1 � H ∩ N2.

9.3. The group encountered in Section 7.7 provides an example. In the notation of
the example in that section, we have H5 � H2, H2 � G, but H5 is not normal in
G.

9.4. One way round this is clear, since cyclic groups are certainly abelian. So suppose,
in the usual notation, that Gi+1/Gi is abelian. Certainly Gi+1/Gi is soluble, by
Corollary 9.7, and so there exist subgroups H0 = {1}�H1 � · · ·�Hk = Gi+1/Gi

such that Hj+1/Hj (j = 1, 2, . . . , m − 1) is cyclic. It follows from Exercise
1.31 that there exist subgroups K0 = Gi � K1 � · · · � Km = Gi+1 such that
Kj+1/Kj 
 Hj+1/Hj for all j.. If we do this for each Gi+1/Gi, we obtain an
extended sequence of subgroups in which all the quotients are cyclic.

9.5. Write a ∼ b to mean “a is conjugate to b”; that is, if there exists x in G such that
x−1ax = b. Then a ∼ a for every a, since e−1ae = a (∼ is reflexive). Next, if a ∼
b, then it follows that b ∼ a, since (x−1)−1bx−1 = a (∼ is symmetric). Finally,
if a ∼ b and b ∼ c, so that x−1ax = b and y−1by = c, then (xy)−1a(xy) = c, and
so a ∼ c (∼ is transitive).

9.6. If ga = ag and ha = ah, then (gh)a = gah = a(gh), and so gh ∈ Z(a). Also,
from ga = ag it follows that ag−1 = g−1(ga)g−1 = g−1(ag)g−1 = g−1a, and so
g−1 ∈ Z(a).

9.7. (i) If ax = xa and bx = xb for all x in G, then abx = axb = xab, and so ab ∈ Z.
Also a−1(ax)a−1 = a−1(xa)a−1, and so xa−1 = a−1x. Thus a−1 ∈ Z.

(ii) Let a ∈ H and x ∈ G. Then x−1ax = x−1xa = a ∈ H, since H ⊆ Z, and so
H is normal.

(iii) a ∈ Z if and only if x−1ax = a for all x in G, that is, if and only if Ca = {a}.

Chapter 10
10.1. The polynomial f = X5 − 6X + 3 is irreducible, by the Eisenstein criterion.

From the table of values

X −2 −1 0 1 2
f −17 8 3 −2 11

we deduce that there are roots in the intervals (−2, −1), (0, 1) and (1, 2). The
zeros of the derivative f ′ are at ± 4

√
(6/5), and f ′(X) is positive except between

the zeros. Hence there are no other real roots and so, by Theorem 10.4, f(X) = 0
is not soluble by radicals.

10.2. The polynomial f = X5 − 4X + 2 is irreducible by the Eisenstein criterion.
From the table of values

X −2 −1 0 1 2
f −22 5 2 −1 26

we deduce that there are roots in the intervals (−2, −1), (0, 1) and (1, 2). The
zeros of the derivative f ′ are at ± 4

√
(4/5), and f ′(X) is positive except between

the zeros. Hence there are no other real roots and so, by Theorem 10.4, f(X) = 0
is not soluble by radicals.
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10.3. (i) ⇒ (ii). Suppose that {α1, α1, . . . , αn} is algebraically independent over K.
If αr were algebraic over Lr−1 = K(α1, α2, . . . , αr−1), it would have a minimum
polynomial m in Lr−1[Xr]. If, for i = 1, 2, . . . , r − 1, we change each αi in the
coefficients of m to Xi, we obtain a non-zero polynomial m in K[X1, X2, . . . , Xr]
such that m(α1, α2, . . . , αr) = 0. This is a contradiction.
(ii) ⇒ (iii). Suppose inductively that

σ : K(X1, X2, . . . , Xr−1) → K(α1, α2, . . . , αr−1) ,

given by σ(f(X1, X2, . . . , Xr−1)) = f(α1, α2, . . . , αr−1), is an isomorphism. If αr

is transcendental over K(α1, α2, . . . , αr−1) = Lr−1, then Lr−1(α) 
 Lr−1(Xr) 

K(X1, X2, . . . , Xr−1)(Xr) = K(X1, X2, . . . , Xr).
(iii) The equivalence of (i) and (iii) is essentially contained in the definitions.

10.4. Q(α) 
 Q(X), and so by the argument of Theorem 3.16, is countable. The set
of elements that are algebraic over Q(α) is once again countable. Hence, since R

is uncountable, there exists an element β in R that is transcendental over Q(α).

10.5. After a bit of calculation,

t31 + t32 + t33 = (t1 + t2 + t3)3 − 3(t1 + t2 + t3)(t1t2 + t1t3 + t2t3) + 3t1t2t3

= s3
1 − 3s1s2 + 3s3 .

Chapter 11
11.1. Πn is constructible for n ≤ 100 if and only if n is one of the numbers 3, 4, 5, 6,

8, 10, 12, 15, 16, 17, 20, 24, 30, 32, 34, 40, 48, 51, 60, 64, 68, 80, 85, 96.
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– of algebraic numbers, 60
– of fractions, 15
– perfect, 110
– splitting, 79, 86
finite extension, 52
finite field, 85
formal derivative, 85
Frobenius automorphism, 90
Frobenius, Ferdinand Georg (1849–

1917), 90
fundamental theorem of algebra, 42

Galois
– correspondence, 99
– extension, 115
– field, 87
– group, 94
Galois, Evariste (1811–1832), 1
Gauss’s Lemma, 44

Gauss, Johann Carl Friedrich (1777–
1855), 29, 44, 187

gaussian integers, 29, 33
general polynomial, 178
greatest common divisor, 26, 39
group, 3
– abelian, 3, 149
– alternating, 162
– cyclic, 21
– finite, 21
– Galois, 94
– of automorphisms, 94
– of prime power order, 157
– of units, 3
– realisable, 180
– simple, 164
– soluble, 154, 163, 167
– symmetric, 160

Hermite, Charles (1822–1901), 61, 180
highest common factor, 26
Hilbert, David (1862–1943), 140
homomorphic image, 22
homomorphism, 8
– natural, 10, 22
– substitution, 40

ideal, 6
– principal, 7
identity, 2
identity automorphism, 94
indeterminate, 35
index, 157
infinite extension, 52
integral domain, 2
irreducible, 29, 39
isomorphic, 9
isomorphism, 9, 22

K-automorphism, 94
kernel, 9, 22, 100
Klein, Felix Christian (1854–1912), 180

Lagrange’s theorem, 21
Lagrange, Joseph-Louis (1736–1813), 21,

122
leading coefficient, 34
Lindemann, Carl Louis Ferdinand von

(1852–1939), 61, 78
linearly independent, 92
Liouville, Joseph (1809–1882), 61

minimum polynomial, 57
monic polynomial, 34
monomorphism, 9, 92
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