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Introduction

Algebraic geometry has its origin in the study of systems of polynomial equations

f1(x1, . . . , xn) = 0,

...

fr(x1, . . . , xn) = 0.

Here the fi ∈ k[X1, . . . , Xn] are polynomials in n variables with coefficients in a field k.
The set of solutions is a subset V (f1, . . . , fr) of kn. Polynomial equations are omnipresent
in and outside mathematics, and have been studied since antiquity. The focus of algebraic
geometry is studying the geometric structure of their solution sets.

If the polynomials fi are linear with constant term 0, then V (f1, . . . , fr) is a subvector
space of kn. Its “size” is measured by its dimension and it can be described as the kernel
of the linear map kn → kr, x = (x1, . . . , xn) 7→ (f1(x), . . . , fr(x)).

For arbitrary polynomials, V (f1, . . . , fr) is in general not a subvector space. To study
it, one uses the close connection of geometry and algebra which is a key property of
algebraic geometry, and whose first manifestation is the following: If g = g1f1 + . . . grfr
is a linear combination of the fi (with coefficients gi ∈ k[T1, . . . , Tn]), then we have
V (f1, . . . , fr) = V (g, f1, . . . , fr). Thus the set of solutions depends only on the ideal
a ⊆ k[T1, . . . , Tn] generated by the fi. On the other hand we may consider polynomials
f ∈ k[T1, . . . , Tn], view them as polynomial functions kn → k, and define the ideal a′ of
those f such that f vanishes on V (f1, . . . , fr). It is one of the first main results (Hilbert’s
Nullstellensatz) that if k is algebraically closed, then a′ is closely related to a, more
precisely

a′ = rad(a) := { f ∈ k[T1, . . . , Tn] ; ∃m > 0 : fm ∈ a }.

The quotient k[T1, . . . , Tn]/a′ may be considered as the k-algebra of polynomial functions
on the “affine variety” V (f1, . . . , fr). We obtain a close relation between ideals a of
k[T1, . . . , Tn] (or, equivalently, quotient algebras of k[T1, . . . , Tn]) and affine varieties in
kn – at least if k is algebraically closed. For not algebraically closed fields k this approach
is too naive.

Besides this algebraic description, one can endow the sets V (f1, . . . , fr) with a “geo-
metric structure”. The only reasonable topology which can be defined purely in algebraic
terms, i.e., without appealing to analytic notions as convergence, is the Zariski topology
which is the coarsest topology (on kn, say) such that all zero sets of polynomials are
closed. Not surprisingly, it is very coarse and therefore is not sufficient to determine the
“geometric structure” of the spaces in question. The right way to remedy this, is to consider
each space together with the entirety of functions on the space. Similarly as a differentiable
(or holomorphic) manifold is determined by its topological structure together with the
entirety of differentiable (or holomorphic) functions on all its open subsets, we obtain a
satisfactory notion of algebraic geometric objects, “affine varieties over k”, by considering
closed subsets of kn together with the entirety of functions on them, which in this case
means all functions defined by fractions of polynomials.

© Springer Fachmedien Wiesbaden GmbH, part of Springer Nature 2020
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2 Introduction

Polynomial equations also arise in number theory, and especially in the last decades
algebraic-geometric methods have become extremely fruitful for solving number-theoretic
problems. In this case the polynomials have coefficients in Q or Z (or more generally in
number fields, finite fields, or p-adic rings). One of the most famous examples is Fermat’s
equation xm + ym = zm with x, y, z ∈ Z. The proof of Fermat’s Last Theorem which
asserts that this equation has no solutions for m ≥ 3, xyz 6= 0, by Wiles and Taylor in
1995 relies heavily on modern algebraic geometry.

The unifying approach to study polynomial equations f1, . . . , fr over arbitrary (com-
mutative) rings R is the theory of schemes developed by Grothendieck and his school. It
allows to attach to an arbitrary commutative ring A (e.g., A = R[T1, . . . , Tn]/(f1, . . . , fr)
or A = Z[X,Y, Z]/(Xm+Y m−Zm)) a geometric object SpecA consisting of a topological
space X and a datum OX of “systems of functions” on this space such that the ring
of “globally defined functions” on SpecA is the ring A itself. Such a pair (X,OX) is a
so-called locally ringed space. This allows us to view commutative rings as geometric
objects called affine schemes. The affine variety V (f1, . . . , fr) ⊆ kn can be recovered from
the affine scheme Spec k[T1, . . . , Tn]/(f1, . . . , fr).

As in elementary geometry some problems only have a satisfying solution if we consider
them not in affine space but in projective space. For instance two different lines in the
affine plane intersect always in one point except if they are parallel. By adding points
at infinity (the “horizon”) we obtain the projective plane, where any two different lines
intersect in precisely one point. The projective space can be obtained by gluing affine
spaces. Vastly generalizing this process we arrive at the central notion of this book: a
scheme. It is defined as a locally ringed space that is locally isomorphic to an affine
scheme. Note the similarity to the definition of a smooth n-dimensional manifold which is
a geometric object that is locally isomorphic – within the right category – to an open
subset of Rn.

For schemes geometric notions as dimension or smoothness are defined. As schemes are
locally given by commutative rings, many of these notions are defined in terms of rings
and ideals. Conversely, every definition or result in commutative algebra has its geometric
counterpart in the theory of schemes. Thus algebra and geometry become two aspects of
the same theory.

Another reason for the importance of schemes is that it is often possible to parameterize
interesting objects by schemes. An example is the Grassmannian which is a scheme that
parameterizes subvector spaces of a fixed dimension in a given finite-dimensional vector
space. The general concept behind schemes as parameter spaces is the point of view of
schemes representing certain functors. This plays an important role in modern algebraic
geometry and beyond. It will be one of the main focuses in this book.

Grothendieck’s theory of schemes is technically demanding but essential in modern
algebraic geometry even for applications in classical complex algebraic geometry. Even
more so it is indispensable in arithmetic geometry. Moreover algebraic geometry has also
become an important tool with many applications in other fields of mathematics such as
topology, representation theory, Lie theory, group theory, string theory, or cryptography.

The goal of this book is to provide its reader with the background in algebraic geometry
to go on to current research in algebraic geometry itself, in number theory, or in other
fields of mathematics. It strives for the necessary generality to be a stable stepping stone
for most of these fields.

There is a wealth of literature on algebraic geometry from which we learned a lot.
It is a pleasure to acknowledge the overwhelming influence of the pioneering work of
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Grothendieck and Dieudonné ([EGAI],[EGAInew], [EGAII],[EGAIII], [EGAIV]). Other
sources are Mumford’s red book [Mu1], and the books by Shafarevich [Sh], Hartshorne
[Ha3] and Perrin [Per]. Furthermore we list the more specialized books, each with its own
focus, by Mumford [Mu2], Griffiths and Harris [GH], Liu [Liu], Harris [Har], Eisenbud
and Harris [EH], and Harder [Ha].

Further sources had a more local impact. We followed Kurke [Ku1], [Ku2] and Pe-
skine [Pes] quite closely in our proof of Zariski’s main theorem. In our treatment of
geometric properties of schemes over a field one of our main references was Jouanolou’s
book [Jo]. Our main source for determinantal varieties was the book [BV] by Bruns and
Vetter. For the example of cubic surfaces we profited much from Beauville [Bea] and [Ge]
and for the example of Brauer-Severi varieties from Gille and Szamuely [GS].

Leitfaden

The notion of scheme which is the main object of investigation of the whole book is
introduced in Chapter 3, using the affine schemes defined in Chapter 2 as local building
blocks. These two chapters are therefore indispensable for all of the book. In Chapter
1 we discuss a precursor of schemes, namely prevarieties (over an algebraically closed
field). These prevarieties are much closer to geometric intuition, and on the other hand
comprise a large number of interesting schemes. However, besides other defects of this
notion, prevarieties are not suitable for discussing arithmetic questions because it is not
easily possible to link objects living over base fields of different characteristics. In Chapter
4 we introduce fiber products of schemes which are ubiquitous in all of the remainder. In
particular fiber products allow us to view the fibers of morphisms of schemes as schemes,
so that we can make precise the philosophy that a morphism f : X → S of schemes should
be seen as a family (f−1(s))s∈S of schemes. For beginners in algebraic geometry, working
through all of Chapters 1 to 4 is therefore recommended. For those with a background in
classical algebraic geometry, Chapter 1 can probably be skipped, and all readers with
some knowledge about schemes should be able to start with Chapter 5 without too many
problems.

After this first part of the book, some choices can be made. In Chapter 5, the part
on dimension of schemes over a field should be read in any case – not only since it is
used at many places, but because the dimension of a scheme is a fundamental notion in
algebraic geometry as a whole. The parts on schemes over non-algebraically closed fields,
and on base change of the ground field, are more specialized and can be skipped at a first
reading. References to the latter can usually be avoided by assuming that the base field
in question is perfect or algebraically closed. The part on intersections of plane curves
with a proof of Bézout’s theorem is one of the first applications of the theory developed
so far, but is not strictly necessary for the rest of the text; the only place where it is used
again is the discussion of elliptic curves in Chapter 16.

The topic of Chapter 6 are local properties of schemes, in particular the notions of
tangent space, smooth, regular and singular points and of normality. We make essential
use of the notion of normal scheme in Chapter 12 when we discuss normalizations and
Zariski’s main theorem.

Chapter 7 provides definitions and results on (quasi-coherent) OX -modules. Its first part
should be read rather selectively because there we collect all constructions of OX -modules
which are used in the rest of the book. The other parts are central for most of the following
chapters.



4 Introduction

The functor attached to a scheme is introduced in Chapter 4 and discussed in quite
some detail in the first part of Chapter 8. This is an essential concept of modern algebraic
geometry and is used in many places of the book. So the first part of this chapter is
a requisite. The second and third parts on Grassmannians and Brauer-Severi schemes
provide examples. While the Brauer-Severi schemes can easily be omitted, if necessary, the
example of Grassmannians is of a more fundamental nature, because the projective space
and more generally projective bundles are a special case of Grassmannians. Nevertheless,
with a little care in Chapter 13, one can replace the definitions of projective bundles in
term of Proj schemes (and recover the functorial description).

The first part of Chapter 9 is dedicated to the notions of separated schemes and
separated morphisms. Being separated is analogous, in comparison with topological
spaces, to being Hausdorff, and not surprisingly is a property which almost all schemes
occurring in practice have. In the second part we discuss rational maps, i.e., “morphisms”
which are defined only on an open subset of the source. Rational maps and in particular
the closely related notion of birational equivalence are a central object of study in algebraic
geometry. In the rest of the book, they are relevant in particular in Chapter 11 when we
study divisors.

In Chapter 10 we study finiteness notions of schemes. In the noetherian case there are
many simplifications, so that we deal with this case first. Next we look at the general
case. As it turns out, for quasi-compact and quasi-separated schemes many of the results
in the noetherian case have good analogues. In fact, these two properties occur so often
that we abbreviate them to qcqs. The next two parts of Chapter 10 are dedicated to the
question how properties of schemes and morphisms behave under “transition to the limit”.
More precisely, we study an inductive system of rings (Rλ)λ, and families (Xλ)λ, where
each Xλ is an Rλ-scheme. This setup is relevant in many different situations; it can often
be used to eliminate noetherianness hypotheses, but is also relevant for problems about
noetherian schemes. Nevertheless, at a first reading it might be enough to read the first
part of Chapter 10 (and make noetherianness assumptions later in the book).

The two main topics of Chapter 11 are vector bundles, and in particular line bundles,
and divisors. We look at the close connection between line bundles and divisors. Line
bundles are essential in Chapter 13. The study of divisors in the special case of curves
is taken up in Chapter 15. The flattening stratification and the classification of vector
bundles over the projective line will not be used in the rest of this volume except in some
remarks in Chapter 12 and Chapter 16. These two parts may thus be skipped at a first
reading.

Next, in Chapter 12, we look at affine, finite and proper morphisms. All three of these
are fundamental properties of schemes (and morphisms of schemes) which distinguish
interesting classes of schemes. For instance, properness corresponds to the notion of
compactness for topological spaces or manifolds. The most important theorem of the
chapter is Zariski’s main theorem which clarifies the structure of morphisms with finite
fibers (so-called quasi-finite morphisms) and has a large number of handy applications.
Because the proof is rather involved, it might be appropriate to take the theorem as a
black box at first – while the result is used in several places in later chapters, the methods
of the proof are not.

Chapter 13 serves to study projective schemes, i.e., closed subschemes of projective
space or of projective bundles. From a slightly different point of view, we study, given
a scheme X, how X can be embedded into projective space. It turns out that this is
controlled by the behavior of line bundles on X. Projective morphisms (i.e., families of
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projective schemes) are special cases of proper morphisms, so the results of Chapter 12
are used frequently.

The main topic of Chapter 14 is flatness, a notion which encodes that a family of schemes
(or modules) varies continuously. For instance, under mild assumptions the dimension
of the fibers of a flat morphism is constant. After studying elementary properties of flat
morphisms in the first part of the chapter, we prove a number of deep theorems like
the valuative criterion and the fiber criterion for flatness in the second part. Here we
rely heavily on the local criterion for flatness (see Appendix B). If X ′ → X is a flat and
surjective morphism, then X inherits many properties of X ′; a similar principle applies
for morphisms, and to some extent to objects over X ′ and X, respectively. This principle
is called “faithfully flat descent” and is the object of the third part of Chapter 14. As
an example, we take up the theory of Brauer-Severi schemes again. The next two parts
are dedicated to a more advanced treatment of dimension theory, and in particular to an
investigation how the dimensions of the fibers of a morphism vary. Finally, we briefly look
at a central example of a scheme parameterizing interesting objects, namely the Hilbert
scheme.

A large class of interesting, but relatively well accessible schemes is formed by the
1-dimensional schemes, i.e., by curves. In this case, many of the previously looked at
concepts become more concrete and more tangible, and we look at curves in detail in
Chapter 15. A particular application are the valuative criteria which characterize separated
and proper morphism in a geometrically very tangible way. We also mention, without
proof, the theorem of Riemann-Roch, a central result in the theory of curves (and in fact,
in a generalized form, also in the theory of much more general schemes).

The final chapter, Chapter 16, contains several examples which are developed in parallel
to the advancement of the theory in the main part of the book. Each example is split up
into several portions, and for each of them we indicate which of the previous chapters are
needed. These examples illustrate most of the concepts introduced in the book. Specifically,
we look at determinantal varieties, and at several topics that are linked by their relation
to the theory of Hilbert modular surfaces: cubic surfaces, cyclic quotient singularities,
and abelian varieties.

Each chapter concludes with exercises. We have marked the easier exercises with the
symbol ♦.

Readers interested only in the noetherian case can omit large parts of Chapter 10,
and many reductions in later chapters. The most important facts to keep in mind are
that all noetherian schemes are quasi-compact, and that every morphism whose source is
noetherian is quasi-compact and quasi-separated. Readers interested only in schemes of
finite type over an algebraically closed base field can ignore, in addition, the subtleties
of base change by extension fields as detailed in Chapter 5. Over an algebraically closed
field, having some property, or having it geometrically, is the same. In a few places it is
helpful to assume that the base field is of characteristic 0, but apart from Chapter 16,
this does not make a real difference.

Notation

We collect some general notation used throughout the book. By ⊆ we denote an inclusion
with equality allowed, and by ( we denote a proper inclusion; by ⊂ we denote an inclusion
where we do not emphasize that equality must not hold, but where equality never occurs
or would not make sense (e.g., m ⊂ A a maximal ideal in a ring).
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By Y c we denote the complement of a subset Y of some bigger set. By Y we denote
the closure of some subspace Y of a topological space.

By convention, the empty topological space is not connected.
If R is a ring, then we denote by Mm×n(R) the additive group of (m × n)-matrices

over R, and by GLn(R) the group of invertible (n× n)-matrices over R.
The letters Z, Q, R, C denote the ring of integers and the fields of rational, real and

complex numbers, respectively.
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1 Prevarieties

Contents

– Affine algebraic sets

– Affine algebraic sets as spaces with functions

– Prevarieties

– Projective varieties

The fundamental topic of algebraic geometry is the study of systems of polynomial
equation in several variables. In the end we would like to study polynomial equations
with coefficients in an arbitrary ring but as a motivation and a guideline we will assume
in this chapter that our ring of coefficients is an algebraically closed field k. In this case
the theory has a particularly nice geometric flavor.

If we are given polynomials f1, . . . , fr ∈ k[T1, . . . , Tn], we are interested in “geometric
properties” of the set of zeros

V (f1, . . . , fr) = { (t1, . . . , tn) ∈ kn ; ∀i : fi(t1, . . . , tn) = 0 } ⊆ kn.

Let us illustrate this by a simple example.

Example 1.1. Consider the polynomial f =

Figure 1.1: The solutions in R2 of the
equation T 2

2 − T 2
1 (T1 + 1) = 0.

T 2
2 −T 2

1 (T1 +1) ∈ k[T1, T2]. To visualize V (f)
we show in Figure 1.1 the set of zeros of T 2

2 −
T 2

1 (T1 + 1) ∈ R[T1, T2] in R2. Of course, this
is not an example for our situation as the field
R of real numbers is not algebraically closed
(and sometime the visualization obtained in
this way may be deceptive, see Exercise 1.8).
Nevertheless it is often helpful to look at the
“real picture”.

In this illustration we see a “one-dimen-
sional” object (the notion of dimension in
algebraic geometry will be defined in Chap-
ter 5). Another observation is that the set of
zeros looks “locally” in every point except the
origin (0, 0) essentially like a real line. But in
the origin its local shape is different. We may
describe this behavior by saying that at all
points outside the origin we can find a unique
tangent line, however not in the origin. This
corresponds to the distinction of “smooth”
and “singular” points, that we will describe in Chapter 6.

© Springer Fachmedien Wiesbaden GmbH, part of Springer Nature 2020
U. Görtz und T. Wedhorn, Algebraic Geometry I: Schemes, Springer Studium 
Mathematik – Master, https://doi.org/10.1007/978-3-658-30733-2_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-658-30733-2_2&domain=pdf
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The theorem of implicit functions implies that the set of zeros of f is diffeomorphic to

R at those points (x1, x2) where the Jacobi (1 × 2)-matrix
(
∂f
∂T1

∂f
∂T2

)
has rank 1. The

partial derivatives of polynomials can be defined over arbitrary base fields and thus this
criterion can be formulated algebraically. We will see in Section (6.8) that this is indeed a
way to describe which points are “smooth”.

Notation

Let k be an algebraically closed field. Occasionally we write k[T ] instead of k[T1, . . . , Tn],
the polynomial ring in n variables over k. For x = (x1, . . . , xn) ∈ kn and f ∈ k[T ] we
write f(x) = f(x1, . . . , xn).

Affine algebraic sets

The first step towards geometry is to define a topology on the set of zeros V (f1, . . . , fr). We
obtain a very coarse topology which is useful but does not capture all essential geometric
properties. The purpose of the following sections will be to endow these topological spaces
with additional structure. Here we will see that analytic aids used in differential geometry
or complex analysis are replaced by methods of commutative algebra. Over algebraically
closed field the connection of geometry and commutative algebra is established by Hilbert’s
Nullstellensatz 1.7. In its most basic form (Corollary 1.11) it says that attaching to
x = (x1, . . . , xn) ∈ kn the ideal (T1 − x1, . . . , Tn − xn) ⊂ k[T1, . . . , Tn] yields a bijection
between points in kn (geometric objects) and maximal ideals in k[T1, . . . , Tn] (algebraic
objects).

(1.1) The Zariski topology on kn, the affine space An(k).

Definition 1.2. Let M ⊆ k[T1, . . . , Tn] = k[T ] be a subset. The set of common zeros of
the polynomials in M is denoted by

V (M) = { (t1, . . . , tn) ∈ kn ; ∀f ∈M : f(t1, . . . , tn) = 0 }.

If M consists of elements fi, i ∈ I, we also write V (fi, i ∈ I) instead of V ({fi; i ∈ I}).

If M ⊆ k[T ] is a subset and a the ideal generated by M , it is clear that V (M) = V (a).
The Hilbert Basis Theorem (Proposition B.34) implies, that the polynomial ring k[T ]
is a noetherian ring, that is, all ideals are finitely generated. Every generating set M of
a finitely generated ideal a contains a finite generating set. Hence there exist for every
subset M ⊆ k[T ] finitely many elements f1, . . . , fr ∈M such that V (M) = V (f1, . . . , fr).

Another obvious property is that V (−) reverses inclusions: For M ′ ⊆ M ⊆ k[T ] we
have V (M ′) ⊇ V (M).

Proposition 1.3. The sets V (a), where a runs through the set of ideals of k[T ], are the
closed sets of a topology on kn, called the Zariski topology.
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Proof. The proposition follows from the following more precise assertions.
(1) ∅ = V (1), kn = V (0).
(2) For every family (ai)i∈I of ideals ai ⊆ k[T ] we have⋂

i∈I
V (ai) = V (

∑
i∈I

ai).

(3) For two ideals a, b ⊆ k[T ] we have

V (a) ∪ V (b) = V (a ∩ b) = V (ab).

The first point is obvious. Moreover, we have⋂
i∈I

V (ai) = {x ∈ kn; ∀i ∈ I, f ∈ ai : f(x) = 0} = V (
⋃
i∈I

ai),

and this proves the second point because
∑
i∈I ai is the ideal generated by the union⋃

i ai. Third, since ab ⊆ a ∩ b ⊆ a, b, it is clear that V (a) ∪ V (b) ⊆ V (a ∩ b) ⊆ V (ab).
If conversely x ∈ V (ab) and x 6∈ V (a), there exists an f ∈ a with f(x) 6= 0, and for all
g ∈ b we have fg ∈ ab and hence f(x)g(x) = (fg)(x) = 0. Therefore g(x) = 0 and hence
x ∈ V (b).

From now on we will consider kn always as a topological space with the Zariski topology
and we will denote this space by An(k). We call this space the affine space of dimension
n (over k). The phrase of dimension n should be understood as fixed expression for now.
Only later we will introduce the notion of dimension (and then of course prove that An(k)
really has dimension n).

(1.2) Affine algebraic sets.

Definition 1.4. Closed subspaces of An(k) are called affine algebraic sets.

Sets consisting of one point x = (x1, . . . , xn) ∈ An(k) are closed because {x} = V (mx),
where mx = (T1−x1, . . . , Tn−xn) is the kernel of the evaluation homomorphism k[T ]→ k
which sends f to f(x). As finite unions of closed sets are again closed, we see that all
finite subsets of An(k) are closed.

The Zariski topology has the advantage that it can be defined over arbitrary ground
fields. On the other hand it is very coarse. Proposition 1.20 will show, that for n > 0 it is
not Hausdorff. The following examples also show this for n = 1, 2.

Example 1.5. For n = 1 the polynomial ring k[T ] is a principal ideal domain. Therefore
the closed subsets are of the form V (f) for a polynomial f ∈ k[T ]. As every polynomial
f 6= 0 has only finitely many zeros, the closed subsets of A1(k) are A1(k) itself and the
finite subsets of A1(k).

Example 1.6. To describe the topological space A2(k) is more difficult. We have the
following list of obvious closed subsets.
• A2(k).
• Sets consisting of one point {x} = V (mx).
• V (f), f ∈ k[T1, T2] an irreducible polynomial.
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We will see later that every closed set is a finite union of sets from this list. In fact the
above sets are the closed subsets of the form V (p) where p ⊂ k[T1, T2] is a prime ideal,
i.e., the “irreducible” closed subsets (a notion which will be explained in Section (1.5)).
This will follow from the fact that in k[T1, T2] all non-maximal prime ideals are principal
ideals (Proposition 5.31).

(1.3) Hilbert’s Nullstellensatz.

As mentioned above, the connection between affine algebraic sets and commutative algebra
is established by Hilbert’s Nullstellensatz (and its corollaries).

Theorem 1.7. (Hilbert’s Nullstellensatz) Let K be a (not necessarily algebraically
closed) field and let A be a finitely generated K-algebra. Then A is Jacobson, that is, for
every prime ideal p ⊂ A we have

p =
⋂
m⊇p

maximal ideal

m.

If m ⊂ A is a maximal ideal, the field extension K ⊆ A/m is finite.

We will base the proof of the theorem on Noether’s normalization theorem. Recall that
a homomorphism of rings R → R′ is called integral if each element of R′ is a root of a
monic polynomial with coefficients in R. A homomorphism of rings R→ R′ is finite if it
is integral and R′ is generated as an R-algebra by finitely many elements (Section (B.10)).
We will study this notion in more detail later (see Chapter 12) where we will also obtain
a geometric interpretation. Here we remark only that R→ R′ is finite if and only if R′ is
finitely generated as an R-module (Section (B.3)).

Note that this notion of integral is not related to the notion of integral domain. Below we
often use the term integral K-algebra (where K is a field) by which we mean a K-algebra
which is an integral domain.

Theorem 1.8. (Noether’s normalization theorem) Let K be a field and let A 6= 0
be a finitely generated K-algebra. Then there exists an integer n ≥ 0 and t1, . . . , tn ∈ A
such that the K-algebra homomorphism K[T1, . . . , Tn]→ A, Ti 7→ ti is injective and finite.

We will not prove this theorem but refer to Theorem B.58. To deduce the Nullstellensatz
from Noether’s normalization theorem we will first show two lemmas.

Lemma 1.9. Let A and B be integral domains and let A → B be an injective integral
ring homomorphism. Then A is a field if and only if B is a field.

Proof. Let A be a field and b ∈ B nonzero. Then A[b] is an A-vector space of finite
dimension. As B is an integral domain, the multiplication A[b]→ A[b] with b is injective.
It is clearly A-linear and therefore it is bijective. This shows that b is a unit.

Conversely let B be a field and let a ∈ A \ {0}. The element a−1 ∈ B× satisfies a
polynomial identity (a−1)n + βn−1(a−1)n−1 + · · ·+ β0 = 0, βi ∈ A. Therefore we have

a−1 = −(βn−1 + βn−2a+ · · ·+ β0a
n−1) ∈ A.

Lemma 1.10. Let K be a field and let L be a field extension of K that is a finitely
generated K-algebra. Then L is a finite extension of K.
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Proof. We apply to L Noether’s normalization theorem and obtain a finite injective
homomorphism K[T1, . . . , Tn] → L of K-algebras. By Lemma 1.9 we must have n = 0
which shows that K → L is a finite extension.

Proof. (Hilbert’s Nullstellensatz) Lemma 1.10 implies at once the second assertion: If
m ⊂ A is a maximal ideal, A/m is a field extension of K which is finitely generated as a
K-algebra.

For the proof of the first assertion we start with a remark. If L is a finite field extension
of K and ϕ : A→ L is a K-algebra homomorphism, the image of ϕ is an integral domain
that is finite over K. Thus Imϕ is a field by Lemma 1.9 and therefore Kerϕ is a maximal
ideal of A.

We now show that A is Jacobson. Let p ⊂ A be a prime ideal. Replacing A by A/p it
suffices to show that in an integral finitely generated K-algebra the intersection of all
maximal ideals is the zero ideal. For x 6= 0, A[x−1] is a finitely generated K-algebra 6= 0.
Let n be a maximal ideal of A[x−1], then L := A[x−1]/n is a finite extension of K by the
second assertion of the Nullstellensatz. The kernel of the composition ϕ : A→ A[x−1]→ L
is a maximal ideal by the above remark, and it does not contain x.

If K = k is an algebraically closed field, the Nullstellensatz implies:

Corollary 1.11.
(1) Let A be a finitely generated k-algebra, m ⊂ A a maximal ideal. Then A/m = k.
(2) Let m ⊂ k[T1, . . . , Tn] be a maximal ideal. Then there exists x = (x1, . . . , xn) ∈ An(k)

such that m = mx := (T1 − x1, . . . , Tn − xn).

Proof. (1). As k is algebraically closed, the homomorphism k → A→ A/m, which makes
A/m into a finite field extension of k by the Nullstellensatz, has to be an isomorphism.

(2). Let xi be the image of Ti by the homomorphism k[T1, . . . , Tn] → k[T ]/m = k.
Then m is a maximal ideal which contains the maximal ideal mx = (T1−x1, . . . , Tn−xn).
Therefore both are equal.

(1.4) The correspondence between radical ideals and affine algebraic sets.

To understand the affine algebraic sets V (a) better, we need the notion of the radical of
an ideal: Let A be a ring. Recall that if a ⊆ A is an ideal, we call

rad a := { f ∈ A ; ∃r ∈ Z≥0 : fr ∈ a }.

the radical of a. It is easy to see that rad a is an ideal and that we have rad(rad a) = rad a.
If A is a finitely generated K-algebra for a field K we have

(1.4.1) rad a =
⋂

a⊆p⊂A
prime ideal

p =
⋂

a⊆m⊂A
maximal ideal

m.

Indeed, the first equality holds in arbitrary commutative rings (B.1.1) and the second
equality follows immediately from the Nullstellensatz.

We now study the question when two ideals describe the same closed subset of An(k).
Clearly this may happen: As fr(x) = 0 if and only if f(x) = 0, we always have the
equality V (a) = V (rad a). If Z ⊆ An(k) is a subset, we denote by
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I(Z) := { f ∈ k[T ] ; ∀x ∈ Z : f(x) = 0 }

the ideal of functions that vanish on Z. For f ∈ k[T ] and x ∈ An(k) we have f(x) = 0 if
and only if f ∈ mx. Thus we find

(1.4.2) I(Z) =
⋂
x∈Z

mx.

We have the following consequence of Hilbert’s Nullstellensatz.

Proposition 1.12.
(1) Let a ⊆ k[T ] be an ideal. Then

I(V (a)) = rad a.

(2) Let Z ⊆ An(k) be a subset and let Z be its closure. Then

V (I(Z)) = Z.

Proof. (1). As x ∈ V (a) is equivalent to a ⊆ mx, we have

I(V (a))
(1.4.2)

=
⋂

x∈V (a)

mx =
⋂
m⊇a

maximal ideal

m
(1.4.1)

= rad a.

(2). This is a simple assertion for which we do not need the Nullstellensatz. On one
hand we have Z ⊆ V (I(Z)) and V (I(Z)) is closed. This shows V (I(Z)) ⊇ Z. On the
other hand let V (a) ⊆ An(k) be a closed subset that contains Z. Then we have f(x) = 0
for all x ∈ Z and f ∈ a. This shows a ⊆ I(Z) and hence V (I(Z)) ⊆ V (a).

If A is a ring, we call an ideal a ⊆ A a radical ideal if a = rad(a). This is equivalent
to the property that A/a is reduced (i.e., does not contain nilpotent elements 6= 0). In
particular, every prime ideal is a radical ideal.

The proposition implies:

Corollary 1.13. The maps

{radical ideals a of k[T ]}
a 7→V (a) // {closed subsets Z of An(k)}
I(Z)←7Z

oo

are mutually inverse bijections, whose restrictions define a bijection

{maximal ideals of k[T ]} ↔ {points of An(k)} .

In the following sections we study further properties of the Zariski topology on An(k) and
on affine algebraic sets. We will see that these spaces are quite different from Hausdorff
spaces for which the notions of irreducible or noetherian spaces introduced below are
uninteresting (see Exercise 1.3).
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(1.5) Irreducible topological spaces.

Definition 1.14. A non-empty topological space X is called irreducible if X cannot be
expressed as the union of two proper closed subsets. A non-empty subset Z of X is called
irreducible if Z is irreducible when we endow it with the induced topology.

Proposition 1.15. Let X be a non-empty topological space. The following assertions are
equivalent.
(i) X is irreducible.
(ii) Any two non-empty open subsets of X have a non-empty intersection.
(iii) Every non-empty open subset is dense in X.
(iv) Every non-empty open subset is connected.
(v) Every non-empty open subset is irreducible.

Proof. Taking complements the equivalence of (i) and (ii) is immediate. A subset of X
is dense if and only if it meets every non-empty open subset of X. This shows that (ii)
and (iii) are equivalent. If there exist non-empty open subsets U1 and U2 that have an
empty intersection, their union is a non-connected open subset. Conversely if U is a
non-empty non-connected subset we can write U as the disjoint union of two non-empty
open subsets of U (and hence of X). This shows that (iv) and (ii) are equivalent.

Obviously (v) implies (i). Let us show that (iii) implies (v). Let U ⊆ X be open and
non-empty. We show that every open non-empty subset V ⊆ U is dense in U (this shows
that U is irreducible as we have already seen that (iii) implies (i)). Now V is also open in
X and therefore dense in X by (iii). But then V is certainly dense in U .

Corollary 1.16. Let f : X → Y be a continuous map of topological spaces. If Z ⊆ X is
an irreducible subspace, its image f(Z) is irreducible.

Proof. If V1 and V2 are non-empty open subsets of f(Z), their preimages in Z have a
non-empty intersection. This shows that V1 ∩ V2 6= ∅.

Lemma 1.17. Let X be a topological space. A subspace Y ⊆ X is irreducible if and only
if its closure Y is irreducible.

Proof. By Proposition 1.15 (ii) a subset Z of X is irreducible if and only if for any two
open subsets U and V of X with Z ∩ U 6= ∅ and Z ∩ V 6= ∅ we have Z ∩ (U ∩ V ) 6= ∅.
This implies the lemma because an open subset meets Y if and only if it meets Y .

If U ⊆ X is an open subset and Z ⊆ X is irreducible and closed, Z ∩ U is open in
Z and hence, if Z ∩ U 6= ∅, an irreducible closed subset of U whose closure in X is Z.
Together with Lemma 1.17 this shows that there are mutually inverse bijective maps

(1.5.1)

{Y ⊆ U irreducible closed} ↔ {Z ⊆ X irreducible closed with Z ∩ U 6= ∅}
Y 7→ Y (closure in X)

Z ∩ U ←7 Z

Definition 1.18. A maximal irreducible subset of a topological space X is called an
irreducible component of X.
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Let X be a topological space. Lemma 1.17 shows that every irreducible component is
closed. The set of irreducible subsets of X is ordered inductively, as for every chain of
irreducible subsets their union is again irreducible. It is non-empty since every singleton
is irreducible. Thus Zorn’s lemma implies that every irreducible subset is contained in an
irreducible component of X. In particular, every point of X is contained in an irreducible
component. This shows that X is the union of its irreducible components.

For later use, we record one more lemma.

Lemma 1.19. Let X be a topological space and let X =
⋃
i∈I Ui be an open covering of

X by connected open subsets Ui.
(1) If X is not connected, then there exists a subset ∅ 6= J ( I such that for all j ∈ J ,

i ∈ I \ J , Uj ∩ Ui = ∅.
(2) If X is connected, I is finite, and all the Ui are irreducible, then X is irreducible.

Proof. To prove (1), note that if we can write X = V1 ∪ V2 as a disjoint union of open
and closed subsets V1, V2, then each Ui is contained in either V1 or V2, so we can set
J = {i ∈ I; Ui ⊆ V1}. Now we prove the second part. If Z ⊆ X is an irreducible
component and Z ∩Ui 6= ∅, then Z ∩Ui is dense in Z, so Z ∩Ui = Z ∩ Ui = Z. It follows
that Z = Ui by the maximality of Z and the irreducibility of Ui. In particular, X has only
finitely many irreducible components, say X1, . . . , Xn. Assume n > 1. Since the Xi are
closed, and X is connected, X1 must intersect another irreducible component, so we find,
say, x ∈ X1 ∩X2. Let i ∈ I with x ∈ Ui. Then Ui ∩X1 is open and hence dense in X1,
and similarly for X2, so that the closure of Ui in X contains X1∪X2, a contradiction.

(1.6) Irreducible affine algebraic sets.

Proposition 1.20. Let Z ⊆ An(k) be a closed subset. Then Z is irreducible if and only
if I(Z) is a prime ideal. In particular An(k) is irreducible.

Proof. The subset Z is irreducible if and only if it is not union of two proper closed
subsets. As every closed subset can be written as intersection of sets of the form V (f),
this is equivalent to the property that for any two elements f, g ∈ k[T1, . . . , Tn] with
V (fg) = V (f)∪ V (g) ⊇ Z we have V (f) ⊇ Z or V (g) ⊇ Z. But this means precisely that
for any two polynomials f and g with fg ∈ I(Z) we have f ∈ I(Z) or g ∈ I(Z), that is,
that I(Z) is a prime ideal.

Remark 1.21. The correspondence of Corollary 1.13 induces a bijection

{irreducible closed subsets of An(k)} ↔ {prime ideals in k[T1, . . . , Tn]}.

(1.7) Quasi-compact and noetherian topological spaces.

Definition 1.22. A topological space X is called quasi-compact if every open covering
of X has a finite subcovering.

Clearly any closed subspace of a quasi-compact space is again quasi-compact. An
open subspace of a quasi-compact space is not necessarily quasi-compact (see however
Lemma 1.25 below).
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Definition 1.23. A topological space X is called noetherian if every descending chain

X ⊇ Z1 ⊇ Z2 ⊇ · · ·

of closed subsets of X becomes stationary.

Clearly, X is noetherian if and only if every non-empty set of closed subsets of X has a
minimal element with respect to inclusion.

Lemma 1.24. Let X be a topological space that has a finite covering X =
⋃r
i=1Xi by

noetherian subspaces. Then X itself is noetherian.

Proof. Let X ⊇ Z1 ⊇ Z2 ⊇ · · · be a descending chain of closed subsets of X. Then
(Zj ∩Xi)j is a descending chain of closed subsets in Xi. Therefore there exists an integer
Ni ≥ 1 such that Zj ∩Xi = ZNi ∩Xi for all j ≥ Ni. For N = max{N1, . . . , Nr} we have
Zj = ZN for all j ≥ N .

Lemma 1.25. Let X be a noetherian topological space.
(1) Every subspace of X is noetherian.
(2) Every subset of X is quasi-compact (in particular, X is quasi-compact).
(3) Every subset Z ⊆ X has only finitely many irreducible components.

Proof. (1). Let (Zi)i be a descending chain of closed subsets of a subspace Y . Then the
closures Zi of Zi in X form a descending chain of closed subsets of X which becomes
stationary by hypothesis. As we have Zi = Y ∩Zi, this shows that the chain (Zi)i becomes
stationary as well. This proves (1).

(2). By (1) it suffices to show that X is quasi-compact. Let (Ui)i be an open covering of
X and let U be the set of those open subsets of X that are finite unions of the subsets Ui.
As X is noetherian, U has a maximal element V . Clearly V = X, otherwise there would
exist an Ui such that V ( V ∪ Ui ∈ U . This shows that (Ui)i has a finite subcovering.

(3). It suffices to show that every noetherian space X can be written as finite union of
irreducible subsets. If the set M of closed subsets of X that cannot be written as a finite
union of irreducible subsets were non-empty, there existed a minimal element Z ∈M .
The set Z is not irreducible and thus union of two proper closed subsets which do not lie
in M. This leads to a contradiction.

Proposition 1.26. Let X ⊆ An(k) be any subspace. Then X is noetherian.

Proof. By Lemma 1.25 it suffices to show that An(k) is noetherian. But descending
chains of closed subsets of An(k) correspond to ascending chains of radical ideals of
k[T ] (Corollary 1.13). As k[T ] is noetherian by Hilbert’s basis theorem, this proves the
proposition.

By using the correspondence between (irreducible) closed subsets and (prime) radical
ideals we obtain from the decomposition of an affine algebraic set into its irreducible
components a weak version of the so-called primary decomposition in noetherian rings
(e.g., see [AM] Chapter 4 and Chapter 7):

Corollary 1.27. Let a ⊆ k[T1, . . . , Tn] be a radical ideal, i.e., a = rad(a). Then a is the
intersection of a finite number of prime ideals that do not contain each other. The set of
these prime ideals is uniquely determined by a.
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(1.8) Morphisms of affine algebraic sets.

As affine algebraic sets are zero sets of polynomials, it is only natural to define morphisms
between these sets as maps that are given by polynomials, more precisely:

Definition 1.28. Let X ⊆ Am(k) and Y ⊆ An(k) be affine algebraic sets. A morphism
X → Y of affine algebraic sets is a map f : X → Y of the underlying sets such that there
exist polynomials f1, . . . , fn ∈ k[T1, . . . , Tm] with f(x) = (f1(x), . . . , fn(x)) for all x ∈ X.

We denote the set of morphisms from X to Y with Hom(X,Y ).

Remark 1.29. The definition shows that a morphism between affine algebraic sets
X ⊆ Am(k) and Y ⊆ An(k) can always be extended to a morphism Am(k)→ An(k) (but
not in a unique way unless X = Am(k)). If f = (f1, . . . , fn) is a tuple of polynomials fi ∈
k[T1, . . . , Tm] defining a morphism Am(k)→ An(k), we obtain a k-algebra homomorphism
Γ(f) : k[T ′1, . . . , T

′
n] → k[T1, . . . , Tm] by sending T ′i to fi. If V (a) ⊆ An(k) is a closed

subset, then f−1(V (a)) = V (Γ(f)(a)) is again closed. This shows that morphisms of affine
algebraic sets are continuous.

Let X ⊆ Am(k), Y ⊆ An(k) and Z ⊆ Ar(k) be affine algebraic sets and suppose
f : X → Y and g : Y → Z are morphisms given by polynomials f1, . . . , fn ∈ k[T1, . . . , Tm]
and g1, . . . , gr ∈ k[T ′1, . . . , T

′
n]. Then we have for x ∈ X:

(1.8.1) g(f(x)) =
(
g1

(
f1(x), . . . , fn(x)

)
, . . . , gr

(
f1(x), . . . , fn(x)

))
.

Therefore g ◦ f is given by the polynomials hi ∈ k[T1, . . . , Tm] (i = 1, . . . , r) that are
obtained from the gi by replacing the indeterminate T ′j with fj for j = 1, . . . , n. In
particular, g ◦ f is again a morphism of affine algebraic sets. We obtain the category of
affine algebraic sets.

We give some examples of morphisms of affine algebraic sets.
(1) The map A1(k)→ V (T1− T 2

2 ) ⊂ A2(k), x 7→ (x2, x) is a morphism of affine algebraic
sets. It is even an isomorphism with inverse morphism (x, y) 7→ y. In general a
bijective morphism of affine algebraic sets is not an isomorphism (see Exercise 1.12).

(2) The map A1(k)→ V
(
T 2

2 − T 2
1 (T1 + 1)

)
, x 7→ (x2 − 1, x(x2 − 1)) is a morphism. For

char(k) 6= 2 it is not bijective: 1 and −1 are both mapped to the origin (0, 0). In
char(k) = 2 it is bijective but not an isomorphism.

(3) We identify the space Mn(k) of (n × n)-matrices with An2

(k), thus giving Mn(k)
the structure of an affine algebraic set. Then sending a matrix A ∈ Mn(k) to its
determinant det(A) is a morphism Mn(k)→ A1(k) of affine algebraic sets.

(4) For k = C consider the exponential function exp: A1(C) → A1(C). This is not a
morphism of algebraic sets (Exercise 1.17).

(1.9) Shortcomings of the notion of affine algebraic sets.

The notion of an affine algebraic set is still not satisfactory. We list three problems:

• Open subsets of affine algebraic sets do not carry the structure of an affine algebraic
set in a natural way. In particular we cannot glue affine algebraic sets along open
subsets (although this is a “natural operation” for geometric objects).
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• Intersections of affine algebraic sets in An(k) are closed and hence again affine
algebraic sets. But we cannot distinguish between V (X) ∩ V (Y ) ⊂ A2(k) and
V (Y ) ∩ V (X2 − Y ) ⊂ A2(k) although the geometric situation seems to be different
(we will see similar phenomena later when we study fibers of morphisms).

• Affine algebraic sets seem not to help in studying solutions of polynomial equations
in more general rings than algebraically closed fields.

The first problem is due to the fact that affine algebraic sets are necessarily embedded
in an affine space. This problem will be solved in the following sections. To deal with the
second and the third problem is more difficult and part of the motivation to introduce in
Chapter 3 the notion of a scheme.

Affine algebraic sets as spaces with functions

Having defined morphisms between algebraic sets in Section (1.8), we can in particular
speak of functions on an affine algebraic set X, i.e., morphisms X → A1(k). These
functions form a reduced finitely generated k-algebra Γ(X). We will show that this
construction yields a contravariant equivalence between the category of affine algebraic
sets and the category of reduced finitely generated k-algebras. This is another incarnation
of the correspondence of algebraic and of geometric objects.

Next we introduce the algebra of functions OX(U) on an open subset U of an irreducible
affine algebraic set X. Thus we obtain a topological space X together with a k-algebra
of function OX(U) for every open subset U ⊆ X. This is similar to the language of real
smooth manifolds which can also be considered as topological spaces M together with the
R-algebras C∞(U) of smooth functions on open subsets U ⊆M . We formalize this concept
by introducing the notion of a space with functions. A similar notion (“système local de
fonctions”) has already been introduced in the Séminaire de Chevalley [Ch]. Although all
(real or complex) manifolds, all irreducible algebraic sets, and all prevarieties (defined
later in this chapter) are spaces with functions, this concept will be only a stepping stone
for us to motivate the notion of ringed spaces that we will need to define schemes. Ringed
spaces will be defined in Chapter 2.

Our hypothesis that the algebraic set X is irreducible will not be strictly necessary but
it will make the construction of OX easier and more explicit. In later chapters, in which
we use the languages of schemes, we will get rid of this hypothesis (and several others).

(1.10) The affine coordinate ring.

Let X ⊆ An(k) be a closed subspace. Every polynomial f ∈ k[T1, . . . , Tn] induces a
morphism X → A1(k), x 7→ f(x), of affine algebraic sets. The set Hom(X,A1(k)) carries
in a natural way the structure of a k-algebra with addition and multiplication

(f + g)(x) = f(x) + g(x), (fg)(x) = f(x)g(x).

To elements of k we associate the corresponding constant function. The homomorphism
k[T ]→ Hom(X,A1(k)) is a surjective homomorphism of k-algebras with kernel I(X).
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Definition 1.30. Let X ⊆ An(k) be an affine algebraic set. The k-algebra

Γ(X) := k[T1, . . . , Tn]/I(X) ∼= Hom(X,A1(k))

is called the affine coordinate ring of X.

For x = (x1, . . . , xn) ∈ X we denote by mx the ideal

mx = { f ∈ Γ(X) ; f(x) = 0 } ⊂ Γ(X).

It is the image of the maximal ideal (T1 − x1, . . . , Tn − xn) of Γ(An(k)) = k[T ] under
the projection π : k[T ] → Γ(X). In other words, mx is the kernel of the evaluation
homomorphism Γ(X) → k, f 7→ f(x). As the evaluation homomorphism is clearly
surjective, mx is a maximal ideal and we find Γ(X)/mx = k.

If a ⊆ Γ(X) is an ideal, consider

V (a) = {x ∈ X ; ∀f ∈ a : f(x) = 0 } = V (π−1(a)) ∩X.

Thus the V (a) are precisely the closed subsets of X if we consider X as a subspace of
An(k). This topology is again called the Zariski topology . For f ∈ Γ(X) we set

D(f) := {x ∈ X ; f(x) 6= 0 } = X \ V (f).

These are open subsets of X, called principal open subsets .

Lemma 1.31. The open sets D(f), f ∈ Γ(X), form a basis of the topology (i.e., for every
open subset U ⊆ X there exist fi ∈ Γ(X), i ∈ I, with U =

⋃
iD(fi)). Finite intersections

of principal open subsets are again principal open.

Proof. Clearly we have D(f)∩D(g) = D(fg) for f, g ∈ Γ(X). It remains to show the first
statement: Every open subset U is a union of principal open subsets. We write U = X\V (a)
for some ideal a. For generators f1, . . . , fn of this ideal we find V (a) =

⋂n
i=1 V (fi), and

hence U =
⋃n
i=1D(fi).

Proposition 1.32. Let X be an affine algebraic set. The affine coordinate ring Γ(X) is
a reduced finitely generated k-algebra. Moreover, X is irreducible if and only if Γ(X) is
an integral domain.

Proof. As Γ(X) = k[T ]/I(X), it is a finitely generated k-algebra. As I(X) = rad(I(X)),
we find that Γ(X) is reduced. Proposition 1.20 shows that X is irreducible if and only if
I(X) is a prime ideal, that is, if and only if Γ(X) is an integral domain.

(1.11) The equivalence between the category of affine algebraic sets and re-
duced finitely generated algebras.

Let f : X → Y be a morphism of affine algebraic sets. The map

Γ(f) : Hom(Y,A1(k))→ Hom(X,A1(k)), g 7→ g ◦ f

defines a homomorphism of k-algebras. We obtain a functor



19

Γ: (affine algebraic sets)opp → (reduced finitely generated k-algebras).

Proposition 1.33. The functor Γ induces an equivalence of categories. By restriction
one obtains an equivalence of categories

Γ: (irreducible affine algebraic sets)opp → (integral finitely generated k-algebras).

Proof. We show that Γ is fully faithful, i.e., that for affine algebraic sets X ⊆ Am(k),
Y ⊆ An(k) the map Γ: Hom(X,Y )→ Hom(Γ(Y ),Γ(X)) is bijective. We define an inverse
map. If ϕ : Γ(Y )→ Γ(X) is given, there exists a k-algebra homomorphism ϕ̃ that makes
the following diagram commutative

k[T ′1, . . . , T
′
n]

ϕ̃ //

��

k[T1, . . . , Tm]

��
Γ(Y )

ϕ // Γ(X).

We define f : X → Y by

f(x) := (ϕ̃(T ′1)(x), . . . , ϕ̃(T ′n)(x))

and obtain the desired inverse map.
It remains to show that the functor is essentially surjective, i.e., that for every reduced

finitely generated k-algebra A there exists an affine algebraic set X such that A ∼= Γ(X).
By hypothesis, A is isomorphic to k[T1, . . . , Tn]/a, where a ⊆ k[T ] is an ideal with
a = rad a. If we set X = V (a) ⊆ An(k), we have Γ(X) = k[T1, . . . , Tn]/a.

That this equivalence induces an equivalence of the category of irreducible affine
algebraic sets with the category of integral finitely generated k-algebras follows from
Proposition 1.32.

Using the bijective correspondence between points of affine algebraic sets X and
maximal ideals of Γ(X), we also have the following description of morphisms.

Proposition 1.34. Let f : X → Y be a morphism of affine algebraic sets and let
Γ(f) : Γ(Y )→ Γ(X) be the corresponding homomorphism of the affine coordinate rings.
Then Γ(f)−1(mx) = mf(x) for all x ∈ X.

Proof. This follows from g(f(x)) = Γ(f)(g)(x) for g ∈ Γ(Y ) = Hom(Y,A1(k)).

(1.12) Definition of spaces with functions.

We will now define the notion of a space with functions. For us this will be the prototype
of a “geometric object”. It is a special case of a so-called ringed space on which the notion
of a scheme will be based.

Definition 1.35. Let K be a field.
(1) A space with functions over K is a topological space X together with a family OX

of K-subalgebras OX(U) ⊆ Map(U,K) for every open subset U ⊆ X that satisfy the
following properties:
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(a) If U ′ ⊆ U ⊆ X are open and f ∈ OX(U), the restriction f |U ′ ∈ Map(U ′,K) is
an element of OX(U ′).

(b) (Axiom of Gluing) Given open subsets Ui ⊆ X, i ∈ I, and fi ∈ OX(Ui), i ∈ I,
with

fi|Ui∩Uj = fj |Ui∩Uj for all i, j ∈ I,

the unique function f :
⋃
i Ui → K with f |Ui = fi for all i ∈ I lies in OX(

⋃
i Ui).

The space with functions (X,OX) will often be simply denoted by X.
(2) A morphism g : (X,OX) → (Y,OY ) of spaces with functions is a continuous map

g : X → Y such that for all open subsets V ⊆ Y and functions f ∈ OY (V ) the
function f ◦ g|g−1(V ) : g−1(V )→ K lies in OX(g−1(V )).

Clearly spaces with function over K form a category.

Definition 1.36. Let X be a space with functions and let U ⊆ X be an open subspace.
We denote by (U,OX |U ) the space U with functions

OX |U (V ) = OX(V ) for V ⊆ U open.

If not stated explicitly otherwise, from now on we will consider only spaces with
functions over our fixed algebraically closed field k.

(1.13) The space with functions of an affine algebraic set.

Let X ⊆ An(k) be an irreducible affine algebraic set. It is endowed with the Zariski
topology and we want to define for every open subset U ⊆ X a k-algebra of functions
OX(U) such that (X,OX) is a space with functions.

As X is irreducible, the k-algebra Γ(X) is a domain, and by definition all the sets
OX(U) will be k-subalgebras of its field of fractions.

Definition 1.37. The field of fractions K(X) := Frac(Γ(X)) is called the function field
of X.

If we consider Γ(X) as the set of morphisms X → A1(k), elements of the function field
f
g , f, g ∈ Γ(X), g 6= 0 usually do not define functions on X because the denominator

may have zeros on X, but f
g certainly defines a function D(g)→ A1(k) (it might be even

defined on a bigger open subset of X as there exist representations of the fraction with
different denominators). We will use functions of this kind to make X into a space with
functions.

Lemma 1.38. Let X be an irreducible affine algebraic set and let f1

g1
and f2

g2
be elements of

K(X) (f1, f2, g1, g2 ∈ Γ(X)), such that there exists a non-empty open subset U ⊆ D(g1g2)
with:

∀x ∈ U :
f1(x)

g1(x)
=
f2(x)

g2(x)
.

Then f1

g1
= f2

g2
in K(X).

Proof. The closed subset V (f1g2 − f2g1) of X contains the dense subset U and is hence
equal to X. That implies that f1g2 − f2g1 = 0, because Γ(X) is reduced. The lemma
follows.
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Definition 1.39. Let X be an irreducible affine algebraic set and let ∅ 6= U ⊆ X be open.
We denote by mx the maximal ideal of Γ(X) corresponding to x ∈ X and by Γ(X)mx the
localization of the affine coordinate ring with respect to mx. We define

OX(U) =
⋂
x∈U

Γ(X)mx ⊂ K(X).

We let OX(∅) be a singleton.

The localization Γ(X)mx can be described in this situation as the union

Γ(X)mx =
⋃

f∈Γ(X)\mx

Γ(X)f ⊂ K(X).

To consider (X,OX) as space with functions, we first have to explain how to identify
elements f ∈ OX(U) with functions U → k. Given x ∈ U the element f is by definition
in Γ(X)mx and we may write f = g

h with g, h ∈ Γ(X), h 6∈ mx. But then h(x) 6= 0 and we

may set f(x) := g(x)
h(x) ∈ k. The value f(x) is well defined and Lemma 1.38 implies that

this construction defines an injective map OX(U)→ Map(U, k).
If ∅ 6= V ⊆ U ⊆ X are open subsets we have OX(U) ⊆ OX(V ) by definition and

this inclusion corresponds via the identification with maps U → k resp. V → k to the
restriction of functions.

To show that (X,OX) is a space with functions, we still have to show that we may glue
functions together. But this follows immediately from the definition of OX(U) as subsets
of the function field K(X). We call (X,OX) the space with functions associated with X.
Functions on principal open subsets D(f) can be explicitly described as follows.

Proposition 1.40. Let (X,OX) be the space with functions associated to the irreducible
affine algebraic set X and let f ∈ Γ(X). Then there is an equality

OX(D(f)) = Γ(X)f

(as subsets of K(X)). In particular OX(X) = Γ(X) (taking f = 1).

Proof. Clearly we have Γ(X)f ⊆ OX(D(f)). Let g ∈ OX(D(f)) and set

a = {h ∈ Γ(X) ; hg ∈ Γ(X) }.

Obviously a is an ideal of Γ(X) and we have to show that f ∈ rad(a). By Hilbert’s
Nullstellensatz we have rad(a) = I(V (a)). Therefore it suffices to show f(x) = 0 for all
x ∈ V (a). Let x ∈ X be a point with f(x) 6= 0, i.e., x ∈ D(f). As g ∈ OX(D(f)), we find
g1, g2 ∈ Γ(X), g2 /∈ mx, with g = g1

g2
. Thus g2 ∈ a and as g2(x) 6= 0 we have x /∈ V (a).

Remark 1.41. If X is an irreducible affine algebraic set, U ⊆ X open, and f ∈ OX(U),
there do not necessarily exist g, h ∈ Γ(X) with f = g

h ∈ K(X) and h(x) 6= 0 for all x ∈ U .
Only locally on U we can always find such a representation of f . An example for this
situation will be given when we learn dimension theory (Example 5.36). At least, it is
easy to see that this problem cannot occur if Γ(X) is factorial, e.g. if X = An(k).

Remark 1.42. The proposition shows that we could have defined (X,OX) also in
another way, namely by setting
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OX(D(f)) = Γ(X)f for f ∈ Γ(X).

As the D(f) for f ∈ Γ(X) form a basis of the topology, the axiom of gluing implies that
at most one such space with functions can exist. It would remain to show the existence
of such a space (i.e., that for f, g ∈ Γ(X) with D(f) = D(g) we have Γ(X)f = Γ(X)g
and that gluing of functions is possible). This is more or less the same as the proof
of Proposition 1.40. The way we chose is more comfortable in our situation. For affine
schemes we will use the other approach (see Chapter 2).

Remark 1.43. If A is an integral finitely generated k-algebra we may construct the space
with functions (X,OX) of “the” corresponding irreducible affine algebraic set (uniquely
determined up to isomorphism by Proposition 1.33) directly without choosing generators
of A. Namely, we obtain X as the set of maximal ideals in A. Closed subsets of X are
sets of the form

V (a) = {m ⊂ A maximal ; m ⊇ a }, a ⊆ A an ideal.

For an open subset U ⊆ X we finally define

OX(U) =
⋂
m∈U

Am ⊂ Frac(A).

This defines a space with functions (X,OX) which coincides with the space with functions
of the irreducible affine algebraic set X corresponding to A. This approach is the point of
departure for the definition of schemes.

(1.14) The functor from the category of irreducible affine algebraic sets to the
category of spaces with functions.

Proposition 1.44. Let X, Y be irreducible affine algebraic sets and f : X → Y a map.
The following assertions are equivalent.
(i) The map f is a morphism of affine algebraic sets.
(ii) If g ∈ Γ(Y ), then g ◦ f ∈ Γ(X).
(iii) The map f is a morphism of spaces with functions, i.e., f is continuous and if

U ⊆ Y open and g ∈ OY (U), then g ◦ f|f−1(U) ∈ OX(f−1(U)).

Proof. The equivalence of (i) and (ii) has already been proved in Proposition 1.33.
Moreover, it is clear that (ii) is implied by (iii) by taking U = Y . Let us show that (ii)
implies (iii). Let ϕ : Γ(Y ) → Γ(X) be the homomorphism h 7→ h ◦ f . For g ∈ Γ(Y ) we
have

f−1(D(g)) = {x ∈ X ; g(f(x)) 6= 0 } = D(ϕ(g)).

As the principal open subsets form a basis of the topology, this shows that f is continuous.
The homomorphism ϕ induces a homomorphism of the localizations Γ(Y )g → Γ(X)ϕ(g).
By definition of ϕ this is the map OY (D(g))→ OX(D(ϕ(g))), h 7→ h ◦ f . This shows
the claim if U is principal open. As we can obtain functions on arbitrary open subsets of
Y by gluing functions on principal open subsets, this proves (iii).

Altogether we obtain

Theorem 1.45. The above construction X 7→ (X,OX) defines a fully faithful functor

(Irreducible affine algebraic sets)→ (Spaces with functions over k).
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Prevarieties

We have seen that we can embed the category of irreducible affine algebraic sets into the
category of spaces with functions. Of course we do not obtain all spaces with functions in
this way. We will now define prevarieties as those connected spaces with functions that
can be glued together from finitely many spaces with functions attached to irreducible
affine algebraic sets. This is similar to the way a differentiable manifold can be glued from
open subsets of Rn endowed with their differentiable structure (see Remark 1.49).

(1.15) Definition of prevarieties.

We call a space with functions (X,OX) connected , if the underlying topological space X
is connected.

Definition 1.46.
(1) An affine variety is a space with functions that is isomorphic to a space with functions

associated to an irreducible affine algebraic set.
(2) A prevariety is a connected space with functions (X,OX) with the property that

there exists a finite open covering X =
⋃n
i=1 Ui such that the space with functions

(Ui,OX |Ui) is an affine variety for all i = 1, . . . , n.
(3) A morphism of prevarieties is a morphism of spaces with functions.

We remind the reader that by convention the empty topological space is not connected,
whence the empty space with functions is not a prevariety.

We obtain the category of prevarieties. Clearly affine varieties are examples of prevari-
eties. At this moment we cannot explain why we speak of affine varieties instead of affine
prevarieties. Later (in Chapter 9) we will define varieties as “separated” prevarieties and
see that affine varieties in the above sense are always “separated”.

If X is an affine variety, we often write Γ(X) instead of OX(X) as we have seen that
OX(X) is the affine coordinate ring of the corresponding irreducible affine algebraic set.

By Proposition 1.33 and Theorem 1.45 we obtain:

Corollary 1.47. The following categories are equivalent.
(i) The opposite category of the category of integral finitely generated k-algebras.
(ii) The category of irreducible affine algebraic sets.
(iii) The category of affine varieties.

We define an open affine covering of a prevariety X to be a family of open subspaces
with functions Ui ⊆ X, i ∈ I that are affine varieties such that X =

⋃
i Ui.

Proposition 1.48. Let (X,OX) be a prevariety. The topological space X is noetherian
(in particular quasi-compact) and irreducible.

Proof. The first assertion follows from Lemma 1.24, the second one from Lemma 1.19.
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Remark 1.49. (Comparison with differential/complex manifolds) In differential
geometry (resp. complex geometry) the notion of a differentiable manifold (resp. a complex
manifold) is often defined by charts with differentiable (resp. holomorphic) transition
maps. This is problematic in our situation because we cannot consider open subsets of
affine algebraic sets again as affine algebraic sets. But on the other hand it is possible to
use our approach in differential or complex geometry.

If we define for a differentiable manifold X the system OX of R-valued functions by
OX(U) = C∞(U) for U ⊆ X open, we obtain a fully faithful functor X 7→ (X,OX) from
the category of differentiable manifolds into the category of spaces with functions over R.
Thus one could define differentiable manifolds also as those spaces with functions over R
whose underlying topological space is Hausdorff and that have open coverings of those
spaces with functions that are attached in the above way to open subsets of Rn. Similarly,
using holomorphic functions, one can define complex manifolds.

(1.16) Open Subprevarieties.

We are now able to endow open subsets of affine varieties, and more general of prevarieties,
with the structure of a prevariety. Note that in general open subprevarieties of affine
varieties are not affine, see Exercise 1.13.

Lemma 1.50. Let X be an affine variety, f ∈ Γ(X) = OX(X), and let D(f) ⊆ X be
the corresponding principal open subset. Let Γ(X)f be the localization of Γ(X) by f and
let (Y,OY ) be the affine variety corresponding to this integral finitely generated k-algebra.
Then (D(f),OX |D(f)) and (Y,OY ) are isomorphic spaces with functions. In particular,
(D(f),OX |D(f)) is an affine variety.

Proof. Let X ⊆ An(k) and a = I(X) ⊆ k[T1, . . . , Tn] be the corresponding radical
ideal. We consider k[T1, . . . , Tn] as a subring of k[T1, . . . , Tn+1] and denote by a′ ⊆
k[T1, . . . , Tn+1] the ideal generated by a and the polynomial fTn+1 − 1. Then the affine
coordinate ring of Y is Γ(Y ) = Γ(X)f ∼= k[T1, . . . , Tn+1]/a′, and we can identify Y with
V (a′) ⊆ An+1(k).

The projection An+1(k)→ An(k) to the first n coordinates induces a bijective map

j : Y = { (x, xn+1) ∈ X × A1(k) ; xn+1f(x) = 1 } → D(f) = {x ∈ X ; f(x) 6= 0 }.

We will show that j is an isomorphism of spaces with functions. As a restriction of a
continuous map, j is continuous. It is also open, because for g

fN
∈ Γ(Y ) (with g ∈ Γ(X))

we have j(D( g
fN

)) = j(D(gf)) = D(gf). Thus j is a homeomorphism.

It remains to show that for all g ∈ Γ(X) the map OX(D(fg))→ Γ(Y )g, s 7→ s ◦ j, is
an isomorphism. But we have OX(D(fg)) = Γ(X)fg = Γ(Y )g, and this identification
corresponds to the composition with j.

Proposition 1.51. Let (X,OX) be a prevariety and let U ⊆ X be a non-empty open
subset. Then (U,OX |U ) is a prevariety and the inclusion U → X is a morphism of
prevarieties.

Proof. As X is irreducible, U is connected (Proposition 1.15). The previous lemma shows
that U can be covered by open affine subsets of X. As X is noetherian, U is quasi-compact
(Lemma 1.25). Thus a finite covering suffices.
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The open affine subsets of a prevariety X (i.e., open subsets U of X such that (U,OX |U )
is an affine variety) form a basis of the topology of X because this holds by Lemma 1.50
for affine varieties, and X is covered by open affine subvarieties by definition.

(1.17) Function field of a prevariety.

Let X be a prevariety. If U, V ⊆ X are non-empty open affine subvarieties, then U ∩ V
is open in U and non-empty. We have OX(U) ⊆ OX(U ∩ V ) ⊆ K(U) by the definition
of functions on U , and therefore Frac(OX(U ∩ V )) = K(U). The same argument for V
shows K(U) = K(V ). Thus the function field of a non-empty open affine subvariety U of
X does not depend on U and we denote it by K(X).

Definition 1.52. The field K(X) is called the function field of X.

Remark 1.53. Let f : X → Y be a morphism of affine varieties. As the corresponding
homomorphism Γ(Y ) → Γ(X) between the affine coordinate rings is not injective in
general, it does not induce a homomorphism of function fields K(Y ) → K(X). Thus
K(X) is not functorial in X. But if f : X → Y is a morphism of prevarieties whose
image contains a non-empty open (and hence dense) subset, f induces a homomorphism
K(Y ) → K(X). We will see in Theorem 10.19 that every morphism with dense image
satisfies this property (see also Exercise 10.1). Such morphisms will be called dominant.

Proposition 1.54. Let X be a prevariety and U ⊆ X a non-empty open subset. Then
OX(U) is a k-subalgebra of the function field K(X). If U ′ ⊆ U is another non-empty
open subset, the restriction map O(U)→ O(U ′) is the inclusion of subalgebras of K(X).
If U, V ⊆ X are arbitrary non-empty open subsets, then OX(U ∪ V ) = OX(U) ∩ OX(V ).

Proof. Let f : U → A1(k) be an element of OX(U). Then its vanishing set f−1(0) ⊆ U
is closed as f is continuous and {0} ⊂ A1(k) is closed. Therefore if the restriction of f
to U ′ is zero, f is zero because U ′ is dense in U . This shows that restriction maps are
injective. The axiom of gluing implies therefore OX(U ∪ V ) = OX(U) ∩ OX(V ) for all
open subsets U, V ⊆ X.

(1.18) Closed subprevarieties.

Let X be a prevariety and let Z ⊆ X be an irreducible closed subset. We want to define
on Z the structure of a prevariety. For this we have to define functions on open subsets U
of Z. We define:

O ′Z(U) = { f ∈ Map(U, k) ; ∀x ∈ U : ∃x ∈ V ⊆ X open, g ∈ OX(V ): f |U∩V = g|U∩V }.

The definition shows that (Z,O ′Z) is a space with functions and that O ′X = OX . Once we
have shown the following lemma, we will always write OZ (instead of O ′Z).

Lemma 1.55. Let X ⊆ An(k) be an irreducible affine algebraic set and let Z ⊆ X be an
irreducible closed subset. Then the space with functions (Z,OZ) associated to the affine
algebraic set Z and the above defined space with functions (Z,O ′Z) coincide.
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Proof. In both cases Z is endowed with the topology induced by X. As the inclusion
Z → X is a morphism of affine algebraic sets it induces a morphism (Z,OZ)→ (X,OX).
The definition of O ′Z shows that O ′Z(U) ⊆ OZ(U) for all open subsets U ⊆ Z.

Conversely, let f ∈ OZ(U). For x ∈ U there exists h ∈ Γ(Z) with x ∈ D(h) ⊆ U . The
restriction f |D(h) ∈ OZ(D(h)) = Γ(Z)h has the form f = g

hn , n ≥ 0, g ∈ Γ(Z). We lift g

and h to elements in g̃, h̃ ∈ Γ(X), set V := D(h̃) ⊆ X, and obtain x ∈ V , g̃

h̃n
∈ OX(D(h̃))

and f |U∩V = g̃

h̃n |U∩V .

As a corollary of the lemma we obtain:

Proposition 1.56. Let X be a prevariety and let Z ⊆ X be an irreducible closed subset.
Let OZ be the system of functions defined above. Then (Z,OZ) is a prevariety. The
inclusion Z ↪→ X is a morphism of prevarieties.

Projective varieties

By far the most important example of prevarieties are projective space Pn(k) and sub-
varieties of Pn(k), called (quasi-)projective varieties. In this subchapter we will define
the projective space as a prevariety. Closed subprevarieties of Pn(k) are vanishing sets
of homogeneous polynomials. They are called projective varieties. We will study several
examples.

(1.19) Homogeneous polynomials.

To describe the functions on projective space we start with some remarks on homogeneous
polynomials. Although in this chapter we will only deal with polynomials with coefficients
in k, it will be helpful for later applications to work with more general coefficients. Thus
let R be an arbitrary (commutative) ring.

Definition 1.57. A polynomial f ∈ R[X0, . . . , Xn] is called homogeneous of degree
d ∈ Z≥0, if f is the sum of monomials of degree d.

If R is an integral domain with infinitely many elements (e.g., R = k), a polynomial
f ∈ R[X0, . . . , Xn] is homogeneous of degree d if and only if

f(λx0, . . . , λxn) = λdf(x0, . . . , xn) for all x0, . . . , xn ∈ R, 0 6= λ ∈ R

(see Exercise 1.20).
The zero polynomial is homogeneous of degree d for all d. We denote by R[X0, . . . , Xn]d

the R-submodule of all homogeneous polynomials of degree d. As we can decompose
uniquely every polynomial into its homogeneous parts, we have

R[X0, . . . , Xn] =
⊕
d≥0

R[X0, . . . , Xn]d.
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Lemma 1.58. Let i ∈ {0, . . . , n} and d ≥ 0. There is a bijective R-linear map

Φi = Φ
(d)
i : R[X0, . . . , Xn]d

∼→ { g ∈ R[T0, . . . , T̂i, . . . , Tn] ; deg(g) ≤ d },
f 7→ f(T0, . . . , 1, . . . , Tn).

(Elements of a tuple with ·̂ are omitted.)

Proof. We construct an inverse map. Let g be a polynomial in the right hand side set
and let g =

∑d
j=0 gj be its decomposition into homogeneous parts (with respect to T` for

` = 0, . . . , n, ` 6= i). Define

Ψi(g) =

d∑
j=0

Xd−j
i gj(X0, . . . , X̂i, . . . , Xn).

It is easy to see that Φi and Ψi are inverse to each other (as both maps are R-linear, it
suffices to check this on monomials).

The map Φi is called dehomogenization, the map Ψi homogenization (with respect to
Xi). For f ∈ R[X0, . . . , Xn]d and g ∈ R[X0, . . . , Xn]e (with d, e ≥ 0) the product fg is
homogeneous of degree d+ e and we have

(1.19.1) Φ
(d)
i (f)Φ

(e)
i (g) = Φ

(d+e)
i (fg).

If R = K is a field, we will extend homogenization and dehomogenization to fields of
fractions as follows. Let F be the subset of K(X0, . . . , Xn) that consists of those elements
f
g , where f, g ∈ K[X0, . . . , Xn] are homogeneous polynomials of the same degree. It is

easy to check that F is a subfield of K(X0, . . . , Xn). By (1.19.1) we have a well defined
isomorphism of K-extensions

(1.19.2) Φi : F
∼→ K(T0, . . . , T̂i, . . . , Tn),

f

g
7→ Φi(f)

Φi(g)
.

Often, we will identify K(T0, . . . , T̂i, . . . , Tn) with the subring K(X0

Xi
, . . . , XnXi ) of the field

K(X0, . . . , Xn). Via this identification the isomorphism (1.19.2) can also be described
as follows. Let f

g ∈ F with f, g ∈ K[X0, . . . , Xn]d for some d. Set f̃ = f
Xdi

and g̃ = g
Xdi

.

Then f̃ , g̃ ∈ K[X0

Xi
, . . . , XnXi ] and Φi(

f
g ) = f̃

g̃ .

(1.20) Definition of the projective space Pn(k).

The projective space Pn(k) is an extremely important prevariety within algebraic geometry.
Many prevarieties of interest are subprevarieties of the projective space. Moreover, the
projective space is the correct environment for projective geometry which remedies the
“defect” of affine geometry of missing points at infinity. For example, in A2(k) there exist
lines that do not meet (namely parallel lines) but we will see in Section (1.23) that two
different lines in the projective plane always meet in one point.

As a set we define for every field k (not necessarily algebraically closed)

(1.20.1) Pn(k) = {lines through the origin in kn+1} = (kn+1 \ {0})/k×.
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Here a line through the origin is per definition a 1-dimensional k-subspace and we
denote by (kn+1 \ {0})/k× the set of equivalence classes in kn+1 \ {0} with respect to the
equivalence relation

(x0, . . . xn) ∼ (x′0, . . . , x
′
n)⇔ ∃λ ∈ k× : ∀i : xi = λx′i.

Then the second equality in (1.20.1) is given by attaching to the equivalence class of
(x0, . . . , xn) the 1-dimensional subspace generated by this vector. The equivalence class
of a point (x0, . . . , xn) is denoted by (x0 : . . . : xn). We call the xi the homogeneous
coordinates on Pn(k).

To endow Pn(k) with the structure of a prevariety we will assume from now on that k
is algebraically closed. The following observation is essential: For 0 ≤ i ≤ n we set

Ui := { (x0 : . . . : xn) ∈ Pn(k) ; xi 6= 0 } ⊂ Pn(k).

This subset is well-defined and the union of the Ui for 0 ≤ i ≤ n is all of Pn(k). There are
bijections

Ui
∼−→ An(k), (x0 : . . . : xn) 7→

(
x0

xi
, . . . ,

x̂i
xi
, . . .

xn
xi

)
.

Via this bijection we will endow Ui with the structure of a space with functions,
isomorphic to (An(k),OAn(k)), which we denote by (Ui,OUi). We want to define on Pn(k)
the structure of a space with functions (Pn(k),OPn(k)) such that Ui becomes an open
subset of Pn(k) and such that OPn(k)|Ui = OUi for all i = 0, . . . , n. As

⋃
i Ui = Pn(k)

there is at most one way to do this:
We define the topology on Pn(k) by calling a subset U ⊆ Pn(k) open if U ∩Ui is open in

Ui for all i. This defines a topology on Pn(k) as for all i 6= j the set Ui∩Uj = D(Tj) ⊆ Ui is

open (we use here on Ui ∼= An(k) the coordinates T0, . . . , T̂i, . . . , Tn). With this definition,
(Ui)0≤i≤n is an open covering of Pn(k).

We still have to define functions on open subsets U ⊆ Pn(k). We set

OPn(k)(U) = { f ∈ Map(U, k) ; ∀i ∈ {0, . . . , n} : f |U∩Ui ∈ OUi(U ∩ Ui) }.

It is clear that this defines the structure of a space with functions on Pn(k), although we
still have to see that OPn(k)|Ui = OUi for all i. This follows from the following description
of the k-algebras OPn(k)(U) using the inverse of the isomorphism (1.19.2) of the function

field k(T0, . . . , T̂i, . . . , Tn) of Ui with the subfield F of k(X0, . . . , Xn).

Proposition 1.59. Let U ⊆ Pn(k) be open. Then

OPn(k)(U) = {f : U → k ; ∀x ∈ U ∃x ∈ V ⊆ U open and

g, h ∈ k[X0, . . . , Xn] homogeneous of the same degree

such that h(v) 6= 0 and f(v) =
g(v)

h(v)
for all v ∈ V }.

Proof. Let f ∈ OPn(k)(U). As f |U∩Ui ∈ OUi(U ∩ Ui), the function f has locally the form
g̃

h̃
with g̃, h̃ ∈ k[T0, . . . , T̂i, . . . , Tn]. Applying the inverse of (1.19.2) yields the desired

form of f .
Conversely, let f be an element of the right hand side. We fix i ∈ {0, . . . , n}. Thus

locally on U ∩ Ui the function f has the form g
h with g, h ∈ k[X0, . . . , Xn]d for some d.

Once more applying the isomorphism (1.19.2) we obtain that f has locally the form g̃

h̃

with g̃, h̃ ∈ k[T0, . . . , T̂i, . . . , Tn]. This shows f |U∩Ui ∈ OUi(U ∩ Ui).
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Corollary 1.60. Let i ∈ {0, . . . , n}. The bijection Ui
∼→ An(k) induces an isomorphism

(Ui,OPn(k)|Ui)
∼→ An(k).

of spaces with functions. The space with functions (Pn(k),OPn(k)) is a prevariety.

Proof. The first assertion follows from the proof of Proposition 1.59. This shows that
Pn(k) is a space with functions that has a finite open covering by affine varieties. Moreover,
Lemma 1.19 shows that Pn(k) is irreducible.

The function field K(Pn(k)) (Section (1.17)) of Pn(k) is by its very definition the
function field K(Ui) = k(X0

Xi
, . . . , XnXi ) of Ui. Using the isomorphism Φi (1.19.2), we

usually describe K(Pn(k)) as the field

(1.20.2) K(Pn(k)) = { f/g ; f, g ∈ k[X0, . . . , Xn] homog. of the same degree, g 6= 0 }.

For 0 ≤ i, j ≤ n the identification of K(Ui)
∼→ K(Uj) is given abstractly by Φj ◦ Φ−1

i .
This can be described explicitly as

K(Ui) = k

(
X0

Xi
, . . . ,

Xn

Xi

)
−→ k

(
X0

Xj
, . . . ,

Xn

Xj

)
= K(Uj),

X`

Xi
7−→ X`

Xj

Xj

Xi
=
X`

Xi
,

i.e., as subfields of K(X0, . . . , Xn), all the K(Ui) coincide, and coincide with K(Pn(k)),
and the isomorphism induced by our identifications is the identity map. We use these
explicit descriptions to prove the following result.

Proposition 1.61. The only global functions on Pn(k) are the constant functions, i.e.,
OPn(k)(Pn(k)) = k. In particular, Pn(k) is not an affine variety for n ≥ 1.

Proof. By Proposition 1.54 we have

OPn(k)(Pn(k)) =
⋂

0≤i≤n

OPn(k)(Ui) =
⋂

0≤i≤n

k

[
X0

Xi
, . . . ,

Xn

Xi

]
= k,

where the intersection is taken in K(Pn(k)). The last assertion follows because if Pn(k)
were affine, its set of points would be in bijection to the set of maximal ideals in the ring
k = OPn(k)(Pn(k)). This implies that Pn(k) consists of only one point, so n = 0.

(1.21) Projective varieties.

Definition 1.62. A prevariety is called a projective variety if it is isomorphic to a closed
subprevariety of a projective space Pn(k).

As in the affine case, we speak of projective varieties rather than prevarieties. Similarly,
we will talk about subvarieties of projective space, instead of subprevarieties. For an
explanation why this is legitimate, we refer to Chapter 9.
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For x = (x0 : · · · : xn) ∈ Pn(k) and f ∈ k[X0, . . . , Xn] the value f(x0, . . . , xn) obviously
depends on the choice of the representative of x and we cannot consider f as a function
on Pn(k). But if f is homogeneous, at least the question whether the value is zero or
nonzero is independent of the choice of a representative. Thus we define for homogeneous
polynomials f1, . . . , fm ∈ k[X0, . . . , Xn] (not necessarily of the same degree) the vanishing
set

V+(f1, . . . , fm) = { (x0 : . . . : xn) ∈ Pn(k) ; ∀j : fj(x0, . . . , xn) = 0 }.

Subsets of the form V+(f1, . . . , fm) are closed. More precisely we have for i = 0, . . . , n:

V+(f1, . . . , fm) ∩ Ui = V (Φi(f1), . . . ,Φi(fm)),

where Φi denotes as usual dehomogenization with respect to Xi. We will see that all
closed subsets of the projective space are of this form.

To do this we consider the map

f : An+1(k) \ {0} → Pn(k), (x0, . . . , xn) 7→ (x0 : · · · : xn).

As for all i its restriction f |f−1(Ui) : f−1(Ui)→ Ui is a morphism of prevarieties, this also
holds for f . If Z ⊆ Pn(k) is a closed subset, f−1(Z) is a closed subset of An+1(k) \ {0}
and we denote by C(Z) its closure in An+1(k). Affine algebraic sets X ⊆ An+1(k) are
called affine cones if for all x ∈ X we have λx ∈ X for all λ ∈ k×. Clearly C(Z) is an
affine cone in An+1(k). It is called the affine cone of Z.

Proposition 1.63. Let X ⊆ An+1(k) be an affine algebraic set such that X 6= {0}. Then
the following assertions are equivalent.
(i) X is an affine cone.
(ii) I(X) is generated by homogeneous polynomials.
(iii) There exists a closed subset Z ⊆ Pn(k) such that X = C(Z).
If in this case I(X) is generated by homogeneous polynomials f1, . . . , fm ∈ k[X0, . . . , Xn],
then Z = V+(f1, . . . , fm).

Proof. We have already seen that (iii) implies (i). Let us show that (i) implies (ii). To show
that I(X) is generated by homogeneous elements, we use that an ideal a ⊆ k[T ] is generated
by homogeneous elements if and only if for each g ∈ a its homogeneous components
are again in a. Thus let g ∈ I(X) and write g =

∑
d gd, where gd is homogeneous of

degree d. As X is an affine cone, we have g(λx) = 0 for all x = (x0, . . . , xn) ∈ X and
λ ∈ k×. If there existed gd /∈ I(X), we would find x ∈ X such that gd(x) 6= 0. Then∑
d gd(x)T d ∈ k[T ] is not the zero polynomial and there exists a λ ∈ k× with

0 6=
∑
d

gd(x)λd =
∑
d

gd(λx) = g(λx) = 0.

Contradiction!
If I(X) is generated by homogeneous polynomials, finitely many suffice, say f1, . . . , fm.

Then it is clear that for Z := V+(f1, . . . , fm) we have X = V (I(X)) = C(Z).

In particular we see that for every closed subset Z ⊆ Pn(k) there exist homogeneous
polynomials f1, . . . , fr ∈ k[X0, . . . , Xn] such that Z = V+(f1, . . . , fm).
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(1.22) Change of coordinates in projective space.

Let A = (aij)i,j=0,...,n ∈ GLn+1(k) be an invertible (n + 1) × (n + 1)-matrix. The
map kn+1 → kn+1 described by A maps one-dimensional subspaces to one-dimensional
subspaces and induces a map Pn(k)→ Pn(k). It is given by

(x0 : · · · : xn) 7→ (

n∑
i=0

a0ixi : · · · :
n∑
i=0

anixi)

and we obtain a morphism of prevarieties which we denote by ϕA. For A,B ∈ GLn+1(k) we
have ϕAB = ϕAϕB . In particular, ϕA is an automorphism and we obtain a homomorphism
of groups

ϕ : GLn+1(k)→ Aut(Pn(k)).

The automorphism ϕA is called the change of coordinates described by A.
The kernel of ϕ consists of the subgroup Z := {λIn+1 ; λ ∈ k× } of scalar matrices. We

will see in Section (11.15) that ϕ is surjective and therefore defines a group isomorphism
PGLn+1(k)

∼→ Aut(Pn(k)). Here PGLn+1(k) := GLn+1(k)/Z is the so-called projective
linear group.

(1.23) Linear Subspaces of the projective space.

For m ≥ −1 let ϕ : km+1 → kn+1 be an injective homomorphism of k-vector spaces.
It maps one-dimensional subspaces of km+1 to one-dimensional subspaces of kn+1 and
we obtain an injective morphism ι : Pm(k) → Pn(k) of prevarieties. This is in fact an
isomorphism of Pm(k) onto a closed subprevariety of Pn(k): If A = (aij) ∈M`×(n+1)(k)
is a matrix such that KerA = imϕ, then ι defines an isomorphism of Pm(k) with
V+(f1, . . . , f`), where fi =

∑n
j=0 aijXj ∈ k[X0, . . . , Xn].

Closed subprevarieties of this form are called linear subspaces of Pn(k) of dimension
m. They are precisely those closed subprevarieties Z of Pn(k) for which there exists a
subvector space U of dimension m+ 1 of kn+1 such that Z consists of the one-dimensional
subspaces of kn+1 that are contained in U . As GLn+1(k) acts transitively on the set of
subvector spaces of kn+1 of dimension m+ 1, the projective linear group PGLn+1(k) acts
transitively by change of coordinates on the set of linear subspaces of Pn(k) of dimension
m.

The only linear subspace of dimension −1 is the empty set, the linear subspaces of
dimension 0 are the points. Linear subspaces in Pn(k) of dimension 1 (resp. 2, resp. n− 1)
are called lines (resp. planes , resp. hyperplanes).

For every two points p 6= q ∈ Pn(k) there exists a unique line in Pn(k) that contains p
and q. This is clear, because two different one-dimensional subspaces of kn+1 are contained
in a unique two-dimensional subspace. We denote this line by pq.

We also see that two different lines in P2(k) always intersect in a unique point: Lines in
P2(k) correspond to two-dimensional subspaces in k3 and any two different two-dimensional
subspaces in k3 meet in a unique one-dimensional subspace – which corresponds to a
point in P2(k). Similar assertions can be made for intersections of linear subspaces in
higher-dimensional projective spaces (see Exercise 1.26).

A far reaching generalization for intersections of closed subvarieties of projective spaces
that are given by homogeneous polynomials of arbitrary degree is the Theorem of Bézout
(see Section (5.15) for a special case and Volume II for the general case).
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(1.24) Cones.

Let H ⊂ Pn(k) be a hyperplane and let p ∈ Pn(k) \H be a point. Let X ⊆ H be a
closed subvariety. We define the cone X, p of X over p by

X, p =
⋃
q∈X

qp.

This is a closed subvariety of Pn(k): Indeed, after a change of coordinates we may assume
H = V+(Xn) and p = (0 : . . . : 0 : 1). Then we have

X = V+(f1, . . . , fm) ⊆ Pn−1(k) = H for fi ∈ k[X0, . . . , Xn−1].

Let f̃i be the polynomial fi considered as an element of k[X0, . . . , Xn]. Then we obtain
X, p = V+(f̃1, . . . , f̃m).

This construction can be generalized as follows: We say that two linear subspaces Λ
and Ψ of Pn(k) are complementary if they are defined by subvector spaces U and V of
kn+1 that are complements of each other (i.e., we have Λ ∩Ψ = ∅ and the smallest linear
subspace of Pn(k) that contains Λ and Ψ is Pn(k) itself).

If Λ and Ψ are complementary and if X ⊆ Ψ is a closed subvariety, we define the cone
X,Λ of X over Λ by

(1.24.1) X,Λ =
⋃
q∈X

q,Λ,

where q,Λ =
⋃
p∈Λ qp is the smallest linear subspace that contains q and Λ. Then X,Λ is

a closed subvariety of Pn(k). This can be shown directly, similarly as above, or by noticing
that X,Λ arises by iterating the first construction for points pi which span Λ.

In Section (13.17) we will generalize this construction and also show that (1.24.1) still
yields a projective variety if we only assume that X ∩ Λ = ∅.

(1.25) Morphisms of quasi-projective varieties.

We will now see that morphisms between (open subprevarieties of) projective varieties
are given by homogeneous polynomials – just as morphisms of affine varieties are given
by polynomials.

Definition 1.64. A prevariety is called quasi-projective variety if it is isomorphic to an
open subvariety of a projective variety.

Projective varieties and affine varieties are clearly quasi-projective. Up to isomorphism
quasi-projective varieties are those that are of the form (Y,OY ), where Y ⊆ Pn(k) is a
locally closed subspace and where OY = OX |Y for a closed subvariety X of Pn(k) such
that Y is open in X. The structure of a prevariety depends only on Y and not on the
choice of X (although this is not difficult to show, we do not prove it here; once we
identified prevarieties with integral schemes of finite type over k, this follows at once
from the assertion that for every locally closed subspace of a scheme there exists a unique
reduced subscheme structure, see Proposition 3.52).
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Proposition 1.65. Let Y ⊆ Pn(k) be a quasi-projective variety.
(1) Let f0, . . . , fm ∈ k[X0, . . . , Xn] be homogeneous polynomials of the same degree such

that for all y = (y0 : . . . : yn) ∈ Y there exists an index j such that fj(y) 6= 0. Then

h : Y → Pm(k), y 7→ (f0(y) : . . . : fm(y))

is a morphism of prevarieties. Another family g0, . . . , gm ∈ k[X0, . . . , Xn] as above
defines the same morphism h if and only if fi(y)gj(y) = fj(y)gi(y) for all y ∈ Y and
all i, j ∈ {0, . . . ,m}.

(2) Conversely, let h : Y → Pm(k) be a morphism of prevarieties. Then there exists for
every y ∈ Y an open neighborhood U of y in Y such that h|U is of the above form.

Proof. Our hypotheses imply that h is independent of the choice of representative of y,
and hence is a well-defined map. Let Uj = {x ∈ Pm(k) ; xj 6= 0 }, as usual. It suffices to
show that each component of the restriction

h−1(Uj) = { y ∈ Y ; fj(y) 6= 0 } → Uj
∼→ Am(k), y 7→

(
f0(y)

fj(y)
, . . . ,

f̂j(y)

fj(y)
, . . . ,

fm(y)

fj(y)

)

of h is a morphism of prevarieties. But this follows from Proposition 1.59. The second
assertion in (1) is clear.

Conversely if h : Y → Pm(k), y 7→ (h0(y) : . . . : hm(y)), is a morphism, for all y ∈ Y
there exists an open neighborhood U of y such that each component hj is on U of the
form y 7→ Fj(y)/Gj(y), where Fj and Gj are homogeneous of the same degree. Clearing
denominators we see that h|U is as in (1).

Example 1.66. (Projections with center in a linear subspace) Let Λ and Ψ be comple-
mentary linear subspaces of Pn(k) of dimensions d and n − d − 1, respectively. E.g., if
d = 0, then Λ is a point and Ψ is a hyperplane not containing Λ. We define a morphism
pΛ : Pn(k) \ Λ→ Ψ as follows. For x ∈ Pn(k) \ Λ let x,Λ be the d+ 1-dimensional linear
subspace generated by x and Λ. This subspace intersects Ψ in a unique point which we
define to be pΛ(x). We call pΛ a projection with center Λ.

Let us show that pΛ is a morphism of prevarieties. After a change of coordinates, we
may assume that

Λ = { (x0 : · · · : xn) ∈ Pnk ; xd+1 = · · · = xn = 0 },
Ψ = { (x0 : · · · : xn) ∈ Pnk ; x0 = · · · = xd = 0 }.

In this case, pΛ((x0 : · · · : xn)) = (0 : · · · : 0 : xd+1 : · · · : xn) and therefore pΛ is a
morphism by Proposition 1.65.

For y ∈ Ψ the fiber p−1
Λ (y) consists of all x ∈ Λy := y,Λ such that x /∈ Λ. Therefore

the fiber is an affine space of dimension dim Λ + 1 which is openly embedded into the
projective space Λy = p−1

Λ (y) ∪ Λ.
Consider the special case that Λ consists of a single point q and let X ⊂ Pn(k) be a

closed subvariety with q /∈ X. Then p−1
q (y) ∩X = q, y ∩X and this is a proper closed

subset of the projective line q, y (because it does not contain q) and hence must be finite.
Thus we have seen that the restriction pΛ|X has finite fibers.

We will generalize this construction in Remark 8.18 and strengthen the last remark in
Proposition 13.88.
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(1.26) Quadrics.

In this section we assume that char(k) 6= 2.

Definition 1.67. A quadric is a closed subvariety Q ⊆ Pn(k) of the form V+(q), where
q ∈ k[X0, . . . , Xn]2 \ {0} is a non-vanishing homogeneous polynomial of degree 2.

Let Q = V+(q) be a quadric and let β be the bilinear form on kn+1 corresponding to q,
i.e.,

β(v, w) =
1

2
(q(v + w)− q(v)− q(w)), v, w ∈ kn+1.

It is an easy argument in bilinear algebra to see that there exists a basis of kn+1 such
that the matrix of β with respect to this basis is a diagonal matrix with 1 and 0 on its
diagonal. By permuting the basis we may assume that the first entries of the diagonal
are 1’s. Then the change of coordinates induced by the base change matrix yields an
isomorphism Q

∼→ V+(X2
0 + · · ·+X2

r−1), where r ≥ 1 is the rank of β, i.e., the number of
1’s. In particular, r is independent of our choice of the basis.

Lemma 1.68. The polynomial X2
0 + · · ·+X2

r−1 is irreducible if and only if r > 2. The
closed subspace V+(X2

0 + · · ·+X2
r−1) of Pn(k) is irreducible if and only if r 6= 2.

Proof. The claims are obvious for r = 1. For r = 2 we have

X2
0 +X2

1 = (X0 +
√
−1X1)(X0 −

√
−1X1),

where
√
−1 ∈ k is an element whose square is −1. Thus we have

V+(X2
0 +X2

1 ) = V+(X0 +
√
−1X1) ∪ V+(X0 −

√
−1X1).

As char(k) 6= 2, this is a decomposition into different irreducible components. For r > 2
it is easy to check that X2

0 + · · · + X2
r−1 is irreducible (if it were not, we would find a

decomposition into two homogeneous polynomials of degree 1; an easy comparison of
coefficients then yields a contradiction). Therefore V+(X2

0 + · · ·+X2
r−1) is irreducible.

For the following proposition we will not give a proof here. With some effort we could
show the result now, but later (Proposition 6.11) it will follow easily from the general
theory, and we use the proposition as one motivation to develop the theory further.

Proposition 1.69. For r 6= s the quadrics V+(X2
0 + · · ·+X2

r−1) and V+(X2
0 + · · ·+X2

s−1)
are non-isomorphic.

Linear algebra tells us that there exists no change of coordinates of Pn(k) that identifies
V+(X2

0 + · · ·+X2
r−1) with V+(X2

0 + · · ·+X2
s−1). As already mentioned above, we will

see later (Section (11.15)) that all automorphisms of Pn(k) are changes of coordinates.

Definition 1.70. Let Q ⊆ Pn(k) be a quadric and let r ≥ 1 be the unique integer such
that Q ∼= V+(X2

0 + · · ·+X2
r−1). Then we say that Q has dimension n− 1 and rank r.

Corollary 1.71. Let Q1 and Q2 be quadrics (not necessarily embedded in the same
projective space). Then Q1 and Q2 are isomorphic as prevarieties if and only if they have
the same dimension and the same rank.
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Figure 1.2: The quadric of dimension 1 and rank 2 on the left, and the solution sets in R2

of the equations X2 + Y 2 = 1 (in the middle), and of XY = 1 (on the right). Note that
the latter two equations both define quadrics of rank 3, and in particular are isomorphic
over C.

Proof. The condition is clearly sufficient. By Proposition 1.69 it suffices to show that
two isomorphic quadrics have the same dimension. Let Q ⊆ Pn(k) be a quadric of rank
r. We show that the transcendence degree over k of the function field (of an irreducible
component) of Q is always equal to the dimension. As isomorphic prevarieties have
isomorphic function field, this shows the corollary. We may assume that Q = V+(X2

0 +
· · ·+X2

r−1). For r = 1 we have Q = V+(X0) ∼= Pn−1(k), and thus K(Q) ∼= k(T1, . . . , Tn−1)
and trdegkK(Q) = n− 1. For r = 2 the two irreducible components Z1 and Z2 of Q are
given by a linear equation and thus are hyperplanes in Pn(k). Thus Zi ∼= Pn−1(k) and
hence trdegk(K(Zi)) = n− 1.

For r > 2 we know that Q is irreducible. We identify An(k) with the open subset
U0 of points (x0 : . . . : xn) ∈ Pn(k) with x0 6= 0. Then for U := An(k) ∩ Q we have
U = V (1 + T 2

1 + · · ·+ T 2
r ) ⊂ An(k) and this is a non-empty open affine subset of Q. We

have

K(Q) = K(U) = Quot(Γ(U)) = Quot(k[T1, . . . , Tn]/(1 + T 2
1 + · · ·+ T 2

r ))

and again we find trdegk(K(Q)) = n− 1.

Example 1.72.
(1) in P1(k): The quadric of rank 2 consists of two points; in particular it is not irreducible.

The quadric of rank 1 consists of a single point.
(2) in P2(k): The quadrics of rank 2 and 3 are shown in Figure 1.2 (as usual we show only

the “R-valued points”, i.e., the solutions of the corresponding equations over R). As a
variety it is isomorphic to P1(k): We can assume it is given as Q = V+(X0X2 −X2

1 ),
and then an isomorphism P1(k) → Q is given by (x0 : x1) → (x2

0 : x0x1 : x2
1),

cf. Exercise 1.30. The quadric of rank 2 is the union of two different lines, and the
quadric of rank 1 is a line.

(3) in P3(k): Quadrics of rank 4, 3, and 2 are pictured in Figure 1.3.

A quadric Q ⊂ Pn(k) with rank r and dimension d is called smooth, if r = d+ 2, i.e.,
if the rank of a matrix of q is maximal. In Section (6.8) we will define in general when
a prevariety is smooth and see that for quadrics the general definition coincides with
the definition given here. We see that if Q is a quadric of rank r > 2 and dimension
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Figure 1.3: Quadrics of dimension 2 and rank 2, 3, and 4.

d, then Q is a cone Q̃,Λ of a smooth quadric Q̃ of dimension r − 2 with respect to a
d− r + 1-dimensional subspace Λ.

The cases r = 1 and r = 2 are “degenerate”: The quadric Q ∼= V+(X2
0 ) = V+(X0) is

a hyperplane in Pn(k). The additional information that Q is given by the square of an
irreducible polynomial is not visible for the quadric Q. But in the theory of schemes it
will be possible to make a distinction. For r = 2 the quadric Q ∼= V+(X2

0 + X2
1 ) is not

irreducible and therefore not a prevariety in our sense. But again the theory of schemes
will give us a satisfactory tool to deal with “reducible varieties”.

Exercises

Throughout, k denotes an algebraically closed field.

Exercise 1.1. (Hilbert’s basis theorem) Let A be a noetherian ring. Show that the
polynomial ring A[T ] is again noetherian.
Hint : Consider for an ideal b ⊆ A[T ] the chain of ideals ai ⊆ A, where ai is the ideal
generated by the leading coefficients of all polynomials in b of degree ≤ i.

Exercise 1.2. Show that I(An(k)) = 0 without using Hilbert’s Nullstellensatz.

Exercise 1.3♦. Determine all irreducible Hausdorff spaces. Determine all noetherian
Hausdorff spaces. Show that a topological space is noetherian if and only if every open
subspace is quasi-compact.

Exercise 1.4♦. Show that the underlying topological space X of a prevariety is a
T1-space (i.e., for all x, y ∈ X there exist open neighborhoods U of x and V of y with
y /∈ U and x /∈ V ).

Exercise 1.5.
(a) Consider the twisted cubic curve C = {(t, t2, t3); t ∈ k} ⊆ A3(k). Show that C is an

irreducible closed subset of A3(k). Find generators for the ideal I(C).
(b) Let V = V (X2 − Y Z,XZ −X) ⊆ A3(k). Show that V consists of three irreducible

components and determine the corresponding prime ideals.
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Exercise 1.6. Let f ∈ k[X1, . . . , Xn] be a non-constant polynomial. Write f =
∏r
i=1 f

ni
i

with irreducible polynomials fi such that (fi) 6= (fj) for all i 6= j and integers ni ≥ 1.
Show that rad(f) = (f1 · · · fr) and that the irreducible components of V (f) ⊆ An(k) are
the closed subsets V (fi), i = 1, . . . , r.

Exercise 1.7. Let f ∈ k[T1] be a non-constant polynomial. Show that

X1 := V (T2 − f) ⊂ A2(k)

is isomorphic to A1(k) and show that X2 := V (1 − fT2) ⊂ A2(k) is isomorphic to
A1(k) \ {x1, . . . , xn} for some n ≥ 1. Show that X1 and X2 are not isomorphic (look at
the invertible elements of their coordinate rings).

Exercise 1.8. Show that the affine algebraic set V (Y 2 −X3 +X) ⊂ A2(k) is irreducible
and in particular connected. Sketch the set { (x, y) ∈ R2 ; y2 = x3 − x } and show that it
is not connected with respect to the analytic topology on R2.

Exercise 1.9♦. Describe the union of the n coordinate axes in An(k) as an algebraic
set.

Exercise 1.10. Identifying A1(k) × A1(k) and A2(k) as sets, show that the Zariski
topology on A2(k) is strictly finer than the product topology.

Exercise 1.11. We identify the space M2(k) of 2× 2-matrices over k with A4(k) (with

coordinates a, b, c, d). A matrix A =

(
a b
c d

)
∈ M2(k) is nilpotent if A2 = 0 or,

equivalently, if its determinant and trace are zero. Thus if

a := (a2 + bc, d2 + bc, (a+ d)b, (a+ d)c), b = (ad− bc, a+ d),

we have that
V (a) = V (b) = {A ∈M2(k) ; A nilpotent }.

Show that rad a = b and that V (b) is an irreducible closed affine cone in M2(k) = A4(k)
(the so-called nilpotent cone).

Exercise 1.12.
(a) Let char k 6= 2 and let Z1 = V (U(T − 1)− 1) and Z2 = V (Y 2−X2(X + 1)) be closed

subsets of A2(k). Show that (t, u) 7→ (t2 − 1, t(t2 − 1)) defines a bijective morphism
Z1 → Z2 which is not an isomorphism.

(b) Show that the morphism A1(k) → V (Y 2 −X3) ⊂ A2(k), t 7→ (t2, t3) is a bijective
morphism that is not an isomorphism.

Exercise 1.13. Show that for n ≥ 2 the open subprevariety An(k) \ {0} ⊂ An(k) is not
an affine variety. Is A1(k) \ {0} affine?

Exercise 1.14. Let X be a prevariety and let Y be an affine variety. Show that the map

Hom(X,Y )→ Hom(k-Alg)(Γ(Y ),Γ(X)), f 7→ f∗ : ϕ 7→ ϕ ◦ f,

is bijective. Deduce that Hom(X,An(k)) = Γ(X)n.

Exercise 1.15♦. Let n ≥ 1 be an integer. We identify Mn(k) with the affine space

An2

(k). Show that the subset GLn(k) ⊂Mn(k) is an open affine subvariety. Describe its
coordinate ring Γ(GLn(k)).
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Exercise 1.16. Let X be a prevariety. Define on the set of all pairs (U, f), where
∅ 6= U ⊆ X open and f ∈ Γ(U), an equivalence relation by setting (U, f) ∼ (V, g) if
there exists ∅ 6= W ⊆ U ∩ V open such that f |W = g|W . Define the structure of a field
extension of k on the set of equivalence classes and show that this field extension is
naturally isomorphic to the function field of X.

Exercise 1.17♦. Let k = C. Show that that Zariski topology on A1(C) = C is coarser
than the complex analytic topology. Show that the exponential function, sine, and cosine,
considered as functions A1(C)→ A1(C), are not continuous for the Zariski topology (and
in particular not morphisms of affine varieties).

Exercise 1.18♦. Let f ∈ k[X0, . . . , Xn] be homogeneous. Show that

D+(f) = {x ∈ Pn(k) ; f(x) 6= 0 }

is an open subset of Pn(k) and that the open subsets of this form are a basis for the
topology of Pn(k).

Exercise 1.19. Formulate and prove a projective analogue of Exercise 1.6.

Exercise 1.20. Let K be a field.
(a) Assume that K is infinite. Show that f ∈ K[X0, . . . , Xn] is homogeneous of degree d

if and only if f(λx0, . . . , λxn) = λdf(x0, . . . , xn) for all x0, . . . , xn ∈ k, 0 6= λ ∈ K.
(b) Let a ⊆ K[X0, . . . , Xn] be an ideal. Show that the following assertions are equiva-

lent.
(i) The ideal a is generated by homogeneous elements.
(ii) For every f ∈ a all its homogeneous components are again in a.
(iii) We have a =

⊕
d≥0 a ∩K[X0, . . . , Xn]d.

An ideal satisfying these equivalent conditions is called homogeneous .
(c) Show that intersections, sums, products, and radicals of homogeneous ideals are again

homogeneous.
(d) Show that a homogeneous ideal p ⊆ K[X0, . . . , Xn] is a prime ideal if and only if

fg ∈ p implies f ∈ p or g ∈ p for all homogeneous elements f and g.
(e) Show that every homogeneous ideal a ( K[X0, . . . , Xn] is contained in the homoge-

neous ideal (X0, . . . , Xn).

Exercise 1.21. Let a ⊆ k[X0, . . . , Xn] be a homogeneous ideal (Exercise 1.20) and set

V+(a) := {x ∈ Pn(k) ; f(x) = 0 for all homogeneous f ∈ a }.

Show that the maps a 7→ V+(a) and Z 7→ C(Z) define bijections between the following
sets.
(1) The set of homogeneous radical ideals a ⊆ k[X0, . . . , Xn] with a 6= (X0, . . . , Xn).
(2) The set of closed subspaces Z of Pn(k).
(3) The set of closed affine cones C ⊆ An+1(k) such that C 6= {0}.
If Z ⊆ Pn(k) is a closed subset we denote by I+(Z) the corresponding homogeneous ideal.
Show that I+(Z) = I(C(Z)) and deduce that the following assertions are equivalent.
(i) Z is irreducible.
(ii) I+(Z) is a prime ideal.
(iii) C(Z) is irreducible.
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Exercise 1.22. Let L1 and L2 be two disjoint lines in P3(k).
(a) Show that there exists a change of coordinates such that L1 = V+(X0, X1) and

L2 = V+(X2, X3).
(b) Let Z = L1 ∪ L2. Determine the homogeneous radical ideal a such that V+(a) = Z

(Exercise 1.21).

Exercise 1.23. Let Z ⊆ Pn(k) be a projective variety and let p ⊂ k[X0, . . . , Xn] be the
corresponding homogeneous prime ideal (Exercise 1.21). Show that the function field
K(Z) is isomorphic to the ring of rational functions f/g, where f, g ∈ k[X0, . . . , Xn] are
homogeneous of the same degree, g /∈ p, modulo the ideal of f/g with f ∈ p.

Exercise 1.24. Let n ≥ 1 be an integer. We identify An(k) with the open subprevariety
U0 = { (x0 : · · · : xn) ∈ Pn(k) ; x0 6= 0 } of Pn(k). For f ∈ k[T1, . . . , Tn] of degree d let f̄
be its homogenization in k[X0, . . . , Xn]d (with respect to X0).

Let X = V (a) ⊆ An(k) be an affine algebraic set and define a ⊆ k[X0, . . . , Xn] as the
ideal generated by the elements f̄ for f ∈ a. Let X̄ be the closure of X in Pn(k).
(a) Show that X is irreducible if and only if X̄ is irreducible.
(b) Show that X̄ = V+(a) (notation of Exercise 1.21).
(c) Find generators f1, . . . , fr for the ideal I(C) of the twisted cubic curve C (Exercise 1.5)

such that f̄1, . . . , f̄r do not generate I(C).
(d) Show that X 7→ X̄ defines a bijection between the set of non-empty closed subvarieties

X of An(k) and closed subvarieties Z of Pn(k) with Z ∩ An(k) 6= ∅.
The closed subset X̄ of Pn(k) is called the projective closure of X.

Exercise 1.25. An affine subspace H ⊆ An(k) of dimension m is a subset of the form
v +W , where v ∈ kn and W ⊆ kn is a subvector space of dimension m.
(a) Show that affine subspaces are closed subvarieties of An(k).
(b) Show that attaching to H its projective closure H̄ in Pn(k) (Exercise 1.24) defines an

injection of the set of affine subspaces of dimension m of An(k) into the set of linear
subspaces of dimension m of Pn(k). Determine the image of this injection.

(c) Determine those affine algebraic sets in An+1(k) that are affine cones of linear
subspaces of Pn(k).

Exercise 1.26. Let Y, Z be linear subspaces of Pn(k). Show that Y ∩ Z is again a linear
subspace of dimension ≥ dim(Y ) + dim(Z)− n. Deduce that Y ∩ Z is always non-empty
if dim(Y ) + dim(Z) ≥ n.

Conversely let Y1, . . . , Yr ⊆ Pn(k) be finitely many linear subspaces and let 0 ≤ d ≤ n
be an integer such that maxi dim(Yi) + d < n. Show that there exists a linear subspace
Z of Pn(k) of dimension d such that Yi ∩ Z = ∅ for all i = 1, . . . , r. Deduce that for any
finite subset X ⊂ Pn(k) there exists a hyperplane Z of Pn(k) such that X ∩ Z = ∅.

Exercise 1.27. Let Y be a quasi-projective variety. Show that every finite subset of Y
is contained in an open affine subvariety of Y .
Hint : Exercise 1.26.

Exercise 1.28♦. Let n ≥ 0 be an integer. Let G be the affine variety GLn+1(k)
(Exercise 1.15) and let L0 ⊂ kn+1 be a fixed one-dimensional subvector space. Show that
the map G→ Pn(k), g 7→ g(L0) is a surjective morphism of prevarieties.

Exercise 1.29. Let X be an affine variety.
(a) Show that any morphism Pn(k)→ X is constant.
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(b) Let Z be a prevariety such that every morphism Z → P1(k) has a closed image (we
will see in Corollary 13.41 that this is the case if Z is a projective variety). Show that
every morphism Z → X is constant.

Hint : It suffices to consider the case X = A1(k).

Exercise 1.30. Let n, d > 0 be integers. Let M0, . . . ,MN ∈ k[X0, . . . , Xn] be all mono-
mials in X0, . . . , Xn of degree d.
(a) Define a k-algebra homomorphism θ : k[Y0, . . . , YN ] → k[X0, . . . , Xn] by Yi 7→ Mi

and let a = Ker θ. Show that a is a homogeneous prime ideal (Exercise 1.20). Let
V+(a) ⊆ PN (k) the projective variety defined by a (Exercise 1.21).

(b) Consider the morphism

vd : Pn(k)→ PN (k), (x0 : · · · : xn) 7→ (M0(x0, . . . , xn) : · · · : MN (x0, . . . , xn)),

and show that vd induces an isomorphism Pn(k) ∼= V+(a) of prevarieties. Is V+(a) a
linear subspace of PN (k)?

(c) Let f ∈ k[X0, . . . , Xn] be homogeneous of degree d. Show that vd(V+(f)) is the
intersection of V+(a) and a linear subspace of PN (k).

The morphism vd is called the d-Uple embedding or d-fold Veronese embedding .



2 Spectrum of a Ring
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– Spectrum of a ring as topological space

– Excursion: Sheaves

– Spectrum of a ring as a locally ringed space

In the first chapter we attached to a system of polynomials f1, . . . , fr ∈ k[T1, . . . , Tn] with
coefficients in an algebraically closed field k its set of zeros in An(k) = kn. If this set
was irreducible we endowed it with the structure of a space with functions. The spaces
with functions obtained in this way were called affine varieties. This construction gave us
an anti-equivalence of categories between finitely generated domains A over k and affine
varieties X. Here the points of X corresponded to maximal ideals of A.

In a second step we glued finitely many of these affine varieties along open subsets and
called the obtained spaces with functions prevarieties. This allowed us to consider sets of
zeros of homogeneous polynomials in projective space (projective varieties).

We remark that the reasons that we restricted ourselves to irreducible affine varieties
and to the gluing of a finite number of affine varieties were of purely technical nature.
With slightly more work we could have worked with arbitrary closed algebraic subsets to
define (a more general notion of) an affine variety and we could have allowed the gluing
of infinitely many affine varieties.

But as already explained in the third point of Section (1.9) it is unsatisfactory that our
affine varieties depend only on the underlying subset of An(k). Another major drawback
is the fact that the theory of varieties works for polynomials with coefficients in an
algebraically closed field but not for coefficients in more general rings (as needed in
number theory for example).

It would be desirable to associate to arbitrary rings A a geometric object which
generalizes the construction of affine varieties out of finitely generated domains over an
algebraically closed field. This will be done in the current chapter. In a first step we
associate to A a topological space SpecA. As a set this will be the set of prime ideals
of A. This differs from the approach in the first chapter where the points of an affine
variety corresponded to the maximal ideals. But for arbitrary rings there are “too few”
maximal ideals (e.g. for local rings). Moreover, if ϕ : A→ B is a ring homomorphism, the
inverse image of a maximal ideal in B is not necessarily a maximal ideal of A while the
analogous statement for prime ideals is true. Thus working with prime ideals we obtain a
functorial construction. This is the content of the first part of this chapter.

But from the topological space SpecA we certainly cannot get back the ring A: For
example for any field K the set SpecK consists of one element only (in the setting of
chapter 1 this ambiguity did not exist, because for any finitely generated algebra A over
an algebraically closed field k, which is itself a field, the natural homomorphism k → A
is an isomorphism by Lemma 1.10). Therefore we again endow SpecA with “functions”.
More precisely, we define a sheaf OSpecA of rings on SpecA. Therefore the second part

© Springer Fachmedien Wiesbaden GmbH, part of Springer Nature 2020
U. Görtz und T. Wedhorn, Algebraic Geometry I: Schemes, Springer Studium 
Mathematik – Master, https://doi.org/10.1007/978-3-658-30733-2_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-658-30733-2_3&domain=pdf


42 2 Spectrum of a Ring

of this chapter will be a short excursion in which we present the necessary notions from
the theory of sheaves, which are generalizations of systems of functions. Equipped with
this machinery we can construct OSpecA in the third part of this chapter. Topological
spaces endowed with sheaves of rings are called ringed spaces. In fact, (SpecA,OSpecA)
will be always in the subcategory of so-called locally ringed spaces. Locally ringed spaces
isomorphic to (SpecA,OSpecA) will be called affine schemes, and we will show that
A 7→ (SpecA,OSpecA) defines an anti-equivalence from the category of rings to the
category of affine schemes.

As for affine varieties the next step then will be to define objects obtained by gluing
affine schemes. This will be done in the next chapter. In this way we will obtain the basic
objects of modern algebraic geometry: schemes.

Spectrum of a ring as a topological space

(2.1) Definition of SpecA as a topological space.

We start with the following basic definition. Let A be a ring. We set

(2.1.1) SpecA := { p ⊂ A ; p prime ideal }.

We will now endow SpecA with the structure of a topological space. For every subset M
of A, we denote by V (M) the set of prime ideals of A containing M . Clearly, if a is the
ideal generated by M , V (M) = V (a). For any f ∈ A we write V (f) instead of V ({f}).

Lemma 2.1. The map a 7→ V (a) is an inclusion reversing map from the set of ideals of
A to the set of subsets of SpecA. Moreover, the following relations hold:
(1) V (0) = SpecA, V (1) = ∅.
(2) For every family (ai)i∈I of ideals

V (
⋃
i∈I

ai) = V (
∑
i∈I

ai) =
⋂
i∈I

V (ai).

(3) For two ideals a, a′

V (a ∩ a′) = V (aa′) = V (a) ∪ V (a′).

Proof. Assertions (1) and (2) are obvious, and (3) is simply the fact that a prime
ideal contains a or a′ if and only if it contains a ∩ a′ or equivalently, if it contains aa′

(Proposition B.2).

The lemma shows that the subsets V (a) of SpecA form the closed sets of a topology
on SpecA. This leads us to the following definition.

Definition 2.2. Let A be a ring. The set SpecA of all prime ideals of A with the topology
whose closed sets are the sets V (a), where a runs through the set of ideals of A, is called
the prime spectrum of A or simply the spectrum of A. The topology thus defined is called
the Zariski topology on SpecA.

If x is a point in SpecA, we will often write px instead of x when we think of x as a
prime ideal of A.
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Note that the definition of SpecA and the sets V (a) is analogous to the definitions
made in Section (1.1) where we considered the case A = k[T1, . . . , Tn] for an algebraically
closed field k and where the points in V (a) corresponded to the maximal ideals of A
containing a. We will explain in Section (3.13), why working with maximal ideals suffices
for finitely generated algebras over a field.

Again we have a construction to attach ideals to subsets of SpecA: For every subset Y
of SpecA we set

(2.1.2) I(Y ) :=
⋂
p∈Y

p.

We obtain an inclusion reversing map Y 7→ I(Y ) from the set of subsets of SpecA to the
set of ideals of A. Note that I(∅) = A. The maps V and I are related as follows.

Proposition 2.3. Let A be a ring, a ⊆ A an ideal, and Y a subset of SpecA.
(1) rad(I(Y )) = I(Y ).
(2) I(V (a)) = rad(a), V (I(Y )) = Y , where Y denotes the closure of Y in SpecA.
(3) The maps

{ideals a of A with a = rad(a)}
a 7→V (a) // {closed subsets Y of SpecA}
I(Y )←7Y

oo

are mutually inverse bijections.

Proof. The relation a = rad(a) means that for f ∈ A, fn ∈ a implies already f ∈ a. This
certainly holds for prime ideals and therefore for arbitrary intersections of prime ideals
as well. That proves (1). The first assertion of (2) follows from the fact that the radical
of an ideal equals the intersection of all prime ideals containing it (B.1.1). A closed set
V (b) (for some ideal b) contains Y if and only if b is contained in all prime ideals that
belong to Y . This is equivalent to b ⊆ I(Y ). Therefore V (I(Y )) is the smallest closed
subset of SpecA containing Y . This shows the second assertion of (2). Part (3) follows
from (2).

In particular we see that the closure of a set consisting of only one point x ∈ SpecA is
the set V (px) of prime ideals containing px.

(2.2) Properties of the topological space SpecA.

Let A be a ring. Let

(2.2.1) D(f) := DA(f) := SpecA \ V (f)

be the open set of prime ideals of A not containing f . Open subsets of SpecA of this form
are called principal open sets of SpecA. Clearly, D(0) = ∅, D(1) = SpecA, and more
generally D(u) = SpecA for every unit u ∈ A. As for a prime ideal p and two elements
f, g ∈ A we have fg /∈ p if and only if f /∈ p and g /∈ p, we find

(2.2.2) D(f) ∩D(g) = D(fg).

Lemma 2.4. Let (fi) be a family of elements in A and let g ∈ A. Then D(g) ⊆
⋃
iD(fi)

if and only if there exists an integer n > 0 such that gn is contained in the ideal a generated
by the fi.
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Proof. Indeed, D(g) ⊆
⋃
iD(fi) is equivalent to V (g) ⊇ V (a) which is equivalent to

g ∈ rad(a) by Proposition 2.3.

Applying this to g = 1 it follows that (D(fi))i is a covering of SpecA if and only if the
ideal generated by the fi is equal to A.

Proposition 2.5. Let A be a ring. The principal open subsets D(f) for f ∈ A form
a basis of the topology of SpecA. For all f ∈ A the open sets D(f) are quasi-compact
(Definition 1.22). In particular, the space SpecA is quasi-compact.

Proof. By Lemma 2.1 (2), every closed subset of SpecA is the intersection of closed sets
of the form V (f). By taking complements we see that the D(f) form a basis for the
topology.

Let (gi)i∈I be a family of elements of A such that D(f) ⊆
⋃
i∈I D(gi). Then we have

seen above that there exists an integer n ≥ 1 such that fn =
∑
i∈I aigi, where ai ∈ A

and ai = 0 for all i 6∈ J , J ⊆ I a suitable finite subset. Hence D(f) ⊆
⋃
j∈J D(gj). This

proves that D(f) is quasi-compact by the first part of the proposition.

Proposition 2.6. Let A be a ring. A subset Y of SpecA is irreducible if and only if
p := I(Y ) is a prime ideal. In this case {p} is dense in Y .

Proof. Assume that Y is irreducible. Let f, g ∈ A with fg ∈ p. Then

Y ⊆ V (fg) = V (f) ∪ V (g).

As Y is irreducible, Y ⊆ V (f) or Y ⊆ V (g) which implies f ∈ p or g ∈ p.
Conversely let p be prime. Then by Proposition 2.3, Y = V (p) = V (I({p})) = {p}.

Therefore Y is the closure of the irreducible set {p} and therefore irreducible. This implies
that the dense subset Y is also irreducible (Lemma 1.17).

Note that for arbitrary irreducible subsets Y the prime ideal I(Y ) is not necessarily a
point in Y . But this is clearly true if Y is closed or, more generally, if Y is locally closed
(see Exercise 2.8). Together with Proposition 2.3 we obtain:

Corollary 2.7. The map p 7→ V (p) = {p} is a bijection from SpecA onto the set of
closed irreducible subsets of SpecA. Via this bijection, the minimal prime ideals of A
correspond to the irreducible components of SpecA.

We introduce the following notions, which will be used throughout the book, to deal
with such topological spaces.

Definition 2.8. Let X be an arbitrary topological space.
(1) A point x ∈ X is called closed if the set {x} is closed,
(2) We say that a point η ∈ X is a generic point if {η} = X.
(3) Let x and x′ be two points of X. We say that x is a generization of x′ or that x′ is a

specialization of x if x′ ∈ {x}.
(4) A point x ∈ X is called a maximal point if its closure {x} is an irreducible component

of X.

Thus a point η ∈ X is generic if and only if it is a generization of every point of X.
As the closure of an irreducible set is again irreducible, the existence of a generic point
implies that X is irreducible.
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Example 2.9. If X = SpecA is the spectrum of a ring, the notions introduced in
Definition 2.8 have the following algebraic meaning.
(1) A point x ∈ X is closed if and only if px is a maximal ideal.
(2) A point η ∈ X is a generic point of X if and only if pη is the unique minimal prime

ideal. This exists if and only if the nilradical of A is a prime ideal. Thus Proposition 2.6
shows that X is irreducible if and only if its nilradical is a prime ideal.

(3) A point x is a generization of a point x′ (in other words, x′ is a specialization of x) if
and only if px ⊆ px′ .

(4) A point x ∈ X is a maximal point if and only if px is a minimal prime ideal.

(2.3) The functor A 7→ SpecA.

We will now show that A 7→ SpecA defines a contravariant functor from the category of
rings to the category of topological spaces. Let ϕ : A→ B be a homomorphism of rings.
If q is a prime ideal of B, ϕ−1(q) is a prime ideal of A. Therefore we obtain a map

(2.3.1) aϕ = Specϕ : SpecB → SpecA, q 7→ ϕ−1(q).

Proposition 2.10. Let ϕ : A→ B be a ring homomorphism.
(1) For every subset M ⊆ A, the relation

aϕ−1(V (M)) = V (ϕ(M))

holds. In particular, for f ∈ A,

aϕ−1(D(f)) = D(ϕ(f)).

(2) For every ideal b of B,

(2.3.2) V (ϕ−1(b)) = aϕ(V (b)).

Proof. (1). A prime ideal q of B contains ϕ(M) if and only if ϕ−1(q) contains M .
(2). By Proposition 2.3 (2), we can rewrite the right hand side as V (I(aϕ(V (b)))). But

I(aϕ(V (b))) =
⋂

q∈V (b)

ϕ−1(q) = ϕ−1(rad(b)) = radϕ−1(b),

and the claim follows by applying V (−).

The proposition shows in particular that aϕ : SpecB → SpecA is continuous. As
a(ψ ◦ ϕ) = aϕ ◦ aψ for any ring homomorphism ψ : B → C, we obtain a contravariant
functor A 7→ SpecA from the category of rings to the category of topological spaces.

Corollary 2.11. The map aϕ is dominant (i.e., its image is dense in SpecA) if and
only if every element of Ker(ϕ) is nilpotent.

Proof. We apply (2.3.2) to b = 0.
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Proposition 2.12. Let A be a ring.
(1) Let ϕ : A → B be a surjective homomorphism of rings with kernel a. Then aϕ is a

homeomorphism of SpecB onto the closed subset V (a) of SpecA.
(2) Let S be a multiplicative subset of A and let ϕ : A → S−1A =: B be the canonical

homomorphism. Then aϕ is a homeomorphism of SpecS−1A onto the subspace of
SpecA consisting of prime ideals p ⊂ A with S ∩ p = ∅.

Proof. In both cases it is clear that aϕ is injective with the stated image. Moreover in both
cases a prime ideal q of B contains an ideal b of B, if and only if ϕ−1(q) contains ϕ−1(b).
This shows that aϕ(V (b)) = V (ϕ−1(b))∩ Im(aϕ). Therefore aϕ is a homeomorphism onto
its image.

Remark 2.13. Let A be a ring and let p, q ⊂ A be prime ideals. Proposition 2.12 shows
that for a prime ideal p ⊂ A the passage from A to Ap cuts out all prime ideals except
those contained in p. The passage from A to A/q cuts out all prime ideals except those
containing q. Hence if q ⊆ p localizing with respect to p and taking the quotient modulo
q (in either order as these operations commute) we obtain a ring whose prime ideals are
those prime ideals of A that lie between q and p. For q = p we obtain the field

(2.3.3) κ(p) := Ap/pAp = Frac(A/p),

which is called the residue field at p.

(2.4) Examples.

First of all note that SpecA = ∅ if and only if A = {0}. If A is a field or any ring with a
single prime ideal, SpecA consists of a single point. The spectrum of an Artinian ring is
finite and discrete (Proposition B.36).

Example 2.14. Let A be a principal ideal domain (e.g. A = Z or A = k[T ] for a field
k). In this case, the maximal ideals are of the form (p) for a prime element p of A, and
all prime ideals are maximal or the zero ideal. Therefore the closed points of SpecA
correspond to equivalence classes of prime elements p ∈ A, where p and p′ are called
equivalent if there exists a unit u ∈ A× with p′ = up (i.e., p and p′ generate the same
ideal of A). Let η ∈ SpecA be the point with pη = {0}. Then the closure of {η} is SpecA.

Figure 2.1: A schematic picture of the spectrum of Z. The closed points correspond to
the maximal ideals of Z, and besides them there is the generic point (0) which is dense in
SpecZ.

As A is a principal ideal domain, every closed subset of SpecA is of the form V (f)
for some f ∈ A. Assume f 6= 0 (i.e., V (f) 6= SpecA) and let f = pe11 p

e2
2 · · · perr with
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pairwise non-equivalent prime elements p1, . . . , pr (r ≥ 0) and integers ei ≥ 1. Then
V (f) consists of those closed points which correspond to the prime divisors of f , that
is, V (f) = {(p1), . . . , (pr)}. Therefore the closed subsets 6= SpecA are the finite sets
consisting of closed points.

If g 6= 0 is a second element of A, V (f) ∩ V (g) = V (f, g) = V (d), where d is a greatest
common divisor of f and g. Moreover, V (f) ∪ V (g) = V ((f) ∩ (g)) = V (e), where e is a
lowest common multiple of f and g.

If A is a local principal ideal domain, but not a field (i.e., A is a discrete valuation
ring), SpecA consists only of two points η and x, where px is the maximal ideal and
pη = {0}. The only nontrivial open subset of SpecA is then {η}.

Example 2.15. Let k be an algebraically closed field. We saw in Chapter 1 that there is
a contravariant equivalence between the category of finitely generated integral k-algebras
A and the category of affine varieties V . If A corresponds to V , the maximal ideals of A
are the points of V . Therefore we can consider V as a subset of SpecA. It follows from the
definition of the topology on V (see Sections (1.1) and (1.2)) that the variety V carries
the topology induced by SpecA.

Example 2.16. Let A = R[T ], where R is a principal ideal domain. We assume that
R is not a field (otherwise R[T ] is a principal ideal domain and this case was already
considered in Example 2.14). Let X = SpecR[T ]. As R is factorial, R[T ] is factorial as
well, and the prime elements of R[T ] are either of the form p, where p is a prime element
of R, or of the form f , where f ∈ R[T ] is a primitive polynomial which is irreducible in
Quot(R)[T ] (by Gauß’ theorem, e.g., see [La] IV §2, Thm. 2.3).

If p ∈ R is a prime element, R/pR is a field. By Proposition 2.12, the closure V (pR[T ])
of {pR[T ]} is homeomorphic to Spec(R/pR)[T ], and (R/pR)[T ] is a principal ideal domain
with infinitely many nonequivalent prime elements (cf. Example 2.14). We see that (pR[T ])
is not a maximal ideal, and the prime ideals in V (pR[T ]) different from (pR[T ]) are the
maximal ideals generated by p and f where f ∈ R[T ] is a polynomial such that its image
in (R/pR)[T ] is irreducible.

The situation is more complicated for prime ideals of the form fR[T ], where f is
a primitive irreducible polynomial. If the leading coefficient of f is a unit in R, it is
possible to divide in R[T ] by f with unique remainder, and therefore R[T ]/fR[T ] is
finitely generated as R-module (even free of rank deg(f)). This implies that fR[T ] is
not a maximal ideal, as otherwise R would be a field by Lemma 1.9. For other primitive
irreducible polynomials f , fR[T ] might be a maximal ideal, namely if R contains only
finitely many prime elements (up to equivalence): If 0 6= a ∈ R is an element which is
divisible by all prime elements of R we have, with f := aT − 1,

R[T ]/fR[T ] ∼= R[a−1] = Quot(R),

which shows that fR[T ] is a maximal ideal.

Excursion: Sheaves

It is clear that the topology on the space SpecA is not sufficiently fine to determine
the geometric objects we are looking for, as was already the case with prevarieties. We
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therefore want to equip this topological space with additional structure. As a guideline, we
take the situation of prevarieties: there we defined a system of functions on a prevariety,
and found that this additional datum determines the structure up to isomorphisms given
by polynomials. The functions made up the affine coordinate ring of the prevariety. In
the current situation, in a sense we are working backwards: we start with a ring A, and
associate to it the topological space SpecA of prime ideals in A. This means that the
elements of A should be thought of as the functions we want to consider on SpecA. Let
us discuss this important heuristic a little more precisely.

First, how can we think of elements of A as of functions of SpecA? Strictly speaking,
we cannot. However, given f ∈ A and x ∈ SpecA, we get an element f(x) ∈ κ(x), where
f(x) is the residue class in κ(x) := Apx/pxApx of the image of f in the localization Apx .
This is completely analogous to the situation with prevarieties. However, we do not get
a function with a well defined target, but rather a collection of values f(x) in different
targets κ(x), x ∈ SpecA. Nevertheless, this is a useful point of view. For instance, we can
interpret D(f) as the set of points where f(x) 6= 0, i. e. where the function f does not
vanish.

On the other hand, since the elements of A are not, strictly speaking, functions on
SpecA, we cannot use the notion of system of functions as in Chapter 1. We need a
more flexible construction instead, and it turns out that the key point for working with
“functions” is restricting and gluing of functions (rather than evaluating them at points
of the source). This leads to the notion of sheaf, which we will define and study in the
following sections. Although the setting is more abstract now than it was with systems of
functions, it is still advisable to think of sections of a sheaf on an open subset (see below)
as some kind of functions defined on this open subset.

(2.5) Presheaves and Sheaves.

Definition 2.17. Let X be a topological space. A presheaf F on X consists of the
following data,
(a) for every open set U of X a set F (U),
(b) for each pair of open sets U ⊆ V a map resVU : F (V ) → F (U), called restriction

map,
such that the following conditions hold
(1) resUU = idF(U) for every open set U ⊆ X,
(2) for U ⊆ V ⊆W open sets of X, resWU = resVU ◦ resWV .

Let F1 and F2 be presheaves on X. A morphism of presheaves ϕ : F1 → F2 is a family
of maps ϕU : F1(U)→ F2(U) (for all U ⊆ X open), such that for all pairs of open sets
U ⊆ V in X the following diagram commutes

F1(V )
ϕV //

resVU
��

F2(V )

resVU
��

F1(U)
ϕU // F2(U).

If U ⊆ V are open sets of X and s ∈ F (V ) we will often write s|U instead of resVU (s).
The elements of F (U) are called sections of F over U . Very often we will also write
Γ(U,F ) instead of F (U).
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We can also describe presheaves as follows. Let (OuvX) be the category whose objects
are the open sets of X and, for two open sets U, V ⊆ X, Hom(U, V ) is empty if U 6⊆ V ,
and consists of the inclusion map U → V if U ⊆ V (composition of morphisms being
the composition of the inclusion maps). Then a presheaf is the same as a contravariant
functor F from the category (OuvX) to the category (Sets) of sets.

By replacing (Sets) in this definition by some other category C (e.g. the category of
abelian groups, the category of rings, the category of R-modules, or the category of
R-algebras, R a fixed ring) we obtain the notion of a presheaf F with values in C (e.g. a
presheaf of abelian groups , a presheaf of rings , a presheaf of R-modules , or a presheaf of
R-algebras). This signifies that F (U) is an object in C for every open subset U of X and
that the restriction maps are morphisms in C. A morphism F1 → F2 of presheaves with
values in C is then simply a morphism of functors.

Let F be a presheaf on a topological space X, let U be an open set in X and let
U = (Ui)i∈I be an open covering of U . We define maps (depending on U )

ρ : F (U)→
∏
i∈I

F (Ui), s 7→ (s|Ui)i

σ :
∏
i∈I

F (Ui)→
∏

(i,j)∈I×I

F (Ui ∩ Uj), (si)i 7→ (si|Ui∩Uj )(i,j),

σ′ :
∏
i∈I

F (Ui)→
∏

(i,j)∈I×I

F (Ui ∩ Uj), (si)i 7→ (sj |Ui∩Uj )(i,j).

Definition 2.18. The presheaf F is called a sheaf, if it satisfies for all U and all coverings
(Ui) as above the following condition:
(Sh) The diagram

F (U)
ρ // ∏

i∈I
F (Ui)

σ //
σ′

//
∏

(i,j)∈I×I
F (Ui ∩ Uj)

is exact. This means that the map ρ is injective and that its image is the set of
elements (si)i∈I ∈

∏
i∈I F (Ui) such that σ((si)i) = σ′((si)i).

In other words, a presheaf F is a sheaf if and only if for all open sets U in X and every
open covering U =

⋃
i Ui the following two conditions hold:

(Sh1) Let s, s′ ∈ F (U) with s|Ui = s′|Ui for all i. Then s = s′.
(Sh2) Given si ∈ F (Ui) for all i such that si|Ui∩Uj = sj |Ui∩Uj for all i, j. Then there

exists an s ∈ F (U) such that s|Ui = si (note that s is unique by (Sh1)).
Heuristically, these conditions say that functions are determined by local information,
and that functions can be glued. Compare Section (1.12).

A morphism of sheaves is a morphism of presheaves. We obtain the category of sheaves
on the topological space X, which we denote by (Sh(X)). In the same way we can define
the notion of a sheaf of abelian groups , a sheaf of rings , a sheaf of R-modules , or a sheaf
of R-algebras .

For presheaves of abelian groups (or with values in any abelian category) we can
reformulate the definition of a sheaf slightly: Such a presheaf F is a sheaf if and only if
for all open subsets U and all coverings (Ui) of U the sequence of abelian groups
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(2.5.1)
0→ F (U)→

∏
i

F (Ui) →
∏
i,j

F (Ui ∩ Uj),

s 7→ (s|Ui)i, (si)i 7→ (si|Ui∩Uj − sj |Ui∩Uj )i,j

is exact.
Note that if F is a sheaf on X, F (∅) is a set consisting of one element (apply the

condition (Sh) to the covering of the empty set with empty index set). In particular, if
X consists of one point, a sheaf F on X is already uniquely determined by F (X) and
sometimes we identify F with F (X).

Examples 2.19.
(1) If F is a presheaf on a topological space X and U is an open subspace of X we

obtain a presheaf F |U on U by setting F |U (V ) = F (V ) for every open subset V in
U . If F is a sheaf, F |U is a sheaf on U . We call F |U the restriction of F to U .

(2) Let X and Y be topological spaces. For U ⊆ X open let F (U) be the set of continuous
maps U → Y and define the restriction maps by the usual restriction of continuous
functions. Then F is a sheaf.

(3) Let K be a field and let (X,OX) be a space with functions over K (Section (1.12)).
Then OX is a sheaf of K-algebras on X.

In particular, if X is a real Cr-manifold (0 ≤ r ≤ ∞) and if we denote for any open
subset U of X by C r

X(U) the set of Cr-functions U → R, C r
X is a sheaf of R-algebras

on X.
(4) Let X be a topological space and define

F (U) = { f : U → R continuous ; f(U) ⊂ R bounded }

for all U ⊆ X open. Then F is a presheaf (the restriction maps being the usual
restriction of functions) but it is not a sheaf in general.

If we know the value F (U) of a sheaf on every element U of some basis B of the
topology on X, we can use the sheaf property to determine F (V ) on an arbitrary open.
We simply cover V by elements of B. Here is a more systematic way of saying this:

F (V ) = {(sU )U ∈
∏
U∈B
U⊆V

F (U); for all U ′ ⊆ U both in B : sU |U ′ = sU ′}

= lim
←−
U∈B
U⊆V

F (U).

Using this observation, we see that it suffices to define a sheaf on a basis B of open sets
of the topology of a topological space X: Consider B as a full subcategory of (OuvX).
Then a presheaf on B is a contravariant functor F : B → (Sets). Every such presheaf F
on B can be extended to a presheaf F ′ on X by setting, for V open in X,

(2.5.2) F ′(V ) = lim
←−
U

F (U),

where U runs through the set of U ∈ B with U ⊆ V (ordered by inclusion, the transition
maps given by the restriction maps). A morphism of presheaves on B is again defined as
a morphism of functors.
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To formulate the sheaf property, first assume that B is stable under finite intersections.
Then we call a presheaf F on B a sheaf if F satisfies condition (Sh) of Definition 2.18
for every U ∈ B and for every open covering (Ui)i of U with Ui ∈ B for all i.

In general, the intersections Ui ∩ Uj in the previous paragraph might not be in B, so
we have to cover them by elements of B. We arrive at the following proposition, which is
easy to prove.

Proposition 2.20. The presheaf F ′ on X is a sheaf if and only if F satisfies the
following condition: For every U ∈ B, for every open covering (Ui)i of U with Ui ∈ B for
all i, and for every open covering (Uijk)k of Ui ∩ Uj with all Uijk ∈ B, the diagram

F (U)
ρ // ∏

i∈I
F (Ui)

σ //
σ′

//
∏
i,j,k

F (Uijk)

is exact (cf. condition (Sh) of Definition 2.18; the maps σ, σ′ are defined analogously).

In this case, we say that F is a sheaf on B. Attaching to F the sheaf F ′ on X is
clearly functorial in F and we obtain an equivalence between the category of sheaves on
B and the category of sheaves on X.

Similar results hold for sheaves in a category C in which projective limits exist, e.g.,
the category of abelian groups.

(2.6) Stalks of Sheaves.

Let X be a topological space, F be a presheaf on X, and let x ∈ X be a point. The
system ((F (U))U , (resVU )V⊇U ) which is indexed by the set of open subsets U ⊆ X with
x ∈ U , ordered by reverse containment, is a filtered inductive system.

Definition 2.21. The inductive limit

Fx := lim
−→
U3x

F (U)

is called the stalk of F in x.

In other words, Fx is the set of equivalence classes of pairs (U, s), where U is an open
neighborhood of x and s ∈ F (U). Here two such pairs (U1, s1) and (U2, s2) are equivalent,
if there exists an open neighborhood V of x with V ⊆ U1 ∩ U2 such that s1|V = s2|V .

For each open neighborhood U of x we have a canonical map

(2.6.1) F (U)→ Fx, s 7→ sx

which sends s ∈ F (U) to the class of (U, s) in Fx. We call sx the germ of s in x.
If ϕ : F → G is a morphism of presheaves on X, we have an induced map

ϕx := lim
−→
U3x

ϕU : Fx → Gx

of the stalks in x. We obtain a functor F 7→ Fx from the category of presheaves on X to
the category of sets.

If F is a presheaf with values in C, where C is the category of abelian groups, of rings,
or any category in which filtered inductive limits exist, then the stalk Fx is an object in
C and we obtain a functor F 7→ Fx from the category of presheaves on X with values in
C to the category C.
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Example 2.22. Let X = C and OC be the sheaf of holomorphic functions on X (i.e.,for
every open set U in C, OC(U) is the set of holomorphic functions U → C). This is a
sheaf of C-algebras. Fix z0 ∈ C. Then two holomorphic functions f1 and f2 defined in
open neighborhoods U1 and U2, respectively, of z0 agree on some open neighborhood
V ⊆ U1 ∩ U2 if and only if they have same Taylor expansion around z0. Therefore

OC,z0 =

∑
n≥0

an(z − z0)n power series with positive radius of convergence

 ,

and the identity theorem says precisely that for a connected open neighborhood U of z0,
the natural map O(U)→ OC,z0 is injective.

Proposition 2.23. Let X be a topological space, F and G presheaves on X, and let
ϕ,ψ : F → G be two morphisms of presheaves.
(1) Assume that F is a sheaf. Then the induced maps on stalks ϕx : Fx → Gx are

injective for all x ∈ X if and only if ϕU : F (U) → G (U) is injective for all open
subsets U ⊆ X.

(2) If F and G are both sheaves, the maps ϕx are bijective for all x ∈ X if and only if
ϕU is bijective for all open subsets U ⊆ X.

(3) If F and G are both sheaves, the morphisms ϕ and ψ are equal if and only if ϕx = ψx
for all x ∈ X.

Proof. For U ⊆ X open consider the map

F (U)→
∏
x∈U

Fx, s 7→ (sx)x∈U .

We claim that this map is injective if F is a sheaf. Indeed let s, t ∈ F (U) such that
sx = tx for all x ∈ U . Then for all x ∈ U there exists an open neighborhood Vx ⊆ U of x
such that s|Vx = t|Vx . Clearly, U =

⋃
x∈U Vx and therefore s = t by sheaf condition (Sh1).

Using the commutative diagram

F (U) //

ϕU

��

∏
x∈U Fx∏

x ϕx

��
G (U) // ∏

x∈U Gx,

we see that (3) and the necessity of the condition in (1) are implied by the above claim.
Moreover, a filtered inductive limit of injective maps is always injective again (as can be
checked instantly, see Exercise 2.11), therefore the condition in (1) is also sufficient.

Hence we are done if we show that the bijectivity of ϕx for all x ∈ U implies the
surjectivity of ϕU . Let t ∈ G (U). For all x ∈ U we choose an open neighborhood Ux of x
in U and sx ∈ F (Ux) such that (ϕUx(sx))x = tx. Then there exists an open neighborhood
V x ⊆ Ux of x with ϕV x(sx|V x) = t|V x . Then (V x)x∈U is an open covering of U and for
x, y ∈ U

ϕV x∩V y (sx|V x∩V y ) = t|V x∩V y = ϕV x∩V y (sy |V x∩V y ).

As we already know that ϕV x∩V y is injective, this shows sx|V x∩V y = sy |V x∩V y and the
sheaf condition (Sh2) ensures that we find s ∈ F (U) such that s|V x = sx|V x for all x ∈ U .
Clearly, we have ϕU (s)x = tx for all x ∈ U and hence ϕU (s) = t.
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We call a morphism ϕ : F → G of sheaves injective (resp. surjective, resp. bijective) if
ϕx : Fx → Gx is injective (resp. surjective, resp. bijective) for all x ∈ X.

If ϕ : F → G is a morphism of sheaves, ϕ is surjective if and only if for all open subsets
U ⊆ X and every t ∈ G (U) there exist an open covering U =

⋃
i Ui (depending on t) and

sections si ∈ F (Ui) such that ϕUi(si) = t|Ui , i.e., locally we can find a preimage of t. But
the surjectivity of ϕ does not imply that ϕU : F (U) → G (U) is surjective for all open
sets U of X (see Exercise 2.12).

If F , G are (pre-)sheaves on X such that F (U) ⊆ G (U) for all U ⊆ X open, and such
that the restriction maps of F are induced by those of G , then we call F a subsheaf (or
a subpresheaf , resp.) of G .

(2.7) Sheaves associated to presheaves.

Proposition 2.24. Let F be a presheaf on a topological space X. Then there exists a
pair (F̃ , ιF ), where F̃ is a sheaf on X and ιF : F → F̃ is a morphism of presheaves,
such that the following holds: If G is a sheaf on X and ϕ : F → G is a morphism of
presheaves, then there exists a unique morphism of sheaves ϕ̃ : F̃ → G with ϕ̃ ◦ ιF = ϕ.
The pair (F̃ , ιF ) is unique up to unique isomorphism.

Moreover, the following properties hold:
(1) For all x ∈ X the map on stalks ιF ,x : Fx → F̃x is bijective.
(2) For every presheaf G on X and every morphism of presheaves ϕ : F → G there exists

a unique morphism ϕ̃ : F̃ → G̃ making the diagram

(2.7.1) F
ιF //

ϕ

��

F̃

ϕ̃
��

G
ιG // G̃

commutative. In particular, F 7→ F̃ is a functor from the category of presheaves on
X to the category of sheaves on X.

The sheaf F̃ is called the sheaf associated to F or the sheafification of F . We can
reformulate the first part of the proposition by saying that sheafification is the left adjoint
functor to the inclusion functor of the category of sheaves into the category of presheaves.

Proof. For U ⊆ X open, elements of F̃ (U) are by definition families of elements in the
stalks of F which locally give rise to sections of F . More precisely, we define

F̃ (U) :=
{

(sx) ∈
∏
x∈U

Fx; ∀x ∈ U : ∃ an open neighborhood W ⊆ U of x,

and t ∈ F (W ): ∀w ∈W : sw = tw
}
.

For U ⊆ V the restriction map F̃ (V ) → F̃ (U) is induced by the natural projection∏
x∈V Fx →

∏
x∈U Fx. Then it is easy to check that F̃ is a sheaf. For U ⊆ X open, we

define ιF ,U : F (U)→ F̃ (U) by s 7→ (sx)x∈U . The definition of F̃ shows that, for x ∈ X,

F̃x = Fx and that ιF ,x is the identity.
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Now let G be a presheaf on X and let ϕ : F → G be a morphism. Sending (sx)x ∈ F̃ (U)
to (ϕx(sx))x ∈ G̃ (U) defines a morphism F̃ → G̃ . By Proposition 2.23 (3) this is the
unique morphism making the diagram (2.7.1) commutative.

If we assume in addition that G is a sheaf, then the morphism of sheaves ιG : G → G̃ ,
which is bijective on stalks, is an isomorphism by Proposition 2.23 (2). Composing the
morphism F̃ → G̃ with ι−1

G , we obtain the morphism ϕ̃ : F̃ → G . Finally, the uniqueness

of (F̃ , ιF ) is a formal consequence.

From this definition and from Proposition 2.23 (2), we get the following characterization
of the sheafification: Let F be a presheaf and G be a sheaf. Then G is isomorphic to the
sheafification of F if and only and if there exists a morphism ι : F → G such that ιx is
bijective for all x ∈ X.

Example 2.25. Let E be a set and denote by F the presheaf such that F (U) = E for
every open set U of X (the restriction maps being the identity). Let F̃ be the associated
sheaf. Then F̃ (U) is the set of locally constant functions U → E.

The sheaf F̃ is called the constant sheaf with value E and sometimes denoted by E or
EX .

Finally it is clear that if F is a presheaf of rings, of R-modules, or of R-algebras, its
associated sheaf is a sheaf of rings, of R-modules, or of R-algebras.

(2.8) Direct and inverse images of sheaves.

Let f : X → Y be a continuous map of topological spaces. It is a natural question, how
we can transport sheaves from X to Y , or the other way around, using f . First, let F be
a presheaf on X. We define a presheaf f∗F on Y by (for V ⊆ Y open)

(f∗F )(V ) = F (f−1(V ))

the restriction maps given by the restriction maps for F . We call f∗F the direct image
of F under f . Whenever ϕ : F1 → F2 is a morphism of presheaves, the family of maps
f∗(ϕ)V := ϕf−1(V ) for V ⊆ Y open is a morphism f∗(ϕ) : f∗F1 → f∗F2. Therefore f∗ is
a functor from the category of presheaves on X to the category of presheaves on Y . The
following properties are immediate.

Remark 2.26.
(1) If F is a sheaf on X, f∗F is a sheaf on Y . Therefore f∗ also defines a functor

f∗ : (Sh(X))→ (Sh(Y )).
(2) If g : Y → Z is a second continuous map, there exists an identity g∗(f∗F ) = (g◦f)∗F

which is functorial in F .

We now come to the definition of the inverse image of a presheaf. Again let f : X → Y
be a continuous map and let G be a presheaf on Y . Define a presheaf on X by

(2.8.1) U 7→ lim
−→

V⊇f(U),
V ⊆ Y open

G (V ),
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the restriction maps being induced by the restriction maps of G . Momentarily we denote
this presheaf by f+G . Let f−1G be the sheafification of f+G . We call f−1G the inverse
image of G under f . Note that even if G is a sheaf, f+G is not a sheaf in general. If f is
the inclusion of a subspace X of Y and G is a sheaf on Y , then we also write G |X instead
of f−1G . If X is an open subspace of Y this definition coincides with the one given in
Example 2.19 (1). Although the definition may look complicated at first sight, you should
convince yourself that it is the obvious one: Since we can only evaluate G on open subsets
of Y , we cannot talk about sections of G on f(U). Instead we “approximate” f(U) by
open subsets of Y containing it. Compare also the definition of the system of functions
on a closed subprevariety, see Section (1.18).

Again the construction of f+G and hence of f−1G is functorial in G . Therefore we
obtain a functor f−1 from the category of presheaves on Y to the category of sheaves on
X.

If x is a point of X and i : {x} → X is the inclusion, the definition (2.8.1) shows that

i−1F = Fx

for every presheaf F on X. It follows that for each presheaf G on Y we have an identity,
functorial in G ,

(2.8.2)

(f−1G )x ∼= (f+G )x = lim−→
x∈U

(f+G )(U)

= lim−→
x∈U

lim−→
f(U)⊆V

G (V ) = lim−→
f(x)∈V

G (V ) = Gf(x),

where the first identification follows from Proposition 2.24 (1).
Now let g : Y → Z be a second continuous map and let H be a presheaf on Z. Fix

an open subset U in X. An open subset W ⊆ Z contains g(f(U)) if and only if it
contains a subset of the form g(V ), where V ⊆ Y is an open set containing f(U). This
implies that f+(g+H ) = (g ◦ f)+H . Furthermore, (2.8.2) implies that the natural
morphism f−1(g+H )→ f−1(g−1H ) induces isomorphisms on all stalks, and hence is
an isomorphism by Proposition 2.23. We deduce an isomorphism

(2.8.3) f−1(g−1H ) ∼= (g ◦ f)−1H ,

which is functorial in H .

Direct image and inverse image are functors which are adjoint to each other. More
precisely:

Proposition 2.27. Let f : X → Y be a continuous map, let F be a sheaf on X and let
G be a presheaf on Y . Then there is a bijection

Hom(Sh(X))(f
−1G ,F )↔ Hom(PreSh(Y ))(G , f∗F ),

ϕ 7→ ϕ[,

ψ] ←7 ψ

which is functorial in F and G .

Proof. Let ϕ : f−1G → F be a morphism of sheaves on X, and let V ⊆ Y be open.
Since f(f−1(V )) ⊆ V , we have a map G (V )→ f+G (f−1(V )), and we define ϕ[V as the
composition
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G (V )→ f+G (f−1(V )) −→ f−1G (f−1(V ))
ϕf−1(V )−−−−−→ F (f−1(V )) = f∗F (V ).

Conversely, let ψ : G → f∗F be a morphism of presheaves on Y . To define the morphism
ψ] it suffices to define a morphism of presheaves f+G → F , which we call again ψ]. Let U
be open in X, and s ∈ f+G (U). If V is some open neighborhood of f(U), U is contained
in f−1(V ). Let V be such a neighborhood such that there exists sV ∈ G (V ) representing

s. Then ψV (sV ) ∈ f∗F (V ) = F (f−1(V )). Let ψ]U (s) ∈ F (U) be the restriction of the
section ψV (sV ) to U .

Clearly, these two maps are inverse to each other. Moreover, it is straightforward –
albeit quite cumbersome – to check that the constructed maps are functorial in F and
G .

The adjunction between direct image and pull-back and the fact that (g ◦ f)∗ = g∗ ◦ f∗
for any two morphisms f : X → Y , g : Y → Z gives another way to prove (2.8.3).

Remark 2.28. We will almost never use the concrete description of f−1G in the sequel.
Very often we are given f , F , and G as in the proposition, and a morphism of presheaves
ψ : G → f∗F . Then usually it is sufficient to understand for each x ∈ X the map

ψ]x : Gf(x)
(2.8.2)

= (f−1G )x −→ Fx

induced by ψ] : f−1G → F on stalks. The proof of the proposition shows that we can
describe this map in terms of ψ as follows: For every open neighborhood V ⊆ Y of f(x),
we have maps

G (V )
ψV−→ F (f−1(V )) −→ Fx,

and taking the inductive limit over all V we obtain the map ψ]x : Gf(x) → Fx.

Note that if F is a sheaf of rings (or of R-modules, or of R-algebras) on X, f∗F is a
sheaf on Y with values in the same category. A similar statement holds for the inverse
image. Finally, Proposition 2.27 holds (with the same proof) if we consider morphisms of
sheaves of rings (or of R-modules, etc.).

(2.9) Locally ringed spaces.

Definition 2.29. A ringed space is a pair (X,OX), where X is a topological space and
where OX is a sheaf of (commutative) rings on X.

If (X,OX) and (Y,OY ) are ringed spaces, we define a morphism of ringed spaces
(X,OX) → (Y,OY ) as a pair (f, f [), where f : X → Y is a continuous map and where
f [ : OY → f∗OX is a homomorphism of sheaves of rings on Y .

Note that the datum of f [ is equivalent to the datum of a homomorphism of sheaves of
rings f ] : f−1OY → OX on X by Proposition 2.27. Often we simply write f instead of
(f, f ]) or (f, f [).

The composition of morphisms of ringed spaces is defined in the obvious way (using
Remark 2.26 (2)), and we obtain the category of ringed spaces. We call OX the structure
sheaf of (X,OX). Often we simply write X instead of (X,OX).
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We think of the structure sheaf on X as the system of all “permissible” (within the
current context) functions, where permissible might mean continuous, differentiable,
holomorphic, given by polynomials, etc. The map f : X → Y should certainly have the
property that composition of a permissible function on an open subset V of Y with f
gives rise to a permissible function on f−1(V ). Since viewing sections of the structure
sheaves as functions is only a heuristic, we cannot actually compose sections with the
map f . As a substitute, we request that we are given a map OY (V )→ OX(f−1(V )) for
every open V ⊆ Y . These maps must be compatible with restrictions, and constitute the
sheaf homomorphism f [.

Usually we will work with a subcategory of the category of ringed spaces. To introduce
this subcategory, we recall the following notation. If A is a local ring, we denote by mA
its maximal ideal and by κ(A) = A/mA its residue field. A homomorphism of local rings
ϕ : A→ B is called local , if ϕ(mA) ⊆ mB .

A morphism (f, f [) : X → Y of ringed spaces induces morphisms on the stalks as
follows. Let x ∈ X. Let f ] : f−1OY → OX be the morphism corresponding to f [ by
adjointness. Using the identification (f−1OY )x = OY,f(x) established in (2.8.2), we get

f ]x : OY,f(x) → OX,x.

By Remark 2.28 there is the following more explicit description of this homomorphism:
The maps f [V : OY (V ) → OX(f−1(V )) for every open neighborhood V of f(x) induce
maps OY (V )→ OX,x and hence a map f ]x : OY,f(x) = lim

−→
OY (V )→ OX,x.

Definition 2.30. A locally ringed space is a ringed space (X,OX) such that for all
x ∈ X the stalk OX,x is a local ring.

A morphism of locally ringed spaces (X,OX)→ (Y,OY ) is a morphism of ringed spaces
(f, f [) such that for all x ∈ X the induced homomorphism on stalks

f ]x : (f−1OY )x = OY,f(x) → OX,x

is a local ring homomorphism.

The composition of two morphisms of locally ringed spaces is again a morphism of
locally ringed spaces. Therefore locally ringed spaces form a category. Note that there
exist locally ringed spaces (X,OX) and (Y,OY ) and morphisms f : (X,OX) → (Y,OY )
of ringed spaces which are not morphisms of locally ringed spaces; in other words, the
subcategory of locally ringed spaces is not a full subcategory (Exercise 2.18).

Let (X,OX) be a locally ringed space and x ∈ X. We call the stalk OX,x the local ring
of X in x, denote by mx the maximal ideal of OX,x, and by κ(x) = OX,x/mx the residue
field. If U is an open neighborhood of x and f ∈ OX(U), we denote by f(x) ∈ κ(x) the
image of f under the canonical homomorphisms OX(U)→ OX,x → κ(x).

Why do we work with locally ringed spaces? Although we have not yet defined the
structure sheaf on X = SpecA, we can explain this heuristically. We think of sections of
the structure sheaf as functions on an open subset, and then the elements of the stalk at
a point x are functions defined in some open neighborhood of x. A reasonable property
to ask of such functions is that those which do not vanish at x are invertible in some
(small) neighborhood of x. Then all elements of the stalk not contained in the ideal of
functions vanishing at x are units of the stalk. This shows that the stalk is indeed a
local ring, with maximal ideal the ideal of all functions vanishing at x. Now consider
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a morphism (f, f [) : X → Y of ringed spaces of this nature. The sheaf homomorphism
is our replacement for “composition of functions with f”. Certainly, if some function
on Y vanishes at a point f(x), x ∈ X, then its composition with f must vanish at x.
In other words, the maximal ideal of OY,f(x) must be mapped into the maximal ideal
of OX,x, which is exactly the property we requested above. Since we do not really deal
with functions, we do have to put it into our definitions explicitly. In the following two
examples, the sections of the structure sheaf are functions, and our philosophy turns into
a precise statement.

Example 2.31. Let X be a topological space and consider the sheaf CX of R-valued
continuous functions on X (i.e., for U ⊆ X open, CX(U) is the R-algebra of continuous
functions s : U → R). For x ∈ X, CX,x is the ring of germs [s] of continuous functions s
in a neighborhood of x. Let mx ⊂ CX,x be the set of germs [s] such that s(x) = 0. Clearly,
this is a proper ideal.

We claim that this is the unique maximal ideal (and hence (X,CX) is a locally ringed
space). Indeed, let [s] ∈ CX,x \mx. For every representative s ∈ [s] we have s(x) 6= 0 and,
as s is continuous, there exists an open neighborhood U of x such that s(u) 6= 0 for all
u ∈ U . Therefore 1/(s|U ) exists. This shows that CX,x \mx is the group of units in CX,x
which shows our claim. Moreover, the ring homomorphism CX,x → R sending [s] to s(x)
is surjective with kernel mx and therefore identifies κ(x) with R.

If f : X → Y is a continuous map to another topological space, composition with f
defines for all open sets V of Y a homomorphism of R-algebras

f [V : CY (V )→ CX(f−1(V )) = f∗CX(V ), t 7→ t ◦ f.

The associated homomorphism f ] induces on stalks the map CY,f(x) → CX,x that sends a
germ [t] of continuous functions at f(x) to the germ [t ◦ f ] of continuous functions at x.
Obviously, f ]x(mf(x)) ⊆ mx, and (f, f [) is a morphism of locally ringed spaces.

If we interpret the system of functions on a prevariety as a sheaf, we obtain a locally
ringed space, as well:

Example 2.32. Let (X,OX) be a prevariety over an algebraically closed field k, in the
sense of Section (1.15). For U ⊆ X now OX(U) consists of certain functions f : U → A1(k)
which are continuous for the Zariski topology. As in Example 2.31 we see that for x ∈ X
the ideal of germs [f ] at x with f(x) = 0 is the unique maximal ideal of OX,x (using that
A1(k)\{0} is open in A1(k) for the Zariski topology). Therefore (X,OX) is a locally ringed
space and the surjective homomorphism OX,x → k, [f ] 7→ f(x), induces an isomorphism

κ(x)
∼→ k for all x ∈ X.

Spectrum of a ring as a locally ringed space

Let A be a ring. We will now endow the topological space SpecA with the structure of a
locally ringed space and obtain a functor A 7→ SpecA from the category of rings to the
category of locally ringed spaces which we will show to be fully faithful.
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(2.10) Structure sheaf on SpecA.

We set X = Spec(A). We have seen in Proposition 2.5 that the principal open sets D(f)
for f ∈ A form a basis of the topology of X. We will define a presheaf OX on this basis
(Section (2.5)) and then prove that the sheaf axioms are satisfied with respect to this basis.
The basic idea is this: Looking back at the analogy with prevarieties, we certainly want to
have OX(X) = A. More generally, for f ∈ A, we consider the localization Af of A with
respect to the multiplicative set { f i ; i ≥ 0 }. Denote by ιf : A→ Af the canonical ring
homomorphism a 7→ a/1. By Proposition 2.12, aιf is a homeomorphism of SpecAf onto
D(f). So it seems reasonable to set OX(D(f)) = Af . (We think of Af as functions which
might have poles along V (f), the set of zeros of f .) Let us check that this is a sensible
definition: we must check that Af = Ag whenever D(f) = D(g), define restriction maps,
and check that the sheaf axioms are satisfied on the basis of the topology (D(f))f∈A.

Recall from Lemma 2.4 that, for f, g ∈ A, D(f) ⊆ D(g) if and only if there exists
an integer n ≥ 1 such that fn ∈ Ag or, equivalently, g/1 ∈ (Af )×. In this case we
obtain a unique ring homomorphism ρf,g : Ag → Af such that ρf,g ◦ ιg = ιf . Whenever
D(f) ⊆ D(g) ⊆ D(h), we have ρf,g ◦ ρg,h = ρf,h. In particular, if D(f) = D(g), ρf,g is an
isomorphism, which we use to identify Ag and Af . Therefore we can define

(2.10.1) OX(D(f)) := Af

and obtain a presheaf of rings on the basis B := {D(f) ; f ∈ A } for the topology of
SpecA. The restriction maps are the ring homomorphisms ρf,g.

Theorem 2.33. The presheaf OX is a sheaf on B.

We denote the sheaf of rings on X associated to OX again by OX . For all points
x ∈ X = Spec(A) we have

(2.10.2) OX,x = lim
−→

D(f)3x

OX(D(f)) = lim
−→
f /∈px

Af = Apx

(localization of A in the prime ideal px). In particular, (X,OX) is a locally ringed space.
We will often simply write SpecA instead of (SpecA,OSpecA).

Proof. Let D(f) be a principal open set and let D(f) =
⋃
i∈I D(fi) be a covering by

principal open sets. We have to show the following two properties.
(1) Let s ∈ OX(D(f)) be such that s|D(fi) = 0 for all i ∈ I. Then s = 0.
(2) For i ∈ I let si ∈ OX(D(fi)) be such that si|D(fi)∩D(fj) = sj |D(fi)∩D(fj) for all

i, j ∈ I. Then there exists s ∈ OX(D(f)) such that s|D(fi) = si for all i ∈ I.
As D(f) is quasi-compact, we can assume that I is finite; this is clear for part (1), and

for part (2) we can first glue for a finite subcover and then use part (1) to check that
the resulting section s restricts to si for all i. Restricting the presheaf OX to D(f) and
replacing A by Af we may assume that f = 1 and hence D(f) = X to ease the notation.
The relation X =

⋃
iD(fi) is equivalent to (fi ; i ∈ I) = A. As D(fi) = D(fni ) for all

integers n ≥ 1 there exist elements bi ∈ A (depending on n) such that

(2.10.3)
∑
i∈I

bif
n
i = 1.
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Proof of (1). Let s = a ∈ A be such that the image of a in Afi is zero for all i. As I
is finite, there exists an integer n ≥ 1, independent of i, such that fni a = 0. By (2.10.3),
a = (

∑
i∈I bif

n
i )a = 0.

Proof of (2). As I is finite, we can write si = ai
fni

for some n independent of i. By

hypothesis, the images of ai
fni

and of
aj
fnj

in Afifj are equal for all i, j ∈ I. Therefore there

exists an integer m ≥ 1 (which again we can choose independent of i and j) such that
(fifj)

m(fnj ai − fni aj) = 0. Replacing ai by fmi ai and n by n+m (which does not change
si), we see that

(2.10.4) fnj ai = fni aj

for all i, j ∈ I. We set s :=
∑
j∈I bjaj ∈ A, where the bj are the elements in (2.10.3).

Then

fni s = fni
∑
j∈I

bjaj =
∑
j∈I

bj(f
n
i aj)

(2.10.4)
= (

∑
j∈I

bjf
n
j )ai

(2.10.3)
= ai.

This means that the image of s in Afi is si.

(2.11) The functor A 7→ (SpecA,OSpecA).

Definition 2.34. A locally ringed space (X,OX) is called affine scheme, if there exists
a ring A such that (X,OX) is isomorphic to (SpecA,OSpecA).

A morphism of affine schemes is a morphism of locally ringed spaces. We obtain the
category of affine schemes which we denote by (Aff).

Let ϕ : A→ B be a homomorphism of rings and set X = SpecB and Y = SpecA. Let
aϕ : SpecB → SpecA be the associated continuous map (Section (2.3)). We will now
define a morphism (f, f [) : X → Y of locally ringed spaces such that f = aϕ and

(2.11.1) f [Y : A = OY (Y )→ (f∗OX)(Y ) = B

equals ϕ.
Set f = aϕ. For s ∈ A, we have f−1(D(s)) = D(ϕ(s)) (Proposition 2.10) and we define

(2.11.2) f [D(s) : OY (D(s)) = As → Bϕ(s) = (f∗OX)(D(s))

as the ring homomorphism induced by ϕ. This ring homomorphism is compatible with
restrictions to principal open subsets D(t) ⊆ D(s). As the principal open subsets form a
basis of the topology, this defines a homomorphism f [ : OY → f∗OX of sheaves of rings.
Choosing s = 1 in (2.11.2) we obtain (2.11.1).

For x ∈ X, the homomorphism

f ]x : OY,f(x) = Aϕ−1(px) → Bpx = OX,x

is the homomorphism induced by ϕ and in particular it is a local ring homomorphism.
This finishes the definition of (f, f [).
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This morphism SpecB → SpecA of locally ringed spaces associated to ϕ will be often
simply denoted by Spec(ϕ) or aϕ. It is clear from the definition that, for a second ring
homomorphism ψ : B → C, we have a(ψ ◦ϕ) = aϕ◦ aψ. We obtain a contravariant functor

Spec: (Ring)→ (Aff).

Conversely, if f : (X,OX) → (Y,OY ) is a morphism of ringed spaces, we obtain a ring
homomorphism

Γ(f) := f [Y : Γ(Y,OY ) = OY (Y )→ Γ(X,OX) = (f∗OX)(Y ) = OX(X).

In this way we get a contravariant functor Γ from the category of ringed spaces to the
category of rings. Restricting Γ to the category of affine schemes defines a contravariant
functor

Γ: (Aff)→ (Ring).

Theorem 2.35. The functors Spec and Γ define an anti-equivalence between the category
of rings and the category of affine schemes.

Proof. The functor Spec is by definition essentially surjective. Moreover, Γ◦Spec is clearly
isomorphic to id(Ring). Therefore it suffices to show that for any two rings A and B the
maps

Hom(Ring)(A,B)
Spec // Hom(Aff)(SpecB, SpecA)

Γ
oo

are mutually inverse bijections. By (2.11.1), Γ ◦ Spec = id. Now let f : SpecB → SpecA
be a morphism of affine schemes and set ϕ := Γ(f). We have to show that aϕ = f . If px
is a prime ideal of B, corresponding to a point x ∈ X := SpecB, f ]x is the unique ring
homomorphism which makes the diagram

(2.11.3) A
ϕ //

��

B

��
Apf(x)

f]x

// Bpx

commutative. This shows that ϕ−1(px) ⊆ pf(x). As f ]x is local, we have equality. This

shows that aϕ = f as continuous maps. Now the definition of aϕ] shows that aϕ]x
makes (2.11.3) commutative as well and hence aϕ]x = f ]x for all x ∈ X. This proves
aϕ] = f ] by Proposition 2.23.

(2.12) Examples.

Example 2.36. (Affine Spaces) Let R be a ring. We set AnR := SpecR[T1, . . . , Tn]. This
is called the affine space of relative dimension n over R.

Example 2.37. (Integral Domains) Let A be an integral domain and K its field of
fractions. Let X = SpecA. The zero ideal of A is a prime ideal and we denote the
corresponding point of X by η. The closure of {η} consists of X and therefore every
non-empty open set of X contains η, i.e., η is a generic point of X. The local ring OX,η is
the localization of A by the zero ideal (2.10.2):
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OX,η = K.

For all multiplicative subsets S ⊆ T of A with 0 /∈ T , the canonical ring homomorphism
S−1A → T−1A is injective and we can consider all the localizations S−1A as subrings
of K. For all f ∈ A, we have OX(D(f)) = Af by the definition of the structure sheaf. If
U ⊆ X is an arbitrary open subset, (2.5.2) shows that OX(U) =

⋂
f Af where f runs

through the set of elements f ∈ A such that D(f) ⊆ U . On the other hand, we have
Af =

⋂
pAp, where p runs through the set of prime ideals not containing f , i.e., through

the points x ∈ D(f): Given an element g ∈ K which lies in the intersection
⋂

pAp, let
a = {h ∈ A; hg ∈ A}. Since g ∈ Ap for all p with f 6∈ p, a 6⊆ p. In other words, all
prime ideals containing a also contain f , i.e., f ∈ rad(a). This shows g ∈ Af , as desired.
(Cf. the argument of Proposition 1.40, but note that the Nullstellensatz is not needed in
the current setting.) As Apx = OX,x for every point x ∈ X, we see that for any non-empty
open set U of X we have

OX(U) =
⋂
x∈U

OX,x.

Example 2.38. (Principal open subschemes of an affine scheme) Let X = SpecA be an
affine scheme. For f ∈ A let j : SpecAf → SpecA be the morphism of affine schemes that
corresponds to the canonical homomorphism A→ Af . Then j induces a homeomorphism
of SpecAf onto D(f) by Proposition 2.12. Moreover, for all x ∈ D(f), j]x is the canonical

isomorphism Apx
∼→ (Af )px . Hence we see that (j, j]) induces an isomorphism of the

affine scheme SpecAf with the locally ringed space (D(f),OX |D(f)).

Example 2.39. (Closed subschemes of affine schemes) Let X = SpecA be an affine
scheme. For an ideal a of A let i : SpecA/a→ SpecA be the morphism of affine schemes
that corresponds to the canonical homomorphism A→ A/a. Again by Proposition 2.12, i
induces a homeomorphism of SpecA/a onto the closed subset V (a) of SpecA. Moreover,
for all x ∈ V (a) the morphism i[x is the canonical homomorphism Apx → (A/a)px where
px is the image of px in A/a. We use the homeomorphism i : SpecA/a→ V (a) to equip
V (a) with the structure of a locally ringed space which we again denote by V (a) and will
always identify with SpecA/a via i.

In Chapter 3 we will define the general notion of a closed subscheme and show that
every closed subscheme of SpecA is of the form V (a) for some ideal a ⊆ A.

Example 2.40. Let B be a ring, and b ⊆ B an ideal. As every prime ideal of B contains
b if and only if it contains bn for some integer n ≥ 1, the closed subset V (bn) of SpecB
does not depend on n. But as affine scheme, Spec(B/bn) = V (bn) depends on n.

We explain the difference between these affine schemes in the case B = k[T ] and
b = (T ), where k is an algebraically closed field. The closed points of A1

k = Spec k[T ] (i.e.,
the maximal ideals of k[T ]) correspond to elements of k, and the point corresponding to
b is 0. Let A = k[T ]/(Tn) and set X = SpecA. Then X consists of a single point x. For
the structure sheaf we have OX(X) = OX,x = A, the maximal ideal mx is the ideal that
is generated by the residue class of T (and hence mx 6= 0 for n > 1), and κ(x) = k. As
explained in Example 2.39 we should picture X as a closed “subscheme” of A1

k, that is
“concentrated in 0”.

As explained in Example 2.15, we can consider A1
k as the affine variety A1(k), and

the k-algebra of functions on A1(k) is just B = k[T ]. The restriction of such a function
f ∈ k[T ] to X is given by the canonical homomorphism k[T ] → k[T ]/(Tn). For n = 1,
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k[T ]/(Tn) = k, and this is the map f 7→ f(0). But for n > 1 we keep the higher order
terms of the “Taylor expansion” of f in 0. We suggest to picture X as a slightly fuzzy
point, that has an “infinitesimal extension of length n− 1 within A1

k”.
We would like to motivate this kind of picture in another way as well. Consider the

affine space A2
k = Spec k[T, U ] which we visualize as the plane { (u, t) ; u, t ∈ k }. The

ideals a1 := (U) and a2 := (U − Tn) define closed subvarieties

X1 = { (u, t) ∈ A2(k) ; u = 0 }, X2 = { (u, t) ∈ A2(k) ; u = tn }.

As a set, the intersection of both varieties consists only of the origin (0, 0). But it should
play a role that X1 and X2 do not intersect transversally for n > 1.

As affine scheme we will define the intersection in Section (4.11) as Spec k[T, U ]/(a1+a2).
Using k[T, U ]/a1

∼= k[T ], k[T, U ]/(a1 + a2) is just k[T ]/(Tn). Hence the point of view of
affine scheme allows us to describe the intersection behavior more precisely.

Exercises

In all exercises, A denotes a ring.

Exercise 2.1♦. Let a and b be ideals of A. Show that the following properties are
equivalent:
(i) V (a) ⊆ V (b).
(ii) b ⊆ rad(a).
(iii) rad(b) ⊆ rad(a).

Exercise 2.2♦. Let f be an element in A. Show that D(f) = ∅ if and only if f is
nilpotent.

Exercise 2.3. Show that the nilradical of A is equal to the Jacobson radical of A if and
only if every non-empty open subset of SpecA contains a closed point of SpecA.

Exercise 2.4. Let Z ⊆ X := SpecA be a finite set and let U be an open neighborhood
of Z.
(a) Show that there exists an f ∈ A such that Z ⊆ D(f) ⊆ U .

Hint : Use Proposition B.2 (Section (2)).
(b) Set OX,Z := S−1A, where S = A \

⋃
z∈Z pz. Show that OX,Z = lim

−→U ⊇ Z open
OX(U).

(c) Show that OX,Z is a semi-local ring with maximal ideals S−1pz where z runs through
those points x ∈ Z that are not generizations of points 6= x in Z.

Exercise 2.5♦. Let a ⊆ A be an ideal, let p1, . . . , pr be prime ideals of A and let
Zj = V (pj), j = 1, . . . , r, the corresponding closed irreducible subset. Assume that for all
j there exists an fj ∈ a such that fj does not vanish on Zj (i.e., Zj 6⊆ V (fj)). Show that
there exists an f ∈ a such that Zj 6⊆ V (f) for all j.
Hint : Proposition B.2 (Section (2)).

Exercise 2.6. Show that an open subset U of SpecA is quasi-compact if and only if it
the complement of a closed set of the form V (a), where a is a finitely generated ideal.
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Exercise 2.7♦. Let a be an ideal such that a is contained in the Jacobson radical of A.
Show that the only open set of X = SpecA that contains V (a) is X itself. Deduce that,
if A is a local ring, the only open set of X containing the unique closed point of X is the
space X itself.

Exercise 2.8. Let X = SpecA.
(a) Show that every locally closed irreducible subset of X contains a unique generic point.
(b) Show that every irreducible subset of X contains at most one generic point.
(c) Now let A be a principal ideal domain with infinitely many maximal ideals (e.g. A = Z

or A = k[T ], where k is a field). Show that any subset of SpecA that consists of
infinitely many closed points is irreducible but does not contain a generic point.

Exercise 2.9. Let Γ be a totally ordered abelian group. A subgroup ∆ of Γ is called
isolated if 0 ≤ γ ≤ δ and δ ∈ ∆ imply γ ∈ ∆.
(a) Let A be a valuation ring, K = FracA. Show that p 7→ Ap is an inclusion reversing

bijection from SpecA onto the set of rings B with A ⊆ B ⊆ K and that such a ring
B is a valuation ring of K. Its inverse is given by sending B to its maximal ideal
(which is contained in A).

(b) Let A be a valuation ring with value group Γ, see Section (B.13). For every isolated
subgroup ∆ of Γ set p∆ := { a ∈ A ; v(a) /∈ ∆ }. Show that ∆ 7→ p∆ defines an
order reversing bijection between the set of isolated subgroups of Γ and SpecA (both
totally ordered by inclusion).

(c) Show that the value groups of the valuation ring Ap∆ is isomorphic to Γ/∆ and the
value groups of the valuation ring A/p∆ is isomorphic to ∆.

(d) For an arbitrary totally ordered abelian group Γ let R = k[Γ] be the group algebra of
Γ over some field k. Write elements u ∈ R as finite sums u =

∑
γ αγe

γ . Define a map
v : R \ {0} → Γ by sending u to the minimal γ ∈ Γ such that αγ 6= 0. Show that R is
an integral domain and that v can be extended to a valuation v on K = FracR with
value group Γ. In particular A := {x ∈ K ; v(x) ≥ 0 } is a valuation ring with value
group Γ.

(e) Let I be a well-ordered set. Endow ZI with the lexicographic order (i.e., we set
(ni)i∈I < (mi)i∈I if and only if J := { i ∈ I ; mi 6= ni } is non-empty and niJ < miJ

where iJ is the smallest element of J). Show that ZI is a totally ordered abelian
group and that for all k ∈ I the subsets Γ≥k of (ni)i ∈ ZI such that ni = 0 for all
i < k are isolated subgroups of ZI .

(f) Deduce that for every cardinal number k there are valuation rings whose spectrum
has cardinality ≥ k.

Exercise 2.10. Let X be a topological space, F a sheaf on X and let s, t ∈ F (U) be
two sections of F over an open subset U ⊆ X. Show that the set of x ∈ U such that
sx = tx is open in U .

Exercise 2.11♦. Let I be a filtered preordered set, fix inductive systems ((Xi)i, (αji)i≤j)
and ((Yi)i, (βji)i≤j) of sets, indexed by I, and let X and Y be their respective inductive
limits. Let (ui : Xi → Yi)i be a morphism of inductive systems and let u : X → Y be its
inductive limit.
(a) Show that if there exists an i ∈ I such that uj is injective for all j ≥ i, u is injective.
(b) Show that if there exists an i ∈ I such that uj is surjective for all j ≥ i, u is surjective.

Exercise 2.12♦. Let OC be the sheaf of holomorphic functions of C.
(a) Show that (C,OC) is a locally ringed space. What is κ(z) for z ∈ C?
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(b) Let D : OC → OC be the morphism of sheaves, which sends f ∈ OC(U) (U ⊆ C open)
to its derivative f ′ ∈ OC(U). Show that Dz : OC,z → OC,z is surjective for all z ∈ C.
Give an example of an open set U in C such that DU is not surjective. Can you
characterize the open subsets U , such that DU is surjective?

Exercise 2.13. Let X be a topological space. A sheaf F on X is called locally constant
if every point x ∈ X has an open neighborhood U such that F |U is a constant sheaf
(Example 2.25).
(a) Let X be irreducible. Show that the following properties for a presheaf F on X are

equivalent.
(i) The set F (∅) consists of one element, and for every non-empty open subset

U ⊆ X, the restriction map F (X)→ F (U) is bijective.
(ii) F is a constant sheaf on X.
(iii) F is a locally constant sheaf on X.

(b) Conversely, let X be a topological space and assume that there exists a sheaf F such
that F (X)→ F (U) is bijective for all non-empty open sets U ⊆ X and such that
F (X) contains more than one element. Show that X is irreducible.

Exercise 2.14. Let X be a topological space and i : Z → X the inclusion of a subspace
Z. Let F be a sheaf on Z. Show the following properties for the stalks i∗(F )x.
(a) For all x /∈ Z, i∗(F )x is a singleton (i.e., a set consisting of one element).
(b) For all x ∈ Z, i∗(F )x = Fx.
(c) Now assume that every point in the closure of Z has a fundamental system of open

neighborhoods which intersect Z in a connected set and that F is a constant sheaf
with value E, where E is some set. Show that i∗(F )x = E for all x ∈ Z.

Note that the conditions in (c) are automatically satisfied, if Z = {x} for some point
x ∈ X. Then i∗(F ) is called the skyscraper sheaf in x with value E.

Exercise 2.15. Let X be a locally compact topological space and let F be the presheaf
of bounded continuous functions on X with values in R (Example 2.19 (4)). Describe the
associated sheaf F̃ .

Exercise 2.16. Let X be a topological space and let (Ui)i be an open covering of X.
For all i let Fi be a sheaf on Ui. Assume that for each pair (i, j) of indices we are given
isomorphisms ϕij : Fj |Ui∩Uj

∼→ Fi|Ui∩Uj satisfying for all i, j, k the “cocycle condition”
ϕik = ϕij ◦ ϕjk on Ui ∩ Uj ∩ Uk.

(a) Show that there exists a sheaf F on X and for all i isomorphisms ψi : Fi
∼→ F |Ui

such that ψi ◦ ϕij = ψj on Ui ∩ Uj for all i, j. Show that F and the ψi are uniquely
determined up to unique isomorphism by these conditions. Show that an analogous
result holds for sheaves with values in an arbitrary category.
Remark : The sheaf F is said to be obtained by gluing the Fi via the gluing data ϕij .

(b) Make sheaves on (Ui)i and gluing data into a category and show that this category is
equivalent to the category of sheaves on X.

Exercise 2.17. Let (X,OX) be a locally ringed space.
(a) Let U ⊆ X be an open and closed subset. Show that there exists a unique section

eU ∈ Γ(X,OX) such that eU |V = 1 for all open subsets V of U and eU |V = 0 for all
open subsets V of X \ U . Show that U 7→ eU yields a bijection

OC(X)↔ Idem(Γ(X,OX))
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from the set of open and closed subsets of X to the set of idempotent elements of the
ring Γ(X,OX).

(b) Show that eUeU ′ = eU∩U ′ for U,U ′ ∈ OC(X).
(c) Assume that X 6= ∅. Prove that the following are equivalent:

(i) X is connected.
(ii) There exists no idempotent element e ∈ Γ(X,OX) with e 6= 0, 1.
(iii) There exists no decomposition Γ(X,OX) = R1 ×R2 where R1, R2 are non-zero

rings.

Exercise 2.18. Let (X,OX) be a ringed space such that X consists of one point x
(e.g. X = SpecK, where K is a field). We set B := OX(X) = OX,x. Clearly, (X,OX) is
locally ringed if and only if B is a local ring.
(a) Let (Y,OY ) be a second ringed space. To every morphism f : (X,OX)→ (Y,OY ) of

ringed spaces we associate (f(x), f ]x). Show that this defines a bijection, functorial in
(Y,OY ), between the set of morphisms (X,OX)→ (Y,OY ) and the set of pairs (y, ϕ)
where y ∈ Y and ϕ : OY,y → B is a ring homomorphism.

(b) Show that if B is local and (Y,OY ) is a locally ringed space, f is a morphism of
locally ringed spaces if and only if f ]x is a local ring homomorphism.

(c) Give an example of a morphism of ringed spaces between affine schemes which is not
a morphism of locally ringed spaces.

Exercise 2.19♦. Let (X,OX) be a locally ringed space, and f ∈ OX(X). Define

Xf := {x ∈ X ; f(x) 6= 0 }.

Show that Xf is an open subset of X. What is Xf if X is an affine scheme?

Exercise 2.20. Let A be a local ring. Show that SpecA is connected.
Hint : Exercise 2.17.

Exercise 2.21. Let A be a ring, a ⊂ A an ideal such that A is a-adically complete, and
let i : SpecA/a ↪→ SpecA be the canonical morphism. Show that U 7→ i−1(U) yields a
bijection from the set of open and closed subsets of SpecA to the set of open and closed
subsets of SpecA/a.
Hint : Exercise 2.17.

Exercise 2.22. Let R be a principal ideal domain, and let f ∈ R be a nonzero element.
Describe the affine scheme X = SpecR/fR (its underlying topological space, the stalks
OX,x, and OX(U) for every subset U of X) in terms of the decomposition of f into prime
factors.

Exercise 2.23. A ring A is called Boolean if a2 = a for all a ∈ A. Let A be a Boolean
ring and X = SpecA.
(a) Show that every prime ideal of A is a maximal ideal and that κ(x) = F2 for all x ∈ X.

Deduce that ϕ 7→ Ker(ϕ) yields a bijection between the set of ring homomorphisms
A→ F2 and SpecA.

(b) Show that X is a compact totally disconnected space and that A 7→ SpecA yields an
equivalence of the category of Boolean rings (as a full subcategory of all rings) and the
category of compact totally disconnected spaces (where the morphisms are continuous
maps). A quasi-inverse of A 7→ SpecA is given by sending X to the F2-algebra of
continuous maps X → F2 (where F2 is endowed with the discrete topology).

Remark : See also Exercise 10.10.
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In the current chapter, we will define the notion of scheme. In a sense, the remainder of
this book is devoted to the study of schemes, so this notion is fundamental for all which
follows. Schemes arise by “gluing affine schemes”, similarly as prevarieties are obtained
by gluing affine varieties. Therefore after the preparations in the previous chapter, the
definition is very simple, see Section (3.1). As for varieties we define projective space
(Section (3.6)) by gluing copies of affine spaces. This is an example of a scheme which is
not affine.

Even though prevarieties are not schemes themselves, we can in a natural way embed
the category of prevarieties over some algebraically closed field k as a full subcategory of
the category of k-schemes. In Sections (3.8)–(3.13) we will discuss the properties of those
schemes which are in the essential image of this embedding, and will explain how we can
identify prevarieties over k with “integral schemes of finite type over k”.

Finally we will discuss the notion of subscheme and in particular of the underlying
reduced subscheme of a scheme.

Schemes

(3.1) Definition of Schemes.

In order to define the notion of scheme, we proceed as in Chapter 1 where we defined
prevarieties, using affine varieties as building blocks. In the current situation, the local
pieces will be affine schemes, i. e. the spectra of rings, seen as locally ringed spaces.

Definition 3.1. A scheme is a locally ringed space (X,OX) which admits an open covering
X =

⋃
i∈I Ui such that all locally ringed spaces (Ui,OX |Ui) are affine schemes.

A morphism of schemes is a morphism of locally ringed spaces.

We obtain the category of schemes which we will denote by (Sch). Clearly any affine
scheme is a scheme. Usually we denote a scheme (X,OX) simply by X.

© Springer Fachmedien Wiesbaden GmbH, part of Springer Nature 2020
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Let S be a fixed scheme. The category (Sch/S) of schemes over S (or of S-schemes) is
the category whose objects are the morphisms X → S of schemes, and whose morphisms
Hom(X → S, Y → S) are the morphisms X → Y of schemes with the property that

X

��

// Y

��
S

commutes. The morphism X → S is called the structural morphism of the S-scheme X
(and often is silently omitted from the notation). The scheme S is also sometimes called
the base scheme. In case S = SpecR is an affine scheme, one also speaks about R-schemes
or schemes over R instead. For S-schemes X and Y we denote the set of morphisms
X → Y in the category of S-schemes by HomS(X,Y ) or by HomR(X,Y ), if S = SpecR
is affine.

By definition the S-scheme idS : S → S is a final object in the category (Sch/S).
We add a remark about the terminology: Originally (in particular in Grothendieck’s

[EGAI]–[EGAIV]) the objects which we call schemes were called preschemes (and what we
will call separated schemes, Definition 9.7, were called schemes). Nowadays (and already
in [EGAInew]) only the terminology introduced above is used.

(3.2) Open subschemes.

Proposition and Definition 3.2.
(1) Let X be a scheme, and U ⊆ X an open subset. Then the locally ringed space (U,OX|U )

is a scheme. We call U an open subscheme of X. If U is an affine scheme, then U is
called an affine open subscheme.

(2) Let X be a scheme. The affine open subschemes are a basis of the topology.

More precisely, in the second part of the proposition we should say that those open
subsets which give rise to an affine open subscheme are a basis of the topology.

Proof. By definition the locally ringed space X can be covered by affine schemes, and by
Proposition 2.5 each of these affine schemes has a basis of its topology consisting of affine
schemes. This yields both parts of the proposition.

Let U ⊆ X be an open subset, and j : U → X the inclusion. We consider U as an open
subscheme of X. If V ⊆ X is open, the restriction map of the structure sheaf OX gives
us a ring homomorphism

Γ(V,OX)→ Γ(V ∩ U,OX) = Γ(j−1(V ),OX|U ) = Γ(V, j∗OX|U )

Altogether, these maps constitute a homomorphism j[ : OX → j∗OX|U of sheaves of rings
and together with the inclusion U ⊆ X a morphism U → X of schemes. Whenever we
(possibly implicitly) speak about a morphism of schemes from U to X, then this is the
one which is meant.

An affine open covering of a scheme X is an open covering X =
⋃
i Ui, such that all Ui

are affine open subschemes of X.
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We will study open (and closed and locally closed) subschemes in more detail in
Sections (3.15) – (3.16). Finally, we note the following lemma which will be useful for
us. Recall that whenever X = SpecA is an affine scheme, and f ∈ A an element of its
affine coordinate ring, then (D(f),OX|D(f)) is an affine scheme with coordinate ring Af .
Subschemes of this form are called principal open, see Example 2.38.

Lemma 3.3. Let X be a scheme, and let U , V be affine open subschemes of X. Then
there exists for all x ∈ U ∩ V an open subscheme W ⊆ U ∩ V with W 3 x such that W is
principal open in the sense of Section (2.2) in U as well as in V .

Proof. Replacing V by a principal open subset of V containing x, if necessary, we may
assume that V ⊆ U . Now choose f ∈ Γ(U,OX) such that x ∈ D(f) ⊆ V , and let f |V denote
the image of f under the restriction homomorphism Γ(U,OX)→ Γ(V,OX). Then DU (f) =
DV (f |V ). (The sheaf axioms then also imply that Γ(U,OX)f ∼= Γ(V,OX)f |V .)

(3.3) Morphisms into affine schemes, gluing of morphisms.

Morphisms of an arbitrary scheme (or even an arbitrary locally ringed space) into an
affine scheme are easy to understand, as the following proposition shows.

Proposition 3.4. Let (X,OX) be a locally ringed space, Y = SpecA an affine scheme.
Then the natural map

Hom(X,Y ) −→ Hom(A,Γ(X,OX)), (f, f [) 7→ f [Y ,

is a functorial bijection. Here the set on the left side denotes the set of morphisms X → Y
of locally ringed spaces, and the set on the right side denotes the set of ring homomorphisms
A→ Γ(X,OX).

If X is a scheme, the proof is an easy gluing argument that we will give first. After
that we will give an independent proof of the general statement.

Proof. First proof if X is a scheme. In this case, there exists an affine open covering
X =

⋃
i Ui. We know from Theorem 2.35, that for all Ui the natural map

Hom(Ui, Y ) −→ Hom(A,Γ(Ui,OX))

is a bijection. For an affine open V ⊆ Ui ∩ Uj the diagram

Hom(Ui, Y ) //

��

Hom(A,Γ(Ui,OX))

��
Hom(V, Y ) // Hom(A,Γ(V,OX))

is commutative, since Γ(−), i. e. taking global sections, is functorial. The assertion now
follows from the very general Proposition 3.5 below about gluing of morphisms.

Second proof in the general case. We first construct a map Hom(A,Γ(X,OX)) →
Hom(X,Y ), so let ϕ : A→ Γ(X,OX) be a ring homomorphism. Let us start by defining
a map f : X → Y between the underlying sets of X and Y . For x ∈ X, let p := { a ∈
A ; ϕ(a)(x) = 0 in κ(x) }. Then A/p embeds into the field κ(x), so p is a prime ideal,
and we set f(x) := p.
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For s ∈ A, we have f−1(D(s)) = {x ∈ X ; ϕ(s)(x) 6= 0 } = {x ∈ X ; ϕ(s)x ∈ O×X,x } =:
Xϕ(s), an open subset of X (cf. Exercise 2.19). Hence f is continuous. Also note that
ϕ(s)|Xϕ(s)

is a unit in Γ(Xϕ(s),OX), because this is true locally and the inverse elements
are unique and hence can be glued.

To define a sheaf morphism OY → f∗OX , it is enough to give ring homomorphisms
OY (D(s)) → OX(f−1(D(s)), compatible with restriction maps, for all s ∈ A. But
OY (D(s)) = As, and ϕ(s)|Xs ∈ Γ(Xϕ(s),OX)× = OX(f−1(D(s))×, so there is a unique
such map which is compatible with the given map ϕ : A → Γ(X,OX). In this way, we
obtain the desired sheaf homomorphism f [ : OY → f∗OX . For p = f(x) ∈ SpecA, we have
OY,f(x) = Ap, and the map induced by f [ on stalks is the ring homomorphism Ap → OX,x
induced by ϕ. For a ∈ p, ϕ(a) lies in the maximal ideal of OX,x by definition of f , which
implies that this is a local ring homomorphism. Altogether we have constructed a map
Hom(A,Γ(X,OX))→ Hom(X,Y ).

It remains to show that the two maps are inverse to each other. By construction, it is
clear that starting from an element ϕ ∈ Hom(A,Γ(X,OX)), we get back ϕ after applying
both maps. Conversely, let f ∈ Hom(X,Y ), and let ϕ = f [Y . Denote by g : X → Y
the morphism constructed from ϕ as above. Since f is a morphism of locally ringed
spaces, it induces homomorphisms A → κ(f(x)) ↪→ κ(x) for every x ∈ X. As a prime
ideal in A, f(x) is just the kernel of A → κ(f(x)), so we see that f = g as continuous
maps. To check the equality of the two sheaf morphisms OY → f∗OX , it is enough to
consider the maps induced on stalks (Proposition 2.23). But on stalks both f and g
induce homomorphisms Ap → OX,x (with p = f(x) = g(x)) which fit into a commutative
diagram with ϕ : A→ Γ(X,OX). Hence they must be equal by the universal property of
the localization.

Proposition 3.5. (Gluing of morphisms) Let X, Y be locally ringed spaces. For every
open subset U ⊆ X, let Hom(U, Y ) be the set of morphisms (U,OX|U ) → (Y,OY ) of
locally ringed spaces. Then U 7→ Hom(U, Y ) is a sheaf of sets on X.

In other words: If X =
⋃
i Ui is an open covering, then a family of morphisms Ui → Y

glues to a morphism X → Y if and only if the morphisms coincide on intersections
Ui ∩ Uj, and the resulting morphism X → Y is uniquely determined.

Proof. Easy. (Analogously, we can glue morphisms of sets or of topological spaces. It
is then easy to see that one can also define the sheaf homomorphism OY → f∗OX by
gluing.)

Because for every ring R there is a unique ring homomorphism Z→ R, we obtain:

Corollary 3.6. Let X be a locally ringed space. Then there exists a unique morphism
X → SpecZ of locally ringed spaces. In particular, SpecZ is a final object in the category
of schemes.

We also see that Hom(X, SpecZ[T ]) = Γ(X,OX). More generally, for an R-scheme X
we have an identification of R-algebras

(3.3.1) HomR(X,A1
R) = Γ(X,OX).

Thus we may consider global sections of OX as morphisms on X with values in the affine
line.
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Remark 3.7. We may apply Proposition 3.4 also to A = Γ(X,OX). Thus for every
locally ringed space X there corresponds to idΓ(X,OX) a functorial morphism of locally
ringed spaces

cX : X → Spec Γ(X,OX)

which we call canonical .

(3.4) Morphisms from SpecK, K a field, into schemes.

Let X be a scheme. Let x ∈ X, and let U ⊆ X be an affine open neighborhood of
x, say U = SpecA. Denote by p ⊂ A the prime ideal of A corresponding to x. Then
OX,x = OU,x = Ap, and the natural homomorphism A→ Ap gives us a morphism

(3.4.1) jx : Spec OX,x = SpecAp → SpecA = U ⊆ X

of schemes. By Proposition 3.2 (2) this morphism is independent of the choice of U . By
Proposition 2.12, jx is a homeomorphism from Spec OX,x onto the subspace Z of all
points x′ ∈ X that are generizations of x (Definition 2.8), i.e., Z is the intersection of all
open subsets of X which contain x.

Let κ(x) = OX,x/mx be the residue class field of x in X. We obtain a morphism of
schemes,

(3.4.2) ix : Specκ(x) −→ Spec OX,x −→ X,

called canonical. The image point of the unique point in Spec κ(x) is x.
Now let K be any field, let f : SpecK → X be a morphism, and let x ∈ X be the image

point of the unique point p of SpecK. Since f is a morphism of locally ringed spaces,
f induces a local homomorphism OX,x → K = OSpecK,p, and hence a homomorphism
ι : κ(x)→ K between the residue class fields. In other words: The morphism f factors as
f = ix ◦ (Spec ι) : SpecK → Specκ(x)→ X.

Proposition 3.8. The above construction gives rise to a bijection

Hom(SpecK,X) −→ {(x, ι); x ∈ X, ι : κ(x)→ K}

Proof. Conversely, we map an element (x, ι : κ(x) → K) of the right hand side to the
morphism

SpecK
Spec ι// Specκ(x)

ix // X,

and these two maps are inverse to each other.

More generally, we have an analogous description for Hom(SpecR,X), where R is a
local ring, see Exercise 3.18.

(3.5) Gluing of schemes, disjoint unions of schemes.

Definition 3.9. A gluing datum of schemes consists of the following data:
• an index set I,
• for all i ∈ I a scheme Ui,
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• for all i, j ∈ I an open subset Uij ⊆ Ui (we consider Uij as open subscheme of Ui),
• for all i, j ∈ I an isomorphism ϕji : Uij → Uji of schemes,

such that
(a) Uii = Ui for all i ∈ I,
(b) the cocycle condition holds: ϕkj ◦ ϕji = ϕki on Uij ∩ Uik, i, j, k ∈ I.

In the cocycle condition we implicitly assume that in particular ϕji(Uij ∩ Uik) ⊆ Ujk,
such that the composition is meaningful. For i = j = k, the cocycle condition implies
that ϕii = idUi and (for i = k) that ϕ−1

ij = ϕji, and that ϕji is an isomorphism
Uij ∩ Uik → Uji ∩ Ujk.

Obviously, one can completely analogously define the notion of gluing datum for sets,
topological spaces or (locally) ringed spaces. In each of these cases, one can construct
from a gluing datum a new object of the concerning category by “gluing” the objects Ui,
which satisfies a universal property as explained below. For schemes, we prove this fact in
the following proposition.

Proposition 3.10. Let ((Ui)i∈I , (Uij)i,j∈I , (ϕij)i,j∈I) be a gluing datum of schemes.
Then there exists a scheme X together with morphisms ψi : Ui → X, such that
• for all i the map ψi yields an isomorphism from Ui onto an open subscheme of X,
• ψj ◦ ϕji = ψi on Uij for all i, j,
• X =

⋃
i ψi(Ui),

• ψi(Ui) ∩ ψj(Uj) = ψi(Uij) = ψj(Uji) for all i, j ∈ I.
Furthermore, X together with the ψi is uniquely determined up to unique isomorphism.

Proposition 3.5 about gluing of morphisms shows that the scheme X in the proposition
satisfies the following universal property: If T is a scheme, and for all i ∈ I, ξi : Ui → T
is a morphism of schemes which induces an isomorphism of Ui with an open subscheme
of Ti, such that ξj ◦ ϕji = ξi on Uij for all i, j ∈ I, then there exists a unique morphism
ξ : X → T with ξ ◦ ψi = ξi for all i ∈ I.

In particular this implies the uniqueness assertion in the proposition. (The uniqueness
of course can also easily be obtained directly from Proposition 3.5 about the gluing of
morphisms.)

Proof. To define the underlying topological space of X, we start with the disjoint union∐
i∈I Ui of the (underlying topological spaces of the) Ui and define an equivalence relation
∼ on it as follows: points xi ∈ Ui, xj ∈ Uj , i, j ∈ I, are equivalent, if and only if xi ∈ Uij ,
xj ∈ Uji and xj = ϕji(xi). The cocycle condition implies that ∼ is in fact an equivalence
relation. As a set, define X to be the set of equivalence classes,

X :=
∐
i∈I

Ui/ ∼ .

The natural maps ψi : Ui → X are injective and we have ψi(Uij) = ψi(Ui) ∩ ψj(Uj) for
all i, j ∈ I. We equip X with the quotient topology, i. e. with the finest topology such that
all ψi are continuous. That means that a subset U ⊆ X is open if and only if for all i the
preimage ψ−1

i (U) is open in Ui. In particular, the ψi(Ui) and the ψi(Uij) = ψi(Ui)∩ψj(Uj)
are open in X.
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To obtain a locally ringed space, we have to “glue” the structure sheaves on the Ui so as
to define a sheaf OX of rings on X. The sheaf OX is uniquely determined by its sections
(and the corresponding restriction maps) on a basis of the topology. It is thus sufficient to
define it on those open subsets U ⊆ X which are contained in one of the ψi(Ui), and to
check that this is well-defined and satisfies the sheaf axioms (Proposition 2.20). For each
such U , we fix once and for all an i with U ⊆ ψi(Ui), and we set OX(U) = OUi(ψ

−1
i (U)).

If U ⊆ ψi(Ui) ∩ ψj(Uj), then we identify the rings OUi(ψ
−1
i (U)) and OUj (ψ

−1
j (U)) via

ϕji. This allows us to define restriction maps. We obtain a sheaf OX of rings on X which
is independent of our choices. Since all the Ui are locally ringed spaces, the same is true
for X.

Furthermore, with this definition the ψi are morphisms of locally ringed spaces; they
identify Ui with (ψi(Ui),OX|ψi(Ui)). Finally all the Ui are schemes by assumption, i. e.,
they are covered, as locally ringed spaces, by affine schemes, and therefore X is a scheme
as well. By construction of X, we have X =

⋃
ψi(Ui).

Example 3.11. (Disjoint union) As a (trivial) special case of this construction we have
the disjoint union of schemes (or locally ringed spaces). We simply let Uij = ∅ for all i, j,
so the underlying topological space is indeed the disjoint union of the Ui. The structure
sheaf is the “obvious” sheaf. We denote the disjoint union by

∐
i∈I Ui.

Example 3.12. Let X1, . . . , Xn be affine schemes, Xi = SpecAi. Then
∐n
i=1Xi is also

an affine scheme, which is isomorphic to Spec
∏n
i=1Ai. The disjoint union of infinitely

many (non-empty) affine schemes is not affine, though (see Exercise 3.9).

Example 3.13. (Gluing of two schemes) Note that in case the index set I has only
two elements, any two open subsets U12 ⊆ U1, U21 ⊆ U2 together with an isomorphism
ϕ : U12

∼→ U21 already yield a gluing datum. Denote by X the scheme obtained by gluing
U1 and U2 along ϕ. We can then view U1 and U2 as open subschemes of X. The definition
of the structure sheaf OX in the proof of Proposition 3.10 shows that for every open
subset V ⊆ X we have

Γ(V,OX) = { (s1, s2) ∈ Γ(V ∩ U1,OU1
)× Γ(V ∩ U2,OU2

) ; ϕ[(s2|U21∩V ) = s1|U12∩V }.

As an example, we consider the “affine line with a double point”: Let k be a field,
and let U1 = U2 = A1

k = Spec k[T ]. Fix a closed point x ∈ A1
k and let U12 = U1 \ {x},

U21 = U2 \ {x}. We define a gluing isomorphism ϕ : U12
∼→ U21 as the identity morphism.

By gluing, we get a scheme X which we should think of as an affine line with the point x
doubled. This scheme is not affine (see Exercise 3.26).

Examples of schemes

Again one of the most important examples of a scheme is projective space PnR – now
defined over an arbitrary base ring R. Again we may define for a set M of homogeneous
polynomials in R[X0, . . . , Xn] the vanishing scheme V+(M). Once we have defined the
notion of a closed subscheme in Section (3.15), we will see that V+(M) is a closed
subscheme of PnR. In Chapter 13 we will generalize the construction of PnR and of V+(M)
and prove that every closed subscheme of PnR is of the form V+(M) (Proposition 13.24).
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(3.6) Projective Space PnR.

Let R be a ring. We define the projective space PnR (over R) by gluing n+1 copies of affine
space AnR. To distinguish between the different copies, we write Ui = AnR, i = 0, . . . , n. So
Ui is the spectrum of a polynomial ring in n indeterminates over R. It is useful to choose
X0

Xi
, . . . , X̂iXi , . . . ,

Xn
Xi

as coordinates (where T̂i means that Ti is to be omitted), so we have

Ui = SpecR

[
X0

Xi
, . . . ,

X̂i

Xi
, . . . ,

Xn

Xi

]
,

and we can view all these rings as subrings of the ring R[X0, . . . , Xn, X
−1
0 , . . . , X−1

n ].
We define a gluing datum with index set {0, . . . , n} as follows: For 0 ≤ i, j ≤ n let

Uij = DUi(
Xj
Xi

) ⊆ Ui if i 6= j, and Uii = Ui. Further, let ϕii = idUi and for i 6= j let

ϕji : Uij → Uji

be the isomorphism defined by the equality

R

[
X0

Xi
, . . . ,

X̂i

Xi
, . . . ,

Xn

Xi

]
Xj
Xi

←− R

[
X0

Xj
, . . . ,

X̂j

Xj
, . . . ,

Xn

Xj

]
Xi
Xj

,

(as subrings of R[X0, . . . , Xn, X
−1
0 , . . . , X−1

n ]) of the affine schemes Uij and Uji. Since the
ϕij are defined by equalities, the cocycle condition holds trivially, and we obtain a gluing
datum and by Proposition 3.10 a scheme. This scheme is called the projective space of
relative dimension n over R and it is denoted by PnR. We consider the schemes Ui as open
subschemes of PnR and denote them also by D+(Xi).

Remark 3.14. It is easy to see that the canonical ring homomorphism R→ Γ(PnR,OPnR)
is an isomorphism (Exercise 3.10). This implies that for n > 0 the scheme PnR is not affine,
since otherwise we would have PnR = SpecR.

Remark 3.15. If k is an algebraically closed field, we had a morphism of prevarieties
An+1(k) \ {0} → Pn(k) sending (x0, . . . , xn) to (x0 : · · · : xn). An analogous morphism
can also be defined for the projective space over an arbitrary ring. Let R[T0, . . . , Tn]→ R
be the R-algebra homomorphism that sends Ti to 0 for all i. The corresponding scheme
morphism 0: SpecR→ An+1

R defines an isomorphism of SpecR onto V (T0, . . . , Tn). We
denote by An+1

R \ {0} the open complement of V (T0, . . . , Tn) in An+1
R considered as an

open subscheme of An+1
R . Clearly we have An+1

R \ {0} =
⋃n
i=0D(Ti). For all i = 0, . . . , n

let pi be the scheme morphism

pi : D(Ti) = SpecR[T0, . . . , Tn, T
−1
i ]→ D+(Xi) = SpecR

[
X0

Xi
, . . . ,

X̂i

Xi
, . . . ,

Xn

Xi

]

corresponding to the R-algebra homomorphism given by Xj/Xi 7→ Tj/Ti. Then it is easy
to see that the pi glue together to a scheme morphism

(3.6.1) p : An+1
R \ {0} → PnR.
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(3.7) Vanishing schemes in projective space.

Let again R be a ring. As in Section (1.19), we view R[X0, . . . , Xn] as a graded R-
algebra. Let M ⊆ R[X0, . . . , Xn] be a subset of homogeneous polynomials and let I ⊆
R[X0, . . . , Xn] be the ideal generated by M . Ideals generated by homogeneous elements
are called homogeneous ideals. For such an ideal we have I =

⊕
d(I ∩R[X0, . . . , Xn]d).

We want to construct a scheme V+(M) = V+(I) which is the analogue of the variety
of common zeros of the homogeneous polynomials in I (see Section (1.21)), by gluing
affine schemes. If M = {f1, . . . , fr} is a finite set, we also write V+(f1, . . . , fr) instead of
V+(M).

As in Section (1.20), let Ui = SpecR[X0

Xi
, . . . , X̂iXi , . . . ,

Xn
Xi

]. By dehomogenizing with
respect to Xi (compare Section (1.19)) every homogeneous polynomial in I yields an
element in Γ(Ui,OUi). Denote the ideal generated by all these elements by Φi(I). We
want to glue the schemes Vi := Spec Γ(Ui,OUi)/Φi(I) along their open subschemes

Vij := DVi

(
Xj

Xi

)
⊆ Vi.

The gluing isomorphisms which we used to glue the Ui in Section (3.6) restrict to
isomorphisms Vji

∼→ Vij , since for a homogeneous polynomial f ∈ I of degree d we have

Xd
i Φi(f) = Xd

j Φj(f),

for the dehomogenizations with respect to Xi and Xj , respectively. So if Xi
Xj

is invertible,

then Φi(f) and Φj(f) differ only by a unit. Hence the images of the ideals Φi(I) and

Φj(I) in the coordinate ring of Uij = DUi(
Xj
Xi

) coincide, and this gives us the desired
identification Vij = Vji. Since the cocycle condition holds for the Ui and Uij , it is satisfied
in this situation, as well. So by gluing we obtain a scheme which we denote by V+(I),
together with a morphism ι : V+(I) → PnR. The underlying topological space of V+(I)
is a closed subspace of PnR, and the morphism ι is a so-called closed immersion; see
Section (3.15), in particular Example 3.48. We call V+(I) the vanishing scheme of I (or
of M).

In this way, we obtain a huge number of examples of schemes: whenever we write down
homogeneous polynomials in X0, . . . , Xn with coefficients in a ring R, we can consider
their scheme of common zeros inside PnR. We will study these schemes in more detail in
Chapter 13. Usually these schemes are not affine (see Corollary 13.77 for a more precise
statement).

In Proposition 1.65 we have seen that morphisms between projective varieties can
be described by homogeneous polynomials. This is also true over arbitrary rings (see
Section (4.14)).
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Basic properties of schemes and morphisms of schemes

(3.8) Topological Properties.

Definition 3.16.
(a) A scheme is called connected, if the underlying topological space is connected.
(b) A scheme is called quasi-compact, if the underlying topological space is quasi-compact,

i. e., if every open covering admits a finite subcovering.
(c) A scheme is called irreducible, if the underlying topological space is irreducible, i. e.,

if it is non-empty and not equal to the union of two proper closed subsets.

We have seen in Proposition 2.5 that all affine schemes are quasi-compact. A (trivial)
example of a scheme which is not quasi-compact is the disjoint union of infinitely many
non-empty schemes. But there also exist connected (and even irreducible) schemes which
are not quasi-compact; see Exercises 3.2 and 3.26.

Definition 3.17. A morphism f : X → Y of schemes is called injective, surjective
or bijective, respectively, if the continuous map X → Y of the underlying topological
spaces has this property.

Similarly, f is called open, closed, or a homeomorphism, respectively, if the underlying
continuous map has this property.

Finally, f is called dominant if f(X) is a dense subspace of Y .

Note that a homeomorphism of schemes in general is not an isomorphism (see Exer-
cise 3.6 or Exercise 12.21 for examples).

(3.9) Noetherian Schemes.

The notion of a noetherian ring is central in algebra. Of similar importance is its general-
ization to schemes in algebraic geometry.

Definition 3.18. A scheme X is called locally noetherian, if X admits an affine open
cover X =

⋃
Ui, such that all the affine coordinate rings Γ(Ui,OX) are noetherian. If in

addition X is quasi-compact, X is called noetherian.

Because any localization of a noetherian ring is noetherian again, every locally noetherian
scheme has a basis of its topology consisting of noetherian affine open subschemes. Because
all affine schemes are quasi-compact, in this case the notions “noetherian” and “locally
noetherian” coincide.

We also see that all the local rings OX,x of a locally noetherian scheme X are noetherian.
But even for affine schemes X it is not true that if OX,x is noetherian for all x ∈ X, then
X is noetherian (see Exercise 3.21).

Proposition 3.19. Let X = SpecA be an affine scheme. Then X is noetherian if and
only if A is a noetherian ring.
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Proof. By definition, the condition is sufficient. Now assume that X is noetherian. Let
I ⊆ A be an ideal; we show that it is finitely generated. By assumption, we can cover
SpecA by finitely many affine open subschemes, which are spectra of noetherian rings.
Since any localization of a noetherian ring is noetherian again, we may (using Lemma 3.3)
even cover SpecA by affine open subschemes of the form D(fi), fi ∈ A, i = 1, . . . , n,
such that all Afi are noetherian rings. The ideals Ji := IAfi of Afi are hence finitely
generated, and the claim follows from the following lemma.

Lemma 3.20. Let A be a ring, and let SpecA =
⋃
i∈I D(fi) be a finite open covering

by principal open subsets (i.e., the ideal generated by the fi is all of A). Let M be an
A-module. Then M is finitely generated if and only if for all i, the localization Mfi is a
finitely generated Afi-module.

Proof. Clearly, the condition is necessary. Now let Mfi be finitely generated over Afi ,
for all i, say by elements mij/(fi)

nij , j = 1, . . . , ri, mij ∈ M . Then the submodule
N ⊆ M generated by all the mij is a finitely generated A-module, with the property
that Nfi = Mfi for all i. For the A-module M/N we therefore get that all localizations
(M/N)p ∼= M/N ⊗A Ap at prime ideals p ∈ SpecA vanish, which implies that M/N = 0,
hence M = N is finitely generated.

Remark 3.21. The underlying topological space of an affine noetherian scheme is clearly
noetherian (in the sense of Definition 1.23). Moreover Lemma 1.24 then implies that if
X is any noetherian scheme, the underlying topological space of X is noetherian (and
in particular has only finitely many irreducible components). The converse statement is
false, see Exercise 3.4.

Corollary 3.22. Let X be a (locally) noetherian scheme and U ⊆ X an open subscheme.
Then U is (locally) noetherian.

Proof. In the locally noetherian case, this is obvious. If X is noetherian, then by Re-
mark 3.21 the underlying topological space is noetherian, hence every open in it is
quasi-compact by Lemma 1.25.

(3.10) Generic Points.

The underlying topological spaces of schemes have usually lots of points that are not
closed. In particular they are far from being Hausdorff. Instead of viewing this as a
pathology one should think of this as an advantage: There are points x such that their
closure {x} is quite large and this will enable us to reduce the analysis of certain properties
to considerations about a single point. We will see examples of this throughout the book.

Let X be a scheme. In Chapter 2 we introduced the following terminology. If Z is a
subset of X, then a point z ∈ Z is called a generic point of Z, if {z} is dense in Z. As
the closure of an irreducible subset is again irreducible, the subset Z must be irreducible,
if it admits a generic point.

In those topological spaces which arise as the underlying spaces of schemes, a much
stronger property is satisfied: Every irreducible closed subset has a uniquely determined
generic point. This statement is the key point of the following proposition.
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Proposition 3.23. Let X be a scheme. The mapping

X −→ {Z ⊆ X; Z closed, irreducible}
x 7→ {x}

is a bijection, i. e. every irreducible closed subset contains a unique generic point.

Proof. We know already that this property is true for affine schemes (Corollary 2.7). Now
let Z ⊆ X be irreducible and closed, and let U ⊆ X be an affine open subset such that
Z ∩ U 6= ∅. Then the closure of Z ∩ U in X is Z because Z is irreducible. In particular,
Z ∩ U is irreducible, and the generic point in Z ∩ U is a generic point of Z.

If z ∈ Z is a generic point, then z is contained in every open subset of X which meets
Z, hence also in every U as above, and hence the uniqueness statement in the affine case
implies the uniqueness of generic points in general.

Let X be a scheme. For every point x ∈ X there exists a maximal point η (i.e., η is the
generic point of an irreducible component of X) such that η is a generization of x (i.e.,
x ∈ {η}). The existence of specializations that are closed points is more subtle. In general
it may happen that a non-empty scheme X does not have any closed point, even if X
is irreducible (see Exercise 3.14). Clearly this cannot happen if X is affine (because any
prime ideal is contained in a maximal ideal), and it is not difficult to deduce that if X
is a quasi-compact scheme, then for any x ∈ X there exists a closed point y of X such
that y ∈ {x} (Exercise 3.13). In Section (3.12) we will see another important special case
where every point has a specialization that is closed, namely schemes locally of finite type
over a field. In fact this holds more generally for arbitrary locally noetherian schemes, see
Exercise 5.5.

The following purely topological statement is an example for a property that has only
to be checked at the generic point.

Proposition 3.24. Let f : X → Y be an open morphism of schemes and let Y be
irreducible with generic point η. Then X is irreducible if and only if the fiber f−1(η)
(considered as a subspace of X) is irreducible.

Proof. As f is open, we have f−1(η) = f−1({η}) = f−1(Y ) = X. Thus the claim follows
from Lemma 1.17.

Although schemes are almost never Hausdorff, they at least satisfy the following weaker
separation property.

Proposition 3.25. Let X be a scheme. Then the underlying topological space of X is a
Kolmogorov space (or T0-space), i. e. for any two distinct points x, y ∈ X there exists an
open subset of X which contains exactly one of the points.

Proof. Without loss of generality, we may assume that X is affine. Then the points x, y
correspond to prime ideals p, q in the affine coordinate ring Γ(X,OX). We may assume
that p 6⊆ q. Let f ∈ p \ q. Then D(f) is an open subset of X which contains q, but does
not contain p.

We will study in Chapter 9 a property of schemes which in a sense is a substitute for
the Hausdorff property, the so-called separatedness.
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(3.11) Reduced and integral schemes, function fields.

In this section we generalize the notion of being reduced or an integral domain from rings
to schemes.

Definition 3.26.
(a) A scheme X is called reduced, if all local rings OX,x, x ∈ X, are reduced rings.
(b) An integral scheme is a scheme which is reduced and irreducible.

Proposition 3.27.
(1) A scheme X is reduced if and only if for every open subset U ⊆ X the ring Γ(U,OX)

is reduced.
(2) A non-empty scheme X is integral if and only if for every open subset ∅ 6= U ⊆ X

the ring Γ(U,OX) is an integral domain.
(3) If X is an integral scheme, then for all x ∈ X the local ring OX,x is an integral

domain.

The converse in (3) does not hold (see Exercise 3.16).

Proof. (1). Let X be reduced, let U ⊆ X be open, and consider f ∈ Γ(U,OX) such that
fn = 0. If we had f 6= 0, then there would exist x ∈ U with fx 6= 0 (in OX,x), but fnx = 0.

The converse is also easy: Let f ∈ OX,x be a nilpotent element. Then there exists an
open U ⊆ X and a lift f ∈ Γ(U,OX) of f . By shrinking U , if necessary, we may assume
that f is nilpotent, and hence = 0.

(2). Let X be integral. Because all open subschemes of X are integral, too, it is
enough to show that Γ(X,OX) is a domain. Take f, g ∈ Γ(X,OX) such that fg = 0. Then
X = V (f)∪V (g), so by the irreducibility we get, say, X = V (f). We want to show that f
must then be 0. We can check this locally on X, so we may assume that X is affine. Then
f lies in the intersection of all prime ideals, i. e. in the nil-radical of the affine coordinate
ring of X. Since X is reduced, by (1) the nil-radical is the zero ideal.

If conversely all Γ(U,OX) are integral domains, then by (1) X is reduced. If there
existed non-empty affine open subsets U1, U2 ⊆ X with empty intersection, then the sheaf
axioms imply that

Γ(U1 ∪ U2,OX) = Γ(U1,OX)× Γ(U2,OX).

But the product on the right hand side obviously contains zero divisors.
(3). This follows from (2), since any (non-zero) localization of a domain is a domain.

An affine scheme X = SpecA is integral if and only if A is a domain. The generic point
η of X then corresponds to the zero ideal of A, and the local ring OX,η is the localization
A(0), which is just the field of fractions of A. This also shows that the local ring at the
generic point of an arbitrary integral scheme is a field.

Definition 3.28. Let X be an integral scheme, and let η ∈ X be its generic point. Then
the local ring OX,η is a field, which is called the function field of X and denoted by K(X).

For an integral scheme all “rings of functions” are contained in its function field. More
precisely we have:
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Proposition 3.29. Let X be an integral scheme with generic point η and let K(X) be
its function field.
(1) If U = SpecA is a non-empty open affine subscheme of X, then K(X) = Frac(A). If

x ∈ X, then Frac(OX,x) = K(X).
(2) Let U ⊆ V ⊆ X be non-empty open subsets. Then the maps

Γ(V,OX)
resVU−−−→ Γ(U,OX)

f 7→fη−−−→ K(X)

are injective.
(3) For every non-empty open subset U ⊆ X and for every covering U =

⋃
i Ui by

non-empty open subsets Ui we have

Γ(U,OX) =
⋂
i

Γ(Ui,OX) =
⋂
x∈U

OX,x,

where the intersection takes place in K(X).

Proof. For x ∈ U = SpecA ⊆ X we have η ∈ U and η corresponds to the zero ideal in the
integral domain A. Moreover OX,x = Apx . Hence K(X) = OU,η = Frac(A) = Frac(Apx).
This proves (1).

To show (2) it suffices to prove that for ∅ 6= U ⊆ X and f ∈ Γ(U,OX) with fη = 0 we
have f = 0. As f = 0 is equivalent to f |W = 0 for all open non-empty affine subschemes
W ⊆ U , we may assume that U = SpecA is affine. But in this case the map is simply the
canonical inclusion A ↪→ Frac(A) = K(X).

The first equality in (3) follows from the injectivity of restriction maps and the fact
that OX is a sheaf. The second equality follows from the analogous assertion for affine
integral schemes in Example 2.37.

Prevarieties as Schemes

In a sense, schemes provide a generalization of the notion of prevariety which we defined
in Chapter 1. However, prevarieties are not schemes – they are missing exactly the generic
points of irreducible closed subsets which consist of more than one point. On the other
hand, there is a natural way to associate a scheme to any given prevariety. In the case
of affine varieties, the obvious way to do this is to associate to an affine variety X the
spectrum Spec Γ(X,OX) of its coordinate ring. In the following sections, we will deal with
the general case. We will obtain a fully faithful functor from the category of prevarieties
over an algebraically closed field k to the category of k-schemes. One of our tasks is to
analyze which schemes arise in this way. Among the properties all schemes arising from
prevarieties have, is being “of finite type” over the base field; this is the content of the
next section.
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(3.12) Schemes (locally) of finite type over a field.

If A is the coordinate ring of an affine variety over an algebraically closed field k, then
A is a finitely generated k-algebra. Let us define a corresponding notion in the case of
arbitrary k-schemes (and arbitrary fields k).

Definition 3.30. Let k be a field, and let X → Spec k be a k-scheme. We call X a
k-scheme locally of finite type or say that X is locally of finite type over k, if there is
an affine open cover X =

⋃
i∈I Ui such that for all i, Ui = SpecAi is the spectrum of a

finitely generated k-algebra Ai. We say that X is of finite type over k if X is locally of
finite type and quasi-compact.

In Section (10.2) we will define more generally, when a morphism f : X → Y of schemes
is called “(locally) of finite type”. The definition above is the special case Y = Spec k.

Because every finitely generated k-algebra is noetherian, it follows immediately from
the definition that every k-scheme (locally) of finite type is (locally) noetherian.

Proposition 3.31. Let X be a k-scheme locally of finite type and let U ⊆ X be an open
affine subset. Then the k-algebra Γ(U,OX) is a finitely generated k-algebra.

Proof. Let B = Γ(U,OX). Since the localization of a finitely generated k-algebra with
respect to a single element is again finitely generated, we see, using Lemma 3.3, that
we can cover U by finitely many principal open subsets D(fi), f1, . . . , fn ∈ B, such that
all localizations Bfi are finitely generated k-algebras. The claim now follows from the
following lemma (with A = k).

Lemma 3.32. Let A be a ring and let B be an A-algebra. Let f1, . . . , fn ∈ B be elements
generating the unit ideal (1), and such that for all i, the localization Bfi is a finitely
generated A-algebra. Then B is a finitely generated A-algebra.

Proof. By assumption, there exist gi ∈ B with
∑
i gifi = 1. Furthermore, all the Bfi are

finitely generated, so we can find finitely many elements bij which generate Bfi as an
A-algebra. We write bij = cij/f

m
i with cij ∈ B and some m ≥ 0, which we may assume

to be independent of i, j.
Let C be the A-subalgebra of B generated by all elements gi, fi, cij . We will show that

C = B, which of course implies that B is finitely generated. Let b ∈ B. For N sufficiently
large, and all i, we have fNi b ∈ C. Because

∑
i gifi = 1, we get that the fi generate

the unit ideal in C, so the same is true for fN1 , . . . , f
N
n (Lemma 2.4), hence there exist

u1, . . . , un ∈ C such that
∑
i uif

N
i = 1. So we obtain b = (

∑
i uif

N
i )b ∈ C.

Proposition 3.33. Let k be a field, let X be a k-scheme locally of finite type, and let
x ∈ X. Then the following assertions are equivalent.
(i) The point x ∈ X is closed.
(ii) The field extension k ↪→ κ(x) is finite.
(iii) The field extension k ↪→ κ(x) is algebraic.

Proof. If x ∈ X is a closed point, there exists an open affine neighborhood U = SpecA of
x such that x is closed in U and hence corresponds to a maximal ideal m of the finitely
generated k-algebra A. By Hilbert’s Nullstellensatz (Theorem 1.7) A/m = κ(x) is a finite
extension of k. This proves that (i) implies (ii). The implication “(ii) ⇒ (iii)” is clear.
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Let us assume that κ(x) is an algebraic extension of k and let U = SpecA be an open
affine neighborhood of x. Consider the composition

k ↪→ A→ A/px ↪→ Frac(A/px) = κ(x).

As κ(x) is integral over k, the subring A/px is also integral over k. But by Lemma 1.9
this shows that A/px is a field. Thus x is closed in U for all open affine neighborhoods U
of x. This shows that x is closed in X.

Note that in general, it can happen that a point x of some scheme X has got an
open neighborhood in which it is closed, without being closed in X (e. g. take x in
U = {x}, where x is the generic point of the spectrum X of a discrete valuation ring, see
Example 2.14). However, the proposition shows that for schemes locally of finite type
over a field this cannot happen.

We will now see that the set of closed points in a k-scheme locally of finite type is very
dense in the following sense.

Definition and Remark 3.34. A subset Y of a topological space X is called very dense,
if the following equivalent conditions are satisfied:
(i) The map U 7→ U ∩ Y defines a bijection between the set of open subsets of X and the

set of open subsets of Y .
(ii) The map F 7→ F ∩ Y defines a bijection between the set of closed subsets of X and

the set of closed subsets of Y .
(iii) For every closed subset F ⊆ X, we have F = F ∩ Y .
(iv) Every non-empty locally closed subset Z of X contains a point of Y .

Proof. The equivalence of (i), (ii), and (iii) is clear. We prove “(iii) ⇒ (iv)”: Write
Z = F \ F ′ for closed subsets F ′ ( F of X. If we had (F ∩ Y ) \ (F ′ ∩ Y ) = Z ∩ Y = ∅,
then F ∩ Y = F ′ ∩ Y and hence F = F ′ by (iii).

Let us also prove the implication “(iv) ⇒ (ii)”: Assume F , F ′ are closed subsets
of X with F ∩ Y = F ′ ∩ Y , or equivalently

(
(F ∪ F ′) \ (F ∩ F ′)

)
∩ Y = ∅. Then

(F ∪ F ′) \ (F ∩ F ′) = ∅, so F = F ′.

Proposition 3.35. Let X be a scheme locally of finite type over a field k. Then the subset
of closed points of X is very dense in the topological space X.

Proof. We prove that every non-empty locally closed subset of X contains a closed point.
By shrinking the subset in question, we may assume that it is closed in an affine open
subset U = SpecA of X. By our assumption, A is a finitely generated k-algebra. Every
closed subset in U has the form V (a) for an ideal a ⊆ A, and since V (a) 6= ∅, the ideal a
is contained in a maximal ideal of A. This shows that V (a) contains a closed point of
SpecA. But Proposition 3.33 shows that in our situation all closed points of SpecA are
also closed in X, and this proves the proposition.

As we have seen in Theorem 1.7, in a finitely generated k-algebra every prime ideal is
the intersection of maximal ideals. Hence the proposition also follows from Exercise 10.16.
As another consequence of Proposition 3.33, we obtain the following corollary, where, in
the second term, we write k = κ(x) to indicate that the homomorphism k → κ(x) given
by the k-scheme structure of X is an isomorphism.



83

Corollary 3.36. Let k be algebraically closed and let X be a k-scheme locally of finite
type. Then

{x ∈ X ; x closed } = {x ∈ X ; k = κ(x) } = X(k) := Homk(Spec k,X),

where the second identity is given by Proposition 3.8. Moreover the set of closed points is
very dense in X.

(3.13) Equivalence of the category of integral schemes of finite type over k
and prevarieties over k.

We will now define the correspondence between prevarieties and certain k-schemes. So let
k be an algebraically closed field. We have already shown that the following categories are
equivalent (the equivalence of (i) and (ii) holds by Theorem 2.35 and Proposition 3.31,
the equivalence of (ii) and (iii) is Corollary 1.47):

(i) the category of integral affine schemes of finite type over k
(ii) the opposite category of the category of integral finitely generated k-algebras
(iii) the category of affine varieties (in the sense of Definition 1.46)

We extend this equivalence of categories as follows. For a k-scheme X locally of
finite type we will identify X(k) = Homk(Spec k,X) with the set of closed points of X
(Corollary 3.36). In particular we view X(k) as a very dense subspace of the underlying
topological space of X. We define a sheaf of rings by

OX(k) := α−1OX ,

where α : X(k)→ X is the inclusion. We obtain a ringed space (X(k),OX(k)).

Theorem 3.37. The above construction (X,OX) 7→ (X(k),OX(k)) gives rise to an
equivalence of the following categories:
• the category of integral schemes of finite type over k
• the category of prevarieties over k (in the sense of Definition 1.46)

We will divide the proof into two parts.

Proof. (Part I: The functor (X,OX) 7→ (X(k),OX(k))) We start by showing that the
above construction indeed defines a functor from the category of integral k-schemes X of
finite type to the category of prevarieties. Let U ⊆ X be an open subset. Let us show
that we have inclusions

OX(k)(U ∩X(k)) ↪→ Map(U ∩X(k), k),

such that the restriction maps of the sheaf OX(k) are given by the restriction of maps.
This means that (X(k),OX(k)) is a space with functions.

Given f ∈ OX(k)(U ∩X(k)) = OX(U), we associate to it the map

U ∩X(k) −→ k, x 7→ f(x) := πx(f),

where πx denotes the natural map πx : OX(U) → OX,x → κ(x) = k. Here we consider
x as a closed point. Then restriction of sections corresponds precisely to restriction of
functions. It remains to show that elements f, g ∈ OX(k)(U ∩X(k)) giving rise to the
same function U ∩X(k) −→ k must coincide. This however can be checked locally on U ,
so we can assume that U is affine, say U = SpecA. Then πx(f) = πx(g) for every closed
point x ∈ SpecA, in other words:
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f − g ∈
⋂

m⊂A
maximal ideal

m = nil(A) = 0,

because A is a finitely generated reduced k-algebra.
Since we can cover X by finitely many affine schemes, which are the spectrums of

integral finitely generated k-algebras, we obtain that the space with functions defined in
this way, is indeed a prevariety.

Furthermore the construction is functorial, because any morphism of schemes of finite
type over k maps closed points to closed points (Proposition 3.33).

To define a quasi-inverse of the functor (X,OX) 7→ (X(k),OX(k)) we first start with a
general topological construction that will produce from the underlying topological space
of a prevariety the underlying topological space of the corresponding scheme.

Given a scheme, every irreducible closed subset of its underlying topological space
has got a unique generic point. In some sense, the existence of these points is the only
difference between integral schemes of finite type over k and prevarieties over k: in a
prevariety, every point is a closed point. To get the equivalence of categories we are
aiming at, we would like to construct, for any given prevariety, a locally ringed space
whose underlying topological space has the property that every irreducible closed subset
contains a unique generic point. Such spaces are also called sober . The general topological
construction is the following.

Remark 3.38. (Sobrification of topological spaces) Let X be a topological space in
which all points are closed. We define a topological space t(X) as follows: As a set, t(X)
is the set of all irreducible closed subsets of X.

We now define a topology on t(X): Whenever Z ⊆ X is a closed subset, t(Z) is a
subset of t(X). We define the closed subsets of t(X) to be precisely the subsets of the
form t(Z), for Z ⊆ X closed. Because t(

⋂
i Zi) =

⋂
t(Zi) and t(Z1 ∪ Z2) = t(Z1) ∪ t(Z2)

for closed subsets Z1, Z2, Zi ⊆ X, we see that these sets in fact are the closed sets of a
topology on t(X). If f : X → Y is a continuous map, then we obtain a continuous map
t(f) : t(X)→ t(Y ), by mapping each point of t(X), corresponding to an irreducible closed
subset of X, to the closure of its image under f , considered as a point of t(Y ). All in all,
we have defined a functor from the category of topological spaces all of whose points are
closed to the category of topological spaces.

Every irreducible closed subset of t(X) is of the form t(Z) for Z ⊆ X closed and
irreducible, and has the point Z ∈ t(Z) as its unique generic point.

Given X, we have a natural continuous map αX : X → t(X): it maps each point x ∈ X
to the (irreducible, closed) subset {x} ∈ t(X). The mapping U 7→ α−1

X (U) is a bijection
between the set of closed subsets of t(X) and the set of closed subsets of X. So αX is a
homeomorphism from X onto the set of closed points in t(X), and this set is very dense
in t(X).

In fact, this construction can be generalized to arbitrary topological spaces. One obtains
a functor from the category of topological spaces to the full subcategory of sober topological
spaces which is left adjoint to the inclusion functor (see e.g. [EGAInew] 0I (2.9.2)).

Proof. (Part II: The quasi-inverse of (X,OX) 7→ (X(k),OX(k))) Let X be a prevariety.
Let αX : X → t(X) be the natural map considered above. We consider the system of
functions OX we are given on X as a sheaf on X. Then (t(X), αX,∗OX) is a locally ringed
space: In case X is an affine variety with affine coordinate ring A, we can identify the
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topological space X with the set of maximal ideals of A with the Zariski topology, and
then t(X) is homeomorphic to SpecA (Proposition 1.20). Since OX(D(f)) = Af for all
f ∈ A, our claim is proved in this case, and the general case follows by considering a
covering of X by affine varieties.

Now let f : X → Y be a morphism of prevarieties. By functoriality, we obtain a
continuous map t(f) : t(X)→ t(Y ) and a sheaf homomorphism αY,∗OY → t(f)∗(αX,∗OX).
Because the morphism of the “sheaves” on X and Y is given by composition of functions,
we get a morphism of locally ringed spaces.

Because affine varieties, as well as affine schemes, are determined uniquely by their
affine coordinate ring, it is not hard to see that the two functors are quasi-inverse to each
other.

Remark 3.39. Let k be an algebraically closed field, and let X be an integral scheme
of finite type over k. Let X(k) be the corresponding prevariety. Then the function fields
K(X) and K(X(k)) coincide.

Via this equivalence of categories the k-scheme Ank (resp. Pnk ) corresponds to the
prevariety An(k) (resp. Pn(k)). Thus the notation of the functor blends nicely with the
notation used in Chapter 1.

In Section (4.2) we will see that although in general a scheme X is (obviously) not
determined by its set X(k) of k-valued points for some field k, it is determined by all the
sets X(R) := Hom(SpecR,X) of “R-valued points”, R a ring, together (considered as a
functor from the category of rings to the category of sets).

Subschemes and Immersions

(3.14) Open Immersions.

In 3.2 we defined the notion of open subscheme; it has since played an important role. For
a scheme X and any open subset U ⊆ X, there exists a unique open subscheme whose
underlying topological space is U . An open immersion is a morphism of schemes which
induces an isomorphism between its source and an open subscheme of its target, in other
words:

Definition 3.40. A morphism j : Y → X of schemes is called an open immersion, if
the underlying continuous map is a homeomorphism of Y with an open subset U of X,
and the sheaf homomorphism OX → j∗OY induces an isomorphism OX|U ∼= (j∗OY )|U (of

sheaves on U).

(3.15) Closed subschemes.

The notion of closed subscheme is a little more involved. This can be seen already in
the case of affine schemes: If A is a ring, and a an ideal of A, then we can identify the
topological space SpecA/a with the closed subspace V (a) of SpecA. Certainly it is a
good start to say that schemes of the form SpecA/a should be the closed subschemes of
SpecA. Two such “subschemes” should coincide if and only if the corresponding ideals
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are equal. This means that unlike in the case of prevarieties, there may be many closed
subschemes with the same underlying closed subset (compare Example 2.40). This means
that in addition to the closed subset, we also must consider the information given by the
structure sheaf. We will show that the following definition of closed subschemes has the
desired properties, and that the closed subschemes of an affine scheme SpecA correspond
bijectively to the quotients of A.

Given a ringed space (X,OX), we call a subsheaf J ⊆ OX a sheaf of ideals, if for
every open subset U ⊆ X the sections Γ(U,J ) are an ideal in Γ(U,OX). The quotient
sheaf OX/J is defined as the sheaf associated to the presheaf U 7→ OX(U)/J (U). It is
a sheaf of rings. The canonical projection OX → OX/J is surjective (since the stalks of
OX → OX/J agree with the stalks of the presheaf above).

Definition 3.41. Let X be a scheme.
(1) A closed subscheme of X is given by a closed subset Z ⊆ X and an ideal sheaf

J ⊆ OX such that Z = {x ∈ X ; (OX/J )x 6= 0 } and (Z, (O/J )|Z) is a scheme.
(2) A morphism i : Z → X of schemes is called a closed immersion, if the underlying

continuous map is a homeomorphism between Z and a closed subset of X, and the
sheaf homomorphism i[ : OX → i∗OZ is surjective.

If Z ⊆ X is a closed subscheme as in (1) with corresponding ideal sheaf J , then Z is
determined by J (in the terminology introduced in Section (7.6), Z is the support of
OX/J ). Writing i for the inclusion Z ↪→ X and OZ = (O/J )|Z , we have i∗OZ = OX/J

and denoting by i[ the canonical projection OX → OX/J = i∗OZ , the morphism (i, i[)
is a closed immersion. We can recover J as the kernel of i[. On the other hand, every
closed immersion induces an isomorphism of its source with a uniquely determined closed
subscheme of its target.

Note that in part (1) of the definition we explicitly require that (Z, i−1(OX/J )) be
a scheme. This will not be true for an arbitrary sheaf of ideals J . Our aim will be to
gain a better understanding about which sheaves of ideals give rise to closed subschemes.
(We will ultimately reach this aim in Chapter 7, where we will define the notion of
quasi-coherent sheaf; we will then see that a sheaf of ideals defines a closed subscheme
if and only if it is quasi-coherent. Thus we obtain a bijection between the set of closed
subschemes of a scheme X and the set of quasi-coherent ideal sheaves of OX .)

Given a ring A and an ideal a ⊆ A, SpecA/a ⊆ SpecA is a closed subscheme, as we
wanted (see Example 2.39). At this point it is not at all clear, however, that all closed
subschemes of SpecA are of this form; we will prove this now.

Theorem 3.42. Let X = SpecA be an affine scheme. For every ideal a ⊆ A let V (a) be the
corresponding closed subscheme (with the scheme structure induced via the homeomorphism
V (a) ∼= SpecA/a). The mapping a 7→ V (a) is a bijection between the set of ideals of A
and the set of closed subschemes of X. In particular, every closed subscheme of an affine
scheme is affine.

Proof. Assume that Z is a closed subscheme of X, and i : Z ⊆ X is the inclusion. Then
by definition the sheaf homomorphism OX → i∗OZ is surjective, and we write

IZ := Ker(A = Γ(X,OX)→ Γ(X, i∗OZ) = Γ(Z,OZ)).

This is an ideal of A. If Z is of the form V (a), as we want to show, then clearly IZ = a.
To prove the theorem, it is therefore enough to show that for every closed subscheme Z
of SpecA we have Z = V (IZ).
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By definition, the ring homomorphism ϕ : A → Γ(Z,OZ) factors through A/IZ , and
hence the inclusion of Z into X factors through Z → SpecA/IZ . By replacing A by A/IZ ,
we may therefore assume that ϕ is injective. Under this additional assumption we have to
show that the inclusion Z ↪→ X is an isomorphism.

We first show that the underlying continuous map is a homeomorphism. We know that
it is injective and closed, so it is enough to show that it is surjective. Let s ∈ A with
Z ⊆ V (s). We claim that for N sufficiently large, ϕ(sN ) = 0. If U ⊆ Z is open, such
that (U,OZ|U ) is affine, we get U ⊆ VU (ϕ(s)|U ), hence ϕ(s)|U ∈ Γ(U,OZ) is nilpotent.
Covering Z by finitely many affine schemes, we obtain that in fact ϕ(sN ) = 0. But ϕ is
injective, so sN = 0, which translates to V (s) = X. Since Z is closed in X, this shows
that i(Z) = X.

Let us identify the topological spaces Z and X. It remains to show that the sheaf
homomorphism OX → OZ is bijective. Since it is surjective by assumption, it is enough
to show injectivity. We check this on stalks. For x ∈ X, OX,x = Apx , and we see that it
is enough to show that every element of Ker(OX,x → OZ,x) of the form g

1 is 0 in OX,x.
Given g, we cover Z = U ∪

⋃
i∈I Ui by finitely many open subsets U , Ui, such that:

(1) The schemes (U,OZ|U ) and (Ui,OZ|Ui) for all i are affine.
(2) We have x ∈ U and ϕ(g)|U = 0.

Choose s ∈ A with x ∈ D(s) ⊆ U . If we can show that ϕ(sNg) = 0 for some N , then
sNg = 0 because ϕ is injective, and it follows that g

1 = 0 in OX,x, as desired, since s is a
unit in OX,x. Since ϕ(g)|U = 0 by assumption, we have ϕ(sg)|U = 0. Now I is finite, so we
can search a suitable N for each Ui separately. Because DUi(ϕ(s)|Ui) = D(s)∩Ui ⊆ U∩Ui,
we obtain ϕ(g)|DUi (ϕ(s)|Ui )

= 0. In other words, the image of ϕ(g) in the localization

Γ(Ui,OZ)ϕ(s)|Ui
is 0, which is precisely what we had to show.

(3.16) Subschemes and immersions.

Open and closed subschemes are special cases of the notion of (locally closed) subscheme.

Definition 3.43.
(1) Let X be a scheme. A subscheme of X is a scheme (Y,OY ), such that Y ⊆ X is a

locally closed subset, and such that Y is a closed subscheme of the open subscheme
U ⊆ X, where U is the largest open subset of X which contains Y and in which Y is
closed (i. e. U is the complement of Ȳ \ Y ). We then have a natural morphism of
schemes Y → X.

(2) An immersion i : Y → X is a morphism of schemes whose underlying continuous
map is a homeomorphism of Y onto a locally closed subset of X, and such that for all
y ∈ Y the ring homomorphism i]y : OX,i(y) → OY,y between the local rings is surjective.

Whenever Y is a subscheme of X, then the natural morphism Y ↪→ X is an immersion.
On the other hand, every immersion induces an isomorphism of its source with a unique
subscheme of its target. If Y is a subscheme of X, whose underlying subset is closed in X,
then Y is a closed subscheme of X. (The corresponding statement for open subschemes is
false, cf. Section (3.18) below).

Remark 3.44. Any immersion i : Y ↪→ X can be factored into a closed immersion Y ↪→ U
followed by an open immersion U ↪→ X, where U is the complement of i(Y ) \ i(Y ). We
will see in Remark 10.31 that under certain (mild) hypotheses it can also be factored into
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an open immersion Y ↪→ Z followed by a closed immersion Z ↪→ X, where the underlying
topological space of Z is the closure of i(Y ) in X.

Example 3.45. If k is a field, and X is a k-scheme of finite type, then all subschemes of
X are of finite type over k. Indeed, if X is affine, then this is obvious for principal open
subsets of X; this shows that the statement is true for arbitrary open subschemes of a
k-scheme of finite type. On the other hand every closed subscheme of a k-scheme of finite
type is again of finite type over k, because the affine coordinate rings are just quotients
of the corresponding rings of the larger scheme.

Note that given a morphism f : X → Y and a subscheme Z ⊆ Y with f(X) ⊆ Z
(set-theoretically), f will not necessarily factor through Z as a morphism of schemes; see
Exercise 3.25. In fact we can define a partial order on subschemes as follows.

Definition 3.46. Let X be a scheme. For two subschemes Z and Z ′ of X we say that Z ′

majorizes Z if the inclusion morphism Z → X factors through the inclusion morphism
Z ′ → X.

We sometimes write Z ≤ Z ′ or simply Z ⊆ Z ′ if Z ′ majorizes Z. This defines a partial
order on the set of subschemes of a scheme X.

We close this section with an easy remark.

Remark 3.47. Let P be the property of a morphism of schemes being an “open immersion”
(resp. a “closed immersion”, resp. an “immersion”).
(1) The property P is local on the target, i. e.: If f : Z → X is a morphism of schemes,

and X =
⋃
i Ui is an open covering, then f has P if and only if for all i the restriction

f−1(Ui)→ Ui of f satisfies P.
(2) The composition of two morphisms having property P has again property P.

Example 3.48. Let R be a ring, and let I ⊆ R[T0, . . . , Tn] be a homogeneous ideal.
Then the scheme V+(I) defined in (3.7) is a closed subscheme of PnR. This is a direct
consequence of part (1) of the previous remark. In Section (13.6) we will see that every
closed subscheme of PnR is of this form.

(3.17) Projective and quasi-projective schemes over a field.

Even if, when we defined prevarieties and schemes, one of our goals was to have a definition
which is independent of an embedding in a larger space, of course subschemes of a well
understood scheme are often easier to handle. In particular, it is often useful if one knows
that a certain scheme can be embedded as a subscheme in projective space. In fact, this
is the case for many of the schemes which play a role in practice. In Chapter 13 we will
study systematically how to embed schemes into projective space.

Definition 3.49. Let k be a field.
(1) A k-scheme X is called projective, if there exist n ≥ 0 and a closed immersion

X ↪→ Pnk .
(2) A k-scheme X is called quasi-projective, if there exist n ≥ 0 and an immersion

X ↪→ Pnk .

As remarked above, the schemes V+(I), where I ⊆ k[X0, . . . , Xn] is a homogeneous ideal,
are closed subschemes of projective space, so they are projective schemes. Example 3.45
shows that every quasi-projective k-scheme is of finite type.
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Every affine k-scheme X of finite type is quasi-projective: Indeed, let X = SpecA, where
A ∼= k[T1, . . . , Tn]/a. Therefore there exists a closed immersion i : X → Ank . Moreover,
projective space Pnk is covered by open subschemes which are isomorphic to Ank by
construction. In particular we can find an open immersion j : Ank → Pnk . The composition
j ◦ i is then an immersion X → Pnk by Remark 3.47.

(3.18) The underlying reduced subscheme of a scheme.

Let X be a scheme. In general, there exist several closed subschemes of X with the same
underlying topological space. Among these, there is a smallest one, which is characterized
by the fact that it is reduced. To prove this, denote by N := NX ⊂ OX the sheaf of
ideals which is the sheaf associated to the presheaf

U 7→ nil(Γ(U,OX)), U ⊆ X open

(here nil(R) denotes the nilradical of a ring R). Note that the proof of the following
proposition shows that NX(U) = nil(Γ(U,OX)) for every affine open subset U of X. This
sheaf is called the nilradical of X.

Proposition 3.50. The ringed space Xred := (X,OX/N ) is a scheme, so it is a closed
subscheme of X, and it has the same underlying topological space as X. If X ′ ⊆ X is
any closed subscheme with this property, then the inclusion morphism Xred ↪→ X factors
through a closed immersion Xred ↪→ X ′. Furthermore, Xred is reduced.

If X = SpecA is affine, Xred = Spec(A/ nil(A)).

We call Xred the underlying reduced subscheme of X.

Proof. In order to prove that Xred is a scheme, it is enough to consider the case that
X = SpecA is affine. The presheaf defined above restricted to the basis of principal open
subsets is in fact a sheaf, and for every f ∈ A,

nil(Γ(D(f),OX)) = nil(Af ) = nil(A)Af

is the ideal of Af generated by the nilradical of A. So in this case, Xred is the closed
subscheme SpecA/ nil(A). Obviously this is a reduced scheme.

Now consider X ′ as in the statement of the proposition. We must show that the sheaf
homomorphism OX → OX/N factors through OX′ , or in other words, that Ker(OX →
OX′) ⊆ N . It is enough to show that

Ker(Γ(U,OX)→ Γ(U,OX′)) ⊆ Γ(U,N )

for every affine open subset U ⊆ X, and we may assume that X = SpecA is affine. Since
it is a closed subscheme, X ′ is affine as well, say X ′ = SpecB. Our hypothesis that the
surjective ring homomorphism A→ B induces a homeomorphism between the spectra,
means that its kernel must be contained in every prime ideal, and hence in the nilradical
of A.

Attaching to a scheme X its underlying reduced subscheme Xred defines a functor from
the category of schemes to the category of reduced schemes:
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Proposition 3.51. For every morphism of schemes f : X → Y there exists a unique
morphism of schemes fred : Xred → Yred such that

Xred
iX //

fred

��

X

f

��
Yred

iY // Y

commutes, where iX and iY are the canonical inclusion morphisms.
If g : Y → Z is a second morphism of schemes, we have (g ◦ f)red = gred ◦ fred.

Proof. As iY is a monomorphism, fred is uniquely determined. To show its existence we
therefore may assume that X = SpecB and Y = SpecA are affine (Proposition 3.5). Then
f = aϕ for a ring homomorphism ϕ : A→ B by Section (2.11). But clearly ϕ(nil(A)) ⊆
nil(B) and therefore ϕ induces a ring homomorphism ϕred : A/ nil(A)→ B/ nil(B) and
we can set fred = a(ϕred).

The equality (g ◦ f)red = gred ◦ fred follows from the uniqueness of (g ◦ f)red.

Proposition 3.52. Let X be a scheme and Z ⊆ X a locally closed subset. Then there
exists a unique reduced subscheme Zred of X with underlying topological space Z.

Proof. The previous proposition implies that there exists at most one reduced subscheme
with underlying topological space Z. To prove its existence we can replace X by an open
neighborhood U of Z such that Z is closed in U . Hence it is enough to consider the case
that Z is closed in X.

If X = SpecA is affine, then Z has the form V (a), and the closed subscheme we are
looking for is SpecA/ rad(a). In general, we consider an affine open covering X =

⋃
Ui.

For every i there is a uniquely determined reduced subscheme Zi with underlying space
Z ∩ Ui. For all i, j, the scheme Zij := (Z ∩ Uij ,OZi|Z∩Uij ) (where Uij = Ui ∩ Uj) is a
reduced subscheme with underlying space Z ∩ Uij . From the analogous property of the
Zji, we obtain Zji = Zij , and this gives us a gluing datum in the sense of Section (3.5),
where the gluing isomorphisms are given by the identity (and thus in particular satisfy
the cocycle condition). By gluing the Zi we construct the reduced subscheme of X with
underlying space Z that we are looking for.

Proposition 3.52 implies that for any locally closed subspace Z the partially ordered
set of subschemes (Definition 3.46) whose underlying topological spaces contain Z has a
unique minimal element, namely Zred. It is called the reduced subscheme with underlying
subspace Z.

Exercises

Exercise 3.1♦. Show that the spectrum of the zero ring is an initial object in the
category of schemes.
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Exercise 3.2. Prove that there exists a scheme which admits a covering by countably
many closed subschemes each of which is isomorphic to the affine line A1

k (over an
algebraically closed field), indexed by Z, such that the copies of A1

k corresponding to i
and i+ 1 intersect in a single point, which is the point 0 when considered as a point in
the i-th copy, and the point 1 when considered as an element of the (i+ 1)-th copy.

Prove that this scheme is connected and locally noetherian, but not quasi-compact.

Exercise 3.3♦. Let k, k′ be fields of different characteristic. Let X 6= ∅ be a k-scheme,
and let X ′ be a k′-scheme. Show that there is no morphism X → X ′ of schemes.

Exercise 3.4♦. Give an example of a non-noetherian scheme whose underlying topological
space is noetherian (or even consists only of one point).

Exercise 3.5♦. Let p be a prime number, let Fp be the field with p elements, and let
i(p) : SpecFp → SpecZ be the canonical morphism. We call a ring A of characteristic p,
if in A we have p · 1 = 0. Prove that for a scheme X the following are equivalent:
(i) For every open subset U ⊆ X, the ring Γ(U,OX) has characteristic p.
(ii) The ring Γ(X,OX) has characteristic p.
(iii) The scheme morphism X → SpecZ factors through i(p).
A scheme satisfying these equivalent conditions is said to be of characteristic p. A scheme
X is said to be of characteristic zero if the scheme morphism X → SpecZ factors through
SpecQ→ SpecZ.

Exercise 3.6♦. Let p be a prime number, and let X be a scheme of characteristic p
(Exercise 3.5). Show that there exists a unique morphism FrobX = (f, f [) : X → X of
schemes such that f = idX and that for every open subset U ⊆ X, f [U is given by the
ring homomorphism Γ(U,OX)→ Γ(U,OX), a 7→ ap.

Give an example of a scheme X, such that the morphism FrobX induces an isomorphism
on the global sections Γ(X,OX) without being an isomorphism itself.

The morphism FrobX is called the absolute Frobenius morphism of X.

Exercise 3.7♦. Let X be an irreducible scheme, and let η ∈ X be its generic point.
Prove that the intersection of all non-empty open subsets of X is {η}.

Exercise 3.8♦. Let f : X −→ Y be a morphism of integral schemes such that the generic
point of Y is in the image of f . Show that f induces an inclusion K(Y ) −→ K(X) of the
function fields.

Exercise 3.9♦. Let (Ri)i∈I be a family of rings Ri 6= {0}.
(a) Assume I is finite. Prove that

∐
i∈I SpecRi = Spec(

∏
i∈I Ri).

(b) Assume that I is infinite. Show that X :=
∐
i∈I SpecRi is not an affine scheme (use

that X is not quasi-compact).

Exercise 3.10. With the notation of Section (3.6) set Vi := U0 ∪ · · · ∪Ui for i = 0, . . . , n.
In particular Vn = PnR. Show that Γ(Vi,OPnR) = R for i > 0 and deduce that Vi is not
affine for i > 0.

Exercise 3.11. Give an example of a local ring A, such that SpecA is neither reduced
nor irreducible.

Exercise 3.12. Let f : X → Y be a morphism of irreducible schemes, and let η (resp. θ)
be the generic point of X (resp. of Y ). Show that f is dominant, if and only if θ ∈ f(X).
In this case f(η) = θ.



92 3 Schemes

Exercise 3.13. Let X be a non-empty quasi-compact scheme.
(a) Show that X contains a closed point. Deduce that any point x ∈ X has a specialization

that is a closed point of X.
(b) Assume that X contains exactly one closed point. Prove that X is isomorphic to the

spectrum of a local ring.

Exercise 3.14. Let A be a valuation ring such that the maximal ideal of A equals the
union of all prime ideals properly contained in it. (In particular, A has infinitely many
prime ideals; see Exercise 2.9.) Let x ∈ X = SpecA be its closed point. Show that the
open subscheme U := X \ {x} of X does not contain a closed point. Deduce that U is
not quasi-compact. Cf. [MO], q/65680, in particular Knaf’s comment.

Exercise 3.15. Let X be a locally noetherian scheme. Prove that the set of irreducible
components (see Definition 1.18) of X is locally finite (i. e. every point of X has an open
neighborhood which meets only finitely many irreducible components of X).

Exercise 3.16. Let X be a scheme.
(a) Consider the following assertions.

(i) Every connected component of X is irreducible.
(ii) X is the disjoint union of its irreducible components.
(iii) For all x ∈ X the nilradical of OX,x is a prime ideal. (For instance, this is the

case if OX,x is a domain.)
Show the implications “(i) ⇒ (ii) ⇒ (iii)”. Show that all assertions are equivalent if
the set of irreducible components of X is locally finite (e.g., if X is locally noetherian;
see Exercise 3.15).

(b) Let X be connected, and assume that the set of its irreducible component is locally
finite. Then X is integral if and only if for all x ∈ X the local ring OX,x is a domain.

(c) Let K1, . . . ,Kn be fields, n > 1. Set X = Spec(
∏
iKi) and prove that X is not

integral, although OX,x is a field for every x ∈ X.

Exercise 3.17. Let Y be an irreducible scheme with generic point η and let f : X → Y
be a morphism of schemes. Then the map Z 7→ f−1(η)∩Z is a bijective map from the set
of irreducible components of X meeting f−1(η) onto the set of irreducible components of
f−1(η), and the generic point of Z is the generic point of f−1(η) ∩ Z.

Exercise 3.18. Let X be a scheme and let R be a local ring. Show that every mor-
phism SpecR → X factors through the canonical morphism jx : Spec OX,x → X (see
Section (3.4)), where x is the image point of the unique closed point of SpecR. Prove
that in this way, one obtains a bijection between Hom(SpecR,X) and the set of pairs
(x, ϕ), where x ∈ X and ϕ : OX,x → R is a local homomorphism.

Exercise 3.19. Let R be a local ring, and let n ≥ 1. Show that the set Hom(SpecR,PnR)
of morphisms from SpecR to projective space over R can be identified with the set M/R×,
where M ⊂ Rn+1 is the subset of tuples where at least one entry is a unit in R, i.e.,
we can write every “R-valued point” f : SpecR → PnR (see Section (4.1)) as given by
homogeneous coordinates (x0 : · · · : xn), well-determined up to multiplication by a unit
in R. What happens without the assumption that R is local?

Exercise 3.20. Let A be a local ring and let a ( A be an ideal such that A is separated
and complete for the a-adic topology. Set Y := SpecA and Yn := SpecA/an+1. Let S be
a scheme and assume that Y is an S-scheme. Show that for every S-scheme X there is a
functorial bijection
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HomS(Y,X)
∼→ lim
←−
n

HomS(Yn, X).

Hint : Use Exercise 3.18.

Exercise 3.21. Let k be an algebraically closed field and let (ai)i∈N be a family of
pairwise distinct elements of k. Set

A := k[U, T1, T2, . . . ]/((U − ai)Ti+1 − Ti, T 2
i ).

Show that the nilradical of A is not finitely generated (in particular A is not noetherian)
but that Ap is noetherian for all prime ideals p ⊂ A.

This example is due to J. Rabinoff.

Exercise 3.22. Let R be a ring, S = SpecR and n ≥ 0 an integer. Show that the
following assertions are equivalent.
(i) S is reduced (resp. irreducible, resp. integral).
(ii) AnR is reduced (resp. irreducible, resp. integral).
(iii) PnR is reduced (resp. irreducible, resp. integral).

Exercise 3.23. Let k be a field, A = k[T1, T2, T3], p1 = (T1, T2), p2 = (T1, T3) and
a := p1p2. Set X = A3

k = SpecA, Zi = V (pi), Y = V (a). Show that Z1 and Z2 are
integral subschemes of X and show that Y = Z1 ∪ Z2 (set-theoretically). Show that Y is
not reduced and describe Yred.

Exercise 3.24♦. Prove that every immersion i : Z → X is a monomorphism in the
category of schemes.

Exercise 3.25. Let Y be a scheme, and let i : Z ⊆ Y be a subscheme. Then a morphism
f : X → Y of schemes factors through the subscheme Z if and only if the following
conditions are satisfied:
(1) f(X) ⊆ Z (set-theoretically),
(2) f [ : OY → f∗OX factors through the surjective homomorphism OY � i∗OZ .
Prove that (1) implies (2) if Z is an open subscheme, or if X is reduced.

Exercise 3.26. Let Y be a scheme, and let U be a non-empty open subscheme. Fix a
non-empty index set I. For all i ∈ I let Ui := Uii := Y and for i, j ∈ I, i 6= j, set Uij := U ,
considered as an open subscheme of Ui. For all i, j ∈ I we define ϕij : Uji → Uij as the
identity morphism. Check that ((Ui), (Uij), (ϕij)) is a gluing datum. Let X be the scheme
obtained by gluing. The Ui can be viewed as open subschemes of X. We assume that Y
is integral.
(a) Show that for every open subset V ofX and for all i ∈ I, the restriction homomorphism

Γ(V,OX)→ Γ(V ∩ Ui,OX) is an isomorphism (for instance, use Exercise 3.8).
(b) Assume that U 6= Y . Conclude from (a), that X is not affine.
(c) Assume that Y is a noetherian scheme, and that U 6= Y . Prove that X is integral

and locally noetherian. Furthermore, show that X is quasi-compact if and only if I is
finite.

Exercise 3.27♦. Describe A1
R and P1

R.

Exercise 3.28♦. Let n ≥ 1 be an integer and set X = SpecQ[S, T ]/(Sn + Tn − 1).
Translate the condition that there exist nonzero integers x, y, z ∈ Z with xn + yn = zn

into a statement about X(Q).
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Exercise 3.29. Let X be a noetherian scheme. Show that the nilradical NX is nilpotent
(i.e., there exists an integer k ≥ 1 such that Γ(U,NX)k = 0 for every open subset U ⊆ X;
see also Exercise 7.23).

Exercise 3.30. Let k be a field, and let A be a local k-algebra of finite type. Prove that
SpecA consists of a single point, and that A is finite-dimensional as a k-vector space. In
particular A is a local Artin ring (why?), and κ(A)/k is a finite field extension.

Exercise 3.31. Let X be a scheme.
(a) If X is affine, show that Xred is affine.
(b) Assume that X is noetherian. If Xred is affine, show that X is affine.

Hint : Use that NX is nilpotent (Exercise 3.29) and reduce to the case N 2
X = 0. Then

show that the canonical morphism X → Spec Γ(X,OX) is an isomorphism.
Remark : The second assertion is also proved in Lemma 12.38 using a criterion of Serre.
There it is also explained that the hypothesis that X is noetherian is superfluous.
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In this chapter we study one of the central technical tools of algebraic geometry: If S is a
scheme and X and Y are S-schemes we define the product X ×S Y of X and Y over S
which is also called fiber product. We do this by defining X ×S Y as an S-scheme which
satisfies a certain universal property (and by proving that such a scheme always exists).

The importance of this construction stems from the fact that different interpretations
and special cases of the fiber product allow constructions such as fibers of morphisms,
inverse images of subschemes, intersection of subschemes, or the change of the base scheme
(e.g. passing from k-schemes to k′-schemes for a field extension k ↪→ k′).

To characterize the fiber product by its universal property we start this chapter by
considering schemes as functors. This is a point of view that is also very helpful at other
occasions and we will see examples of schemes that are defined by their associated functors
throughout the book. In Chapter 8 we will study the question whether, conversely, a
given functor is defined by a scheme.

Schemes as functors

(4.1) Functors attached to schemes.

The point of origin in algebraic geometry is the goal to understand the set of zeros of
polynomial systems of equations. If R is a ring, f1, . . . , fm polynomials in R[T1, . . . , Tn]
and A an R-algebra, solutions x ∈ An of the equations f1(x) = · · · = fm(x) = 0 correspond
to homomorphisms R[T1, . . . , Tn]/(f1, . . . , fm)→ A of R-algebras and hence to (SpecR)-
morphisms SpecA→ SpecR[T1, . . . , Tn]/(f1, . . . , fm). This observation shows that it is
natural to attach to a scheme X the functor

hX : (Sch)
opp → (Sets),

T 7→ hX(T ) := Hom(Sch)(T,X), (on objects),

(f : T ′ → T ) 7→ (Hom(T,X)→ Hom(T ′, X), g 7→ g ◦ f), (on morphisms).

This definition is all the more useful because, as we will see in Section (4.2), the scheme
X is determined by the functor hX .
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The set Hom(Sch)(T,X) is called the set of T -valued points of X. Usually we simply
write X(T ) instead of hX(T ) = Hom(Sch)(T,X). If T = SpecA is an affine scheme, we
also set X(A) := X(SpecA). More generally, we might consider an arbitrary functor
F : (Sch)

opp → (Sets) as a “geometric object” and we call F (T ) the set of T -valued points
of F .

Let now S be a fixed scheme. Instead of the category (Sch) we also consider the category
(Sch/S) of S-schemes (Section (3.1)). Again every S-scheme X provides a functor

(Sch/S) −→ (Sets), T 7−→ HomS(T,X).

Instead of HomS(T,X) we write shorter XS(T ) or even X(T ) if it is understood that all
schemes are considered as S-schemes. If S = SpecR or T = SpecA is affine, we also write
XR(T ) resp. XS(A) (or even XR(A), if S and T are both affine).

Example 4.1. Let k be an algebraically closed field and let X be a k-scheme locally of
finite type (Section (3.12)). For every k-valued point x : Spec k → X its image Im(x) is a
closed point of the underlying topological space of X. The map Xk(k)→ X0, x 7→ Im(x)
is a bijection of Xk(k) onto the set of closed points X0 of X. If X is integral and of finite
type, we thus obtain a bijection of Xk(k) onto the associated prevariety (Section (3.13)).

Example 4.2. Consider the affine space: Let n ≥ 0 and X = An = Spec(Z[T1, . . . , Tn]).
Then for every scheme T we have by Section (3.3)

Hom(Sch)(T,An) = Hom(Ring)(Z[T1, . . . , Tn],Γ(T,OT )) = Γ(T,OT )n,

ϕ 7→ (ϕ(T1), . . . , ϕ(Tn)).

In particular, we have An(R) = Rn for every ring R.

Example 4.3. More generally, let R be a ring and f1, . . . , fr ∈ R[T1, . . . , Tn] polynomials
and set X = Spec(R[T ]/(f1, . . . , fr)). Then for every R-scheme T we have again by
Section (3.3)

XR(T ) = Hom(R-Alg)(R[T ]/(f1, . . . , fr),Γ(T,OT ))

= { s ∈ Γ(T,OT )n ; f1(s) = · · · = fr(s) = 0 }.

Example 4.4. Set X = SpecR[U,U−1]. Then we obtain for every R-scheme T

XR(T ) = Hom(R-Alg)(R[U,U−1],Γ(T,OT )) = Γ(T,OT )×.

In fact, this is a special case of Example 4.3, as we have R[U,U−1] ∼= R[U, V ]/(UV − 1).
In particular we have XR(A) = A× for every R-algebra A.

Considering Γ(T,OT )× as a group, we obtain a functor from (Sch/R) into the category
of groups. Such functors are called group schemes (see Section (4.15) below). The group
scheme X above is denoted by Gm,R and is called the multiplicative group (over SpecR).

Example 4.5. Let n ≥ 0 be an integer, R a ring, and let P̃ = AnR \{0} be the complement
of the zero section (Section (3.6)). Thus P̃ is an open subscheme of AnR.

Let A be an R-algebra, let f : SpecA → AnR be an R-morphism, and denote the
corresponding R-algebra homomorphism by ϕ : R[T1, . . . , Tn]→ A. Set ai = ϕ(Ti) ∈ A.
Let π : R[T1, . . . , Tn]→ R be the projection mapping each Ti to 0. Then f factors through
P̃ if and only if Ker(π) = (T1, . . . , Tn) is not contained in ϕ−1(p) for all p ∈ SpecA.
Equivalently, there must not exist a prime ideal p ⊂ A that contains ϕ(Ker(π)), which is
the ideal generated by a1, . . . , an. Thus we have seen that
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(4.1.1) P̃R(A) = { (a1, . . . , an) ∈ An ; a1, . . . , an generate the unit ideal in A }.

(4.2) Yoneda Lemma.

Now let C be an arbitrary category (we will mainly use the examples that C is the category
(Sch/S) for some scheme S). As above we define for every object X of C the functor

hX : Copp → (Sets),

S 7→ hX(S) := HomC(S,X),

(u : S′ → S) 7→ (hX(u) : hX(S)→ hX(S′), x 7→ x ◦ u).

If f : X → Y is a morphism in C, for every object S the composition

hf (S) : hX(S)→ hY (S), g 7→ f ◦ g

defines a morphism hf : hX → hY of functors. We obtain a (covariant) functor X 7→ hX
from C to the category Ĉ of functors Copp → (Sets).

Of central importance will be the Yoneda lemma: Let F : Copp → (Sets) be a functor
and X be an object of C. Let α : hX → F be a morphism of functors, in other words, for
all objects Y we are given a map α(Y ) : hX(Y )→ F (Y ), functorially in Y . Then we have
α(X)(idX) ∈ F (X).

Lemma 4.6. (Yoneda Lemma) The map

HomĈ(hX , F )→ F (X), α 7→ α(X)(idX)

is bijective and functorial in X.

Proof. For ξ ∈ F (X) we define the map αξ(Y ) : hX(Y ) → F (Y ) by f 7→ F (f)(ξ) for
f ∈ hX(Y ) = HomC(Y,X). Then ξ 7→ αξ is an inverse map. The functoriality is clear.

If we apply the Yoneda lemma to the special case F = hY for an object Y of C, we see
that the functor X 7→ hX induces a bijection

(4.2.1) HomC(X,Y )→ HomĈ(hX , hY ).

In other words, X 7→ hX is a fully faithful functor C → Ĉ. See Exercise 4.1 for an explicit
example.

We will apply the Yoneda lemma mainly in the case that C is the category of S-schemes,
where S is a fixed scheme. Then it obtains the following form:

Corollary 4.7. Let X and Y be S-schemes. Then it is equivalent to give the following
data.
(i) A morphism of S-schemes from X to Y .
(ii) For all S-schemes T a map f(T ) : XS(T )→ YS(T ) of sets which is functorial in T ,

i.e., for all morphisms u : T ′ → T of S-schemes the following diagram is commutative

(4.2.2)

XS(T )
f(T ) //

XS(u)

��

YS(T )

YS(u)

��
XS(T ′)

f(T ′) // YS(T ′).
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(iii) For all affine S-schemes T = SpecB a map f(T ) : XS(T )→ YS(T ) of sets which is
functorial in B.

Proof. The equivalence of (i) and (ii) is just a reformulation of the Yoneda lemma. The
equivalence of (ii) and (iii) follows from the fact that morphisms in the category of schemes
can be glued (Proposition 3.5) and that for every scheme the open affine subschemes form
a basis of the topology (Proposition 3.2).

(4.3) A surjectivity criterion for morphisms of schemes.

By Section (4.2) it is equivalent to give a morphism f : X → Y in a category (Sch/S)
or to give maps fS(T ) : XS(T ) → YS(T ), functorial in T . Often it is helpful to express
properties of f in terms of properties of the maps fS(T ) (and vice versa). We give an
example here. Other examples we will see throughout the book.

Proposition 4.8. A morphism of schemes f : X → Y is surjective if and only if for
every field K and for every K-valued point y ∈ Y (K) there exist a field extension L of K
and x ∈ X(L) such that f(L)(x) = yL, where yL is the image of y under Y (K)→ Y (L).

For schemes of finite type over a field, this criterion can be sharpened considerably
(Exercise 10.6).

Proof. The condition is sufficient: Let y0 be a point of the underlying topological space of
Y , and let y : Spec(κ(y0))→ Y be the canonical morphism (3.4.2). If x : Spec(L)→ X
is an L-valued point of X with f(L)(x) = yL and x0 ∈ X is the image of x, then we have
f(x0) = y0.

The condition is necessary: Let f be surjective, y ∈ Y (K), and y0 ∈ Y be the image of
y. There exists a point x0 ∈ X with f(x0) = y0. Consider the corresponding extension
κ(y0)→ κ(x0). Choose a field extension L of κ(y0) such that there exist κ(y0)-embeddings
of κ(x0) and of K into L (e.g., set L = (κ(x0)⊗κ(y0) K)/m where m is a maximal ideal
of κ(x0) ⊗κ(y0) K). The composition x : Spec(L) → Spec(κ(x0)) → X has the desired
properties.

Remark 4.9. In particular we see that f is surjective if f is surjective on K-valued
points for every field K. The converse does not hold: Let r > 1 be an integer and let
fr : Gm → Gm be given on S-valued points by

fr(S) : Gm(S) = Γ(S,OS)× −→ Gm(S), x→ xr.

Then fr(K) is surjective if and only if for all x ∈ K× there exists an r-th root. In
particular, if K is algebraically closed, fr(K) is surjective, and Proposition 4.8 shows
that fr is surjective. But of course there are fields K such that fr(K) is not surjective
(e.g., K = R and r even, or K = Q and r ≥ 2 arbitrary).
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Fiber products of schemes

(4.4) Fiber products in arbitrary categories.

Let C be a category and let S be a fixed object in C.

Definition 4.10. For two morphisms f : X → S and g : Y → S in C we call a triple
(Z, p, q) consisting of an object Z in C and morphisms p : Z → X and q : Z → Y with
f ◦p = g ◦q a fiber product of f and g or a fiber product of X and Y over S (with respect
to f and g), if for every object T in C and for all pairs (u, v) of morphisms u : T → X
and v : T → Y such that f ◦ u = g ◦ v there exists a unique morphism w : T → Z such
that p ◦ w = u and q ◦ w = v.

Clearly the fiber product of X and Y over S with respect to f and g is uniquely
determined up to unique isomorphism if it exists. We write X ×f,S,g Y or simply X ×S Y
for the object Z. We also call p : X ×S Y → X the first projection and q : X ×S Y → Y
the second projection. The morphism w is denoted by (u, v)S . We visualize the universal
property of the fiber product by the following diagram

(4.4.1)

T

∀v

��

∀u

&&
∃!(u,v)S

##
X ×S Y

q

��

p // X

f

��
Y

g
// S.

Note that if S is a final object in C, the fiber product X ×S Y is the categorical product
X × Y . Fiber products are special cases of projective limits (Example A.3). In fact it
follows formally from the existence of fiber products in the category of schemes (proved
in Theorem 4.18 below) that there exist arbitrary finite projective limits in the category
of schemes (Exercise 4.3).

Remark 4.11. We can describe the universal property of the fiber product (X×S Y, p, q)
also as follows. Recall that a morphism h : T → S in C is called an S-object . Sometimes
we will simply write T instead of h : T → S. The morphism h is called the structure
morphism of T . Recall that for two S-objects h : T → S and f : X → S in C we denote
by HomS(T,X) the morphisms w : T → X such that f ◦ w = h. These morphisms are
called S-morphisms . In this way S-objects and S-morphisms form a category that we
will denote by C/S. Usually we write XS(T ) instead of HomS(T,X) and call XS(T ) the
set of T -valued points of X (over S). Note that the object idS in C/S is a final object.

Then (X ×S Y, p, q) is the unique (up to unique isomorphism) triple such that for all
morphisms h : T → S the map

(4.4.2)
HomS(T,X ×S Y )→ HomS(T,X)×HomS(T, Y ),

w 7→ (p ◦ w, q ◦ w)

is a bijection. In other words, the fiber product of f : X → S and g : Y → S in C is the
same as the product of the S-objects f and g in C/S.
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Example 4.12.
(1) In the category of sets (Sets) arbitrary fiber products exist: Let S be a fixed set and

let f : X → S and g : Y → S be maps of sets. Then it is immediate that

(4.4.3)
X

p←− X ×S Y := { (x, y) ∈ X × Y ; f(x) = g(y) } q−→ Y,
x ←−7 (x, y) 7−→ y

is a fiber product in the category of sets.
(2) Let (Top) be the category of topological spaces (objects are topological spaces,

morphisms are continuous maps). If f : X → S and g : Y → S are continuous
maps of topological spaces, we can endow the fiber product of the underlying sets
{ (x, y) ∈ X × Y ; f(x) = g(y) } with the topology induced by the product topology
on X × Y . Then it is easy to check that the resulting topological space is a fiber
product in the category of topological spaces.

From now on we assume that in the category C all fiber products exist. We will show
in Section (4.5) that this is the case if C is the category of schemes.

Remark 4.13. The fiber product is functorial in the following sense: If X, Y , X ′, and
Y ′ are S-objects and u : X → X ′, v : Y → Y ′ are S-morphisms, then there exists a
unique morphism, denoted u×S v (or simply u× v), such that the following diagram is
commutative

X ×S Y //

��
u×Sv

&&

X

u

$$
Y

v
&&

X ′ ×S Y ′ //

��

X ′

��
Y ′ // S.

Indeed, we have u×S v = (u ◦ p, v ◦ q)S , where p and q are the projections of X ×S Y .

Recall that the Yoneda lemma implies that it is equivalent to give an S-morphism
f : X → Y in C/S or to give for all S-objects T maps fS(T ) : XS(T )→ YS(T ) on T -valued
points which are functorial in T . The following proposition collects some easy functorial
identities of fiber products.

Proposition 4.14. Let S be an object in C and let X, Y , and Z be S-objects. There are
isomorphisms (functorial in X, Y , and Z), called canonical,

X ×S S
∼→ X,(4.4.4)

X ×S Y
∼→ Y ×S X,(4.4.5)

(X ×S Y )×S Z
∼→ X ×S (Y ×S Z),(4.4.6)

given on T -valued points, for h : T → S any S-object, by

XS(T )× SS(T )
∼→ XS(T ), (x, h) 7→ x,

XS(T )× YS(T )
∼→ YS(T )×XS(T ), (x, y) 7→ (y, x),

(XS(T )× YS(T ))× ZS(T )
∼→ XS(T )× (YS(T )× ZS(T )), ((x, y), z) 7→ (x, (y, z)).
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A commutative diagram

(4.4.7)

Z
u //

v

��

X

f

��
Y

g
// S

in C is called cartesian if the morphism (u, v)S : Z → X ×S Y is an isomorphism. We
indicate the property of a rectangle being cartesian by putting a square � in the center.
The Yoneda lemma implies:

Remark 4.15. The commutative diagram (4.4.7) is cartesian, if and only if for all objects
T of C the induced diagram in the category of sets

Hom(T, Z)
u(T ) //

v(T )

��

Hom(T,X)

f(T )

��
Hom(T, Y )

g(T )
// Hom(T, S)

is cartesian (Example 4.12).

Therefore it suffices to prove the following proposition for C = (Sets), where it follows
immediately from the explicit description of the fiber product of sets.

Proposition 4.16. Let

(4.4.8)

X ′′
g′ //

��

X ′
g //

��
�

X

��
S′′

f ′
// S′

f
// S

be a commutative diagram in C such that the right square is cartesian. Then the left square
is cartesian if and only if the entire composed diagram is cartesian.

(4.5) Fiber products of schemes.

We will now prove that fiber products of schemes always exist. To do so, we will reduce
to the case of affine schemes. Therefore let us deal with this case first.

Proposition 4.17. Let A ← R → B be homomorphisms of rings, let S = Spec(R),
X = Spec(A), and Y = Spec(B). Set Z = Spec(A ⊗R B) and let p : Z → X and
q : Z → Y be the morphisms of schemes corresponding to the ring homomorphisms

α : A→ A⊗R B, a 7→ a⊗ 1,

β : B → A⊗R B, b 7→ 1⊗ b.

Then (Z, p, q) is a fiber product of X and Y over S in the category of schemes, and also
in the category of locally ringed spaces.
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Proof. Recall that for all locally ringed spaces T and all affine schemes SpecC there is a
functorial bijection Hom(Sch)(T, SpecC) ∼= Hom(Ring)(C,Γ(T,OT )) (Proposition 3.4). If
T → S is a morphism of locally ringed spaces, then we therefore have bijections, functorial
in T ,

Hom(T, Z) ∼= Hom(R-Alg)(A⊗R B,Γ(T,OT ))
∼= Hom(R-Alg)(A,Γ(T,OT ))×Hom(R-Alg)(B,Γ(T,OT ))
∼= Hom(T,X)×Hom(T, Y ),

where the second bijection is induced by composition with α and β. This shows the
proposition.

Theorem 4.18. Let S be a scheme and let X and Y be two S-schemes. Then the fiber
product X ×S Y exists in the category of schemes, and also satisfies the universal property
of the fiber product in the category of locally ringed spaces.

We can rephrase the theorem as saying that the fiber product of X and Y over S exists
in the category of locally ringed spaces, and actually is a scheme (and thus equals the
fiber product in the category of schemes).

Proof. When we say in the sequel of this proof that a fiber product of schemes exists, we
mean that as a short-hand statement to say that the fiber product exists in the category
of schemes, and is also a fiber product in the category of locally ringed spaces. To ensure
this property, we have to do all constructions in the category of schemes, and check the
universal property with arbitrary locally ringed spaces as test objects.

The idea of the proof is rather simple: We cover S, X, and Y by open affine subschemes.
We have already seen that the fiber product for affine schemes exists. Thus it remains
to glue all the fiber products of affine schemes together. To make this more precise, we
proceed in several steps. We denote by x : X → S and y : Y → S the structure morphisms.

(i). Let j : U ↪→ X be an open subscheme. Assume that (X ×S Y, p, q) exists. Then we
claim that the open subscheme p−1(U) of X×SY together with the restrictions of p and q is
the fiber product U×SY in the category of locally ringed spaces. Indeed, if h : T → p−1(U)
is a morphism of locally ringed spaces, we obtain morphisms f := p ◦ h : T → U and
g := q ◦ h : T → Y such that x|U ◦ f = y ◦ g. Conversely, let f : T → U and g : T → Y be
a pair of morphisms with x|U ◦ f = y ◦ g. As X ×S Y is a fiber product, there exists a
unique morphism h′ : T → X ×S Y such that p ◦ h′ = j ◦ f and q ◦ h′ = g. This shows
that h′ factors through p−1(U) and thus induces a morphism h : T → p−1(U) such that
f := p ◦ h and g := q ◦ h.

(ii). Let (Ui)i∈I be an open covering of X. We claim that if Zi := Ui ×S Y exists
for all i, then X ×S Y exists. Indeed, we consider Zi via the second projection as a
Y -scheme. Let pi : Zi → Ui be the first projection and set Zij := p−1

i (Ui ∩ Uj) ⊆ Zi.
Let pij : Zij → Ui ∩ Uj be the restriction of pi. By (i) the schemes Zij and Zji are both
a fiber product of Ui ∩ Uj and Y over S. Therefore there exists a unique isomorphism
ϕji : Zij → Zji of Y -schemes such that pji ◦ ϕji = pij . Its inverse isomorphism is ϕij .
The uniqueness of these isomorphisms implies that they satisfy the cocycle condition. We
denote by Z the scheme obtained by gluing the schemes Zi along Zij via the isomorphisms
ϕij . The second projections Zi → Y glue to a morphism q : Z → Y and the first projections
pi glue to a morphism p : Z → X.
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It remains to show that (Z, p, q) is the fiber product of X and Y over S. Let f : T → X
and g : T → Y be morphisms of locally ringed spaces such that x ◦ f = y ◦ g. Let
fi : Ti := f−1(Ui) → Ui be the restriction of f . Then there exists a unique morphism
hi : Ti → Zi such that pi ◦ hi = fi and q ◦ hi = g|Ti . These morphisms glue to a unique
morphism h : T → Z such that p ◦ h = f and q ◦ h = g. Therefore (Z, p, q) satisfies the
defining property of the fiber product of X and Y over S.

(iii). Let W ⊆ S be an open subset. Assume that (X ×S Y, p, q) exists. Then we claim
that the open subscheme (x ◦ p)−1(W ) = (y ◦ q)−1(W ) of X ×S Y together with the
restrictions of p and q is the fiber product x−1(W )×W y−1(W ). Indeed, similarly as in (i)
it is easy to check that (x◦p)−1(W ) satisfies the defining property of x−1(W )×W y−1(W ).

(iv). Let (Wi)i∈I be an open covering of S, set Xi := x−1(Wi) and Yi := y−1(Wi). We
claim that if Xi ×Wi

Yi exists for all i, then X ×S Y exists and (Xi ×Wi
Yi)i is an open

covering of X ×S Y . Indeed this is proved in a similar way as (ii) using (iii) instead of (i).
(v). Now we can prove the existence of the fiber product of arbitrary schemes X and

Y over S: Covering S by open affine subschemes, (iv) shows that we may assume that
S is affine. Covering X by open affine subschemes, (ii) shows that we may assume that
X is affine. As the arguments in (ii) are clearly symmetric in X and Y , we finally may
also assume that Y is affine. But then we have already shown the existence of the fiber
product in Proposition 4.17.

If S = SpecR is affine, we will often write X ×R Y instead of X ×S Y . If Y = SpecB is
affine, we also write X ⊗S B or, for S = SpecR affine, X ⊗R B instead of X ×S Y .

The proof of Theorem 4.18 shows in particular:

Corollary 4.19. Let S be a scheme, let X and Y be S-schemes, let S =
⋃
i Si be an

open covering and denote by Xi (resp. Yi) the inverse image of Si in X (resp. in Y ). For
all i let Xi =

⋃
j∈Ji Xij and Yi =

⋃
k∈Ki Yik be open coverings. Then

X ×S Y =
⋃
i

⋃
j∈Ji,k∈Ki

Xij ×Si Yik

is an open covering of X ×S Y .

Special cases of the following proposition will be used very often. We start with the
following general setting. Let S be a scheme, X and Y two S-schemes, and let f : X ′ → X
be a morphism of S-schemes. Set g := f ×S idY . We obtain a commutative diagram,
where all squares are cartesian (Proposition 4.16)

(4.5.1)

X ′ ×S Y
g //

p′

��
�

X ×S Y
q //

p

��
�

Y

��
X ′

f
// X // S

and where p′, p, and q are the projections.

Proposition 4.20. Assume that f : X ′ → X can be written as the composition of scheme
morphisms which satisfy the following condition: each morphism is a homeomorphism
onto its image and also satisfies one of the assumptions (I), (II):

(I) For each point x′ ∈ X ′, the homomorphism f ]x′ : OX,f(x′) → OX′,x′ is surjective,
and there exists an open affine neighborhood V of f(x′) such that f−1(V ) is quasi-
compact.
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(II) For each point x′ ∈ X ′, the homomorphism f ]x′ : OX,f(x′) → OX′,x′ is bijective.
We set Z ′ = X ′ ×S Y and Z = X ×S Y .
(1) The morphism g is a homeomorphism of Z ′ onto

(4.5.2) g(Z ′) = p−1(f(X ′)).

(2) For all points z′ ∈ Z ′ consider the commutative diagram induced on local rings by the
left square of (4.5.1)

OZ′,z′ OZ,g(z′)

g]
z′oo

OX′,p′(z′)

OO

OX,p(g(z′)).
f]
p′(z′)

oo

p]
g(z′)

OO

Then the homomorphism g]z′ is surjective and its kernel is generated by the image of

the kernel of f ]p′(z′) under p]g(z′).

Proof. Because of the transitivity of the fiber product (Proposition 4.16) we may assume
that f satisfies assumption (I) or assumption (II).

We first assume that f satisfies (II). Therefore f ] : f−1(OX)→ OX′ is an isomorphism
or, in other words, that f yields an isomorphism (X ′,OX′)

∼→ (f(X ′),OX |f(X′)) of
locally ringed spaces. In this case it is easy to check that (p−1(f(X ′)),OZ |p−1(f(X′)))
is a fiber product of X ′ with Z over X in the category of locally ringed spaces and
in particular in the category of schemes. Therefore g gives rise to an isomorphism
(Z ′,OZ′)

∼→ (p−1(f(X ′)),OZ |p−1(f(X′))). This implies all assertions.
Thus from now on we assume that f satisfies assumption (I). All assertions can be

checked locally on S, Y and X. Observe that the second assumption in (I) is preserved by
replacing X by an affine open U ⊆ X: If x′ ∈ f−1(U) and V is an open affine neighborhood
of f(x′) such that f−1(V ) is quasi-compact, there exists a principal open V1 inside V
which is contained in U . Covering f−1(V ) by finitely many affine open subschemes, we see
that f−1(V1) is covered by finitely many principal opens inside these (Proposition 2.10),
and hence is again quasi-compact. Cf. Proposition/Definition 10.1 for the same argument
in a more general context.

We can therefore assume that S = SpecR, X = SpecA and Y = SpecB are affine
and that X ′ is quasi-compact. Then f corresponds to an R-algebra homomorphism
ϕ : A→ Γ(X ′,OX′) and factorizes as

f : X ′
f1−→ Spec(A/Ker(ϕ))

f2−→ X = SpecA.

Then f2 is a closed immersion and hence surjective on stalks and a homeomorphism onto
a closed subspace of X. As f is a homeomorphism onto its image, the same therefore
holds for f1. As f induces surjections on the local rings, the same holds for f1. We see
that it suffices to prove the proposition if f is a closed immersion or if in addition the
corresponding R-algebra homomorphism ϕ is injective.

Let us first consider the case that f is a closed immersion and hence X ′ = SpecA/a
for some ideal a ⊆ A. Proposition 4.17 shows that Z and Z ′ are affine as well, and g
corresponds to the natural surjective R-algebra homomorphism A ⊗R B → A/a ⊗R B.
Then all assertions are clear.
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Therefore we may assume that ϕ is injective. We claim that for all x′ ∈ X ′ the surjective
ring homomorphism

f ]x′ : OX,f(x′) → OX′,x′

is injective and hence bijective (then we are done because we proved all assertions already
under assumption (II)).

To prove the claim we start with a general remark (which is a special case of Theorem 7.22
below). For a scheme Z and t ∈ Γ(Z,OZ) let Zt be the open set of z ∈ Z such that
t(z) 6= 0. The restriction Γ(Z,OZ)→ Γ(Zt,OZ) defines a homomorphism ρt : Γ(Z,OZ)t →
Γ(Zt,OZ). This homomorphism is injective if Z is quasi-compact. Indeed, choose a
finite affine covering (Ui)i of Z and set Ci = Γ(Ui,OZ). Defining ti = t|Ui we have
(
∏
i Ci)t =

∏
i(Ci)ti because the product is finite. We obtain a commutative diagram

Γ(Z,OZ)t
ρt //

��

Γ(Zt,OZ)

��∏
i(Ci)ti

∼ // ∏
i Γ((Ui)ti ,OZ)

with injective vertical arrows. Moreover, the lower horizontal homomorphism is the
product of the isomorphisms (Ci)ti

∼= Γ(D(ti),OUi) (2.10.1). This shows the injectivity
of ρt.

To prove the injectivity of f ]x′ let p ⊂ A be the prime ideal corresponding to f(x′). For
all s ∈ A \ p let ϕs : As → Γ(X ′,OX′)ϕ(s) be the injective homomorphism obtained from
ϕ by localizing in s and denote by ψs the injective composition

ψs : As
ϕs−−→ Γ(X ′,OX′)ϕ(s)

ρϕ(s)−−→ Γ(X ′ϕ(s),OX′).

Now X ′ϕ(s) = f−1(D(s)). As the D(s), for s ∈ A \ p, form a basis of open neighborhoods

of f(x′) and as f is a homeomorphism onto its image, the X ′ϕ(s) form a basis of open

neighborhoods of x′. Hence lim
−→

Γ(X ′ϕ(s),OX′) = OX′,x′ and we have lim
−→

ψs = f ]x′ which

shows the injectivity of f ]x′ .

Remark 4.21. The hypotheses of Proposition 4.20 on f are satisfied in the following
cases which are the cases of main interest.
(1) f is an immersion of schemes (Section (3.16)).
(2) f is the canonical morphism Spec OX,x → X for some point x ∈ X (3.4.1).
(3) f is the canonical morphism Spec κ(x)→ X for some point x ∈ X (3.4.2).
Indeed, in case (1) the morphism f can be written as the composition of a closed immersion
(which satisfies assumption (I)) followed by an open immersion (satisfying (II)). In case (2)
we can choose an open affine neighborhood U of x and f can be written as the composition
of Spec OX,x → U (which satisfies (I)) and the open immersion U → X (satisfying (II)).
In case (3) the morphism f satisfies assumption (I).
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(4.6) Examples.

Products of affine spaces.

Let R be a ring, and AnR = Spec(R[T1, . . . , Tn]) be the affine space over R. For integers
n,m ≥ 0 one has R[T1, . . . , Tn] ⊗R R[Tn+1, . . . , Tn+m] ∼= R[T1, . . . , Tn+m] and therefore
the description of fiber products for affine schemes (Proposition 4.17) that

(4.6.1) AnR ×R AmR ∼= An+m
R .

Products of prevarieties.

Let k be an algebraically closed field and let X be a k-scheme of finite type. In Sec-
tion (3.13) we have shown that attaching to a k-morphism x : Spec k → X its image
defines an identification Xk(k) = X0, where X0 ⊆ X denotes the subspace consisting of
the closed points of X. Moreover we have seen that attaching to a scheme X of finite type
over k the ringed space (X0,OX |X0

) defines an equivalence of the category of integral
schemes of finite type over k and the category of prevarieties over k. Let us show that
this construction is compatible with products.

Lemma 4.22. Let k be a field and let X and Y be k-schemes (locally) of finite type.
Then X ×k Y is (locally) of finite type over k.

This follows from a general result on morphisms of finite type (Proposition 10.7).
Alternatively we may see this as follows.

Proof. By definition there exist (finite) open coverings X =
⋃
iXi and Y =

⋃
j Yj , where

Xi and Yj are affine k-schemes of finite type. By Corollary 4.19 the Xi×kYj form a (finite)
open cover of X ×k Y . Therefore we may assume that X = SpecA and Y = SpecB,
where A and B are finitely generated k-algebras. Then X ×k Y is the spectrum of A⊗k B
which is again a k-algebra of finite type.

The following lemma follows from the more precise results of Proposition 5.51 below.

Lemma 4.23. Let k be an algebraically closed field and let X and Y be integral k-schemes.
Then X ×k Y is again integral.

Let k be an algebraically closed field. Let X and Y be integral k-schemes of finite
type. Then the lemmas show that X ×k Y is also an integral k-scheme of finite type.
Let X0 and Y0 be the prevarieties corresponding to X and Y , respectively, and let Z0

be the prevariety corresponding to X ×k Y . Then the universal property of the fiber
product (4.4.2) shows

Z0 = (X ×k Y )k(k) = Xk(k)× Yk(k) = X0 × Y0.

If we view the category of prevarieties over k as a full subcategory of the category of
k-schemes, we deduce that the fiber product of two prevarieties X0 and Y0 is again a
prevariety Z0 and that Z0 = X0 × Y0.

Note that this identity is an identity of sets. The projections Z0 → X0 and Z0 → Y0

are continuous but the topology on Z0 is usually finer than the product topology of X0

and Y0 (see Exercise 4.11).
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Remark/Definition 4.24. (Frobenius morphism) Let p be a prime number and let
S be a scheme over Fp (i.e., for every open subset U ⊆ S and every section f ∈ Γ(U,OS)
we have pf = 0). We denote by FrobS : S → S the absolute Frobenius of S: FrobS is the

identity on the underlying topological spaces and Frob[S is the map x 7→ xp on Γ(U,OS)

for all open subsets U of S. Note that pΓ(U,OS) = 0 implies that Frob[S : OS → OS is a
homomorphism of sheaves of rings.

Now let f : X → S be an S-scheme. Note that FrobX is in general not an S-morphism.
Instead of the absolute Frobenius we therefore introduce a relative variant. Consider the
diagram

(4.6.2)

X

f

��

FrobX

$$
F

!!
X(p)

f(p)

��

σX //

�

X

f

��
S

FrobS // S,

where X(p) is defined by the cartesian square and F = FX/S is the unique morphism
making the above diagram commutative. The morphism FX/S is called the relative
Frobenius of X over S.

We describe this diagram locally: Assume that S = SpecR and X = Spec(A) are affine.
Via the choice of generators of A as an R-algebra, we can identify A with R[T ]/(f) where
T = (Ti)i∈I is a tuple of indeterminates and f = (fj)j∈J is a tuple of polynomials in
R[T ]. Then the diagram (4.6.2) is given by:

(1) X(p) = Spec(A(p)) with A(p) = R[T ]/(f
(p)
j ; j ∈ J), where for any polynomial, say

f =
∑
ν∈N(I)

0
aνT

ν ∈ R[T ], we set f (p) =
∑
ν∈N(I)

0
apνT

ν .

(2) The morphism σ∗X : A→ A(p) is induced by R[T ]→ R[T ], f 7→ f (p).
(3) The relative Frobenius F ∗ = F ∗X/S is induced by the homomorphism of R-algebras

R[T ]→ R[T ] which sends an indeterminate Ti to T pi .

Base change, Fibers of a morphism

We now study special cases of the fiber product and gain the notion of base change, fibers
of a morphism, inverse image of subschemes, or intersections of subschemes.

(4.7) Base change in categories with fiber products.

Let C be a category in which arbitrary fiber products exist (e.g., the category of schemes),
and let u : S′ → S be a morphism in C. If X → S is an S-object, X ×S S′ is an S′-object
via the second projection that is sometimes denoted by u∗(X) or by X(S′). It is called
the inverse image or the base change of X by u. If Y → S is a second S-object and
f : X → Y an S-morphism, the morphism f ×S idS′ : X ×S S′ → Y ×S S′ is a morphism
of S′-objects that is sometimes denoted by u∗(f) or by f(S′) and called the inverse image
or the base change of f by u. We obtain a covariant functor
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u∗ : C/S → C/S′

from the category of S-objects in C to the category of S′-objects. This functor is called
base change by u.

Proposition 4.16 implies that “transitivity of base change” holds: If u′ : S′′ → S′ is
another morphism in C, the functors (u ◦ u′)∗ and (u′)∗ ◦ u∗ from C/S to C/S′′ are
isomorphic.

If h : T → S′ is an S′-object, we can consider T as an S-object by composing its
structure morphism with u. Let p : X(S′) → X be the first projection. We obtain mutually
inverse bijections, functorial in T and in X,

(4.7.1) HomS′(T,X(S′))
t′ 7→p◦t′ // HomS(T,X).

(t,h)S←7 t
oo

(4.8) Fibers of morphisms.

Let f : X → S be a morphism of schemes and let s ∈ S be a point. We will now endow
the topological fiber f−1(s) with the structure of a scheme.

Definition 4.25. Let Specκ(s)→ S be the canonical morphism. Then we call

Xs := X ⊗S κ(s)

the fiber of f in s.

Hence Xs is a κ(s)-scheme (via the second projection). By Proposition 4.20 (applied to
S, X = S, X ′ = Specκ(s), Y = X) the underlying topological space of Xs is indeed the
subspace f−1(s) of X. In the sequel the notation f−1(s), when understood as a scheme,
will always refer to this κ(s)-scheme.

Thus we have seen that every morphism f : X → S gives rise to a κ(s)-scheme Xs for
every point s ∈ S, in other words, we obtain a family of schemes over fields parameterized
by the points of S.

Example 4.26. Let k be an algebraically closed field and set

X(k) = { (u, t, s) ∈ A3(k) ; ut = s }.

As UT − S ∈ k[U, T, S] is irreducible, we may consider X(k) as an affine variety. The
associated integral k-scheme of finite type is

X = Spec k[U, T, S]/(UT − S).

Let X → A1
k be the projection given on k-valued points by (u, t, s) 7→ s. For each point

s ∈ A1(k) the fiber Xs is by definition Xs = SpecAs, where

As = k[U, T, S]/(UT − S)⊗k[S] k[S]/(S − s) = k[U, T ]/(UT − s).

Note that UT − s ∈ k[U, T ] is irreducible for s 6= 0 and reducible for s = 0. We see that
X → A1 defines a family of k-schemes Xs parametrized by s ∈ A1(k) such that X0 is
reducible and Xs is irreducible for all s 6= 0.
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Figure 4.1: The closed subscheme
V (Y 2 −X2(X + 1)− 1

10Z) ⊂ A3
R.

The fibers of the projection A3 → A1 to
the Z-coordinate over Z = 0, Z = 1
and Z = − 1

2 are marked.

Example 4.27. For a field k, a ∈ k×,
we set

X := V (Y 2 −X2(X + 1)− aZ) ⊂ A3
k.

Let f : X → A1
k = Spec k[Z] be

the morphism corresponding to the
canonical ring homomorphism k[Z] →
k[X,Y, Z]/(Y 2 −X2(X + 1)− aZ). Let
z ∈ A1(k) = k, considered as a closed
point of A1

k. We have by definition Xz =
SpecAz, where

Az = k[X,Y ]/(Y 2 −X2(X + 1)− az).

For z = 0 we obtain

X0 = Spec k[X,Y ]/(Y 2 −X2(X + 1))

whose R-valued points we have already
seen in Chapter 1 (Figure 1.1).

Lemma 4.28. Let S be a scheme, let f : X → S and g : Y → S be S-schemes and let
p : X ×S Y → X and q : X ×S Y → Y be the two projections. Let x ∈ X and y ∈ Y be
points and ξ : Specκ(x)→ X and ψ : Specκ(y)→ Y the canonical morphisms.
(1) There exists a point z ∈ X×S Y with p(z) = x and q(z) = y if and only if f(x) = g(y).
(2) Assume that the condition in (1) is satisfied and set s := f(x) = g(y). Then

ζ := ξ ×S ψ : Z := Spec(κ(x)⊗κ(s) κ(y))→ X ×S Y

is a homeomorphism of Z onto the subspace

ζ(Z) = p−1(x) ∩ q−1(y).

Proof. This follows from the identity Z = p−1(x)×(X×SY ) q
−1(y).

(4.9) Permanence properties of scheme morphisms.

Definition 4.29. Let P be a property of morphisms of schemes such that every isomor-
phism possesses P.
(1) P is called stable under composition if for all morphisms f : X → Y and g : Y → Z

possessing P, the composition g ◦ f also possesses P.
(2) P is called stable under base change if for all morphisms f : X → S possessing P

and for all morphisms S′ → S, the base change f(S′) : X(S′) → S′ possesses P.
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Proposition 4.30. Let P be stable under composition and stable under base change.
Then for all schemes S and all S-morphisms f : X ′ → X and g : Y ′ → Y possessing P,
the fiber product f ×S g also possesses P.

Proof. As f ×S g is the composition (f ×S idY )◦ (idX′ ×Sg), we may assume that g = idY .
We consider X ′ as an X-scheme via f . Then

f ×S idY : X ′ ×S Y = X ′ ×X (X ×S Y )→ X ×S Y

is the morphism f(X×SY ) and possesses therefore P.

In the category of schemes almost all properties of morphisms that we are going to
define will be stable under composition. But there are some properties (most of the time
of topological nature) that are not stable under base change, e.g., the property of being
injective (see Proposition 4.35 and Exercise 4.16).

Definition 4.31. If P is a property of morphisms of schemes, we say that a morphism
f : X → S of S-schemes possesses P universally if f(S′) possesses P for all morphisms
S′ → S.

For example, we say that f is universally injective if f(S′) is injective for all S′ → S. In
Section (4.10) we will answer the question which of the properties of scheme morphisms
defined so far are stable under base change.

Absolute properties of schemes are very often not compatible with base change. E.g.,
even if k is a field and K and L extension fields of k, K ⊗k L might be non-noetherian
and non-reduced (Exercise 4.18); see also the section in Chapter 5 on extensions of the
base field for schemes over a field.

We finally make precise what it means for P to be local:
(1) We say that P is local on the target if for every morphism f : X → Y of schemes

and for every open covering Y =
⋃
j∈J Vj the morphism f possesses P if and only if

f |f−1(Vj) : f−1(Vj)→ Vj possesses P for all j ∈ J .
(2) We say that P is local on the source if for every morphism f : X → Y of schemes

and for every open covering X =
⋃
i∈I Ui the morphism f possesses P if and only if

f |Ui : Ui → Y possesses P for all i ∈ I.

(4.10) Permanencies of properties of scheme morphisms.

We now study which properties of scheme morphisms introduced so far are stable under
composition, base change, local on the target, or local on the source.

Proposition 4.32.
(1) The following properties of scheme morphisms are stable under composition: “injec-

tive”, “surjective”, “bijective”, “homeomorphism”, “open”, “closed”, “open immer-
sion”, “closed immersion”, “immersion”.

(2) The following properties of scheme morphisms are stable under base change: “surjec-
tive”, “open immersion”, “closed immersion”, “immersion”.

(3) The following properties of scheme morphisms are local on the target: “injective”,
“surjective”, “bijective”, “homeomorphism”, “open”, “closed”, “open immersion”,
“closed immersion”, “immersion”.

(4) The property “open” is local on the source.
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Proof. The assertions in (1), (3), and (4) are obvious. Proposition 4.20 shows that the
properties “open immersion”, “closed immersion”, and “immersion” are stable under base
change (see the discussion at the beginning of Section (4.11)). The property “surjective”
is stable under base change by Lemma 4.28.

The following properties are not stable under base change: “injective”, “bijective”, and
“homeomorphism” (Exercise 4.16), “open” (Exercise 12.23), and “closed” (Exercise 4.21).

Let P be a property that is not necessarily stable under base change and let P′ be the
property “universally P”. Of course, P′ is stable under base change. Moreover if P is
stable under composition (resp. local on the target), the same is true for P′. In particular,
the following corollary follows from Proposition 4.32:

Corollary 4.33. The following properties of scheme morphisms are stable under composi-
tion, stable under base change, and local on the target: “universally injective”, “universally
bijective”, “universal homeomorphism”, “universally open”, “universally closed”.

Attaching to a scheme X its reduced subscheme Xred (Section (3.18)) is compatible
with fiber product in the following sense.

Proposition 4.34. Let S be a scheme and let X and Y be S-schemes. Then the canonical
immersions Xred → X and Yred → Y induce an isomorphism

(Xred ×Sred
Yred)red = (Xred ×S Yred)red

∼→ (X ×S Y )red.

Proof. The equality Xred×Sred
Yred = Xred×SYred is clear as Sred → S is a monomorphism.

As Xred → X and Yred → Y are surjective immersions, their fiber product Xred×S Yred →
X ×S Y is also a surjective immersion (Proposition 4.32) and therefore induces an
isomorphism on reduced subschemes.

Note that the fiber product of reduced schemes (or even the fiber products of spectra
of fields) is in general not reduced (Exercise 4.18; see also Proposition 5.49 when this is
the case for schemes over a field).

We conclude this subsection with a characterization of universally injective morphisms.

Proposition 4.35. Let f : X → Y be a morphism of schemes. Then f is universally
injective if and only if f is injective and for all x ∈ X the extension κ(f(x)) → κ(x)
induced by f ]x is purely inseparable.

Proof. Let f be universally injective. Assume that κ(x) is not a purely inseparable
extension of κ(f(x)). Then there exist two distinct κ(f(x))-embeddings of κ(x) into an
algebraically closed extension K of κ(f(x)) (Corollary B.102). These embeddings define
two distinct Y -morphisms SpecK → X and hence give rise to two distinct morphisms
SpecK → X ⊗Y K of K-schemes. Therefore X ⊗Y K contains at least two points, and
the morphism f(K) : X ⊗Y K → SpecK is not injective.

Now let us prove the converse. First note that f is universally injective if and only
if for every morphism Y ′ → Y and for every point y′ ∈ Y ′ with image y in Y the fiber
(X ×Y Y ′)y′ = Xy⊗κ(y) Specκ(y′) consists of at most one point. We may assume that Xy

is non-empty, so by hypothesis (Xy)red = SpecK, where K ⊃ κ(y) is purely inseparable.
We therefore may assume by Proposition 4.34 that Y = Spec k and X = SpecK where
K ⊃ k is purely inseparable and it suffices to show that SpecK ⊗k k′ has only one point
for an arbitrary field extension k′ of k. This follows from Corollary B.102.
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Sometimes universally injective morphisms are also called purely inseparable. The
French notion is morphisme radiciel.

(4.11) Inverse images and schematic intersections of subschemes.

Let f : X → Y be a morphism of schemes and let i : Z → Y be an immersion. Proposi-
tion 4.20 shows that the base change i(X) : Z ×Y X → X is surjective on stalks and a
homeomorphism of Z ×Y X onto the locally closed subspace f−1(Z) (where we identify
Z = i(Z)). Therefore i(X) is an immersion. In the sequel we consider Z ×Y X as a
subscheme of X and call it the inverse image of Z under f . From now on, f−1(Z), when
seen as a scheme, will always mean this subscheme.

Clearly, f−1(Z) is a closed subscheme of X if Z is a closed subscheme of Y . Proposi-
tion 4.20 also shows that if Z is an open subscheme of Y , f−1(Z) is an open subscheme
of X.

Example 4.36. If X = SpecB and Y = SpecA are affine and Z is closed in Y , the
morphism f corresponds to a ring homomorphism ϕ : A→ B and Z = V (a) = SpecA/a
for some ideal a ⊆ A. Then we have an identity of closed subschemes

(4.11.1) f−1(V (a)) = V (ϕ(a)B).

As a special case of the inverse image of a subscheme we can define the intersection of
two subschemes: Let i : Y → X and j : Z → X be two subschemes. Then we call

Y ∩ Z := Y ×X Z = i−1(Z) = j−1(Y )

the (schematic) intersection of Y and Z in X. The universal property of the fiber product
implies the following universal property for Y ∩ Z: A morphism T → X factors through
Y ∩ Z if and only if it factors through Y and through Z.

Example 4.37. If X = SpecA and Y = V (a), Z = V (b), the identity (4.11.1) becomes

(4.11.2) V (a) ∩ V (b) = V (a + b).

Example 4.38. If R is a ring and if f1, . . . , fr, g1, . . . , gs ∈ R[X0, . . . , Xn] are homoge-
neous polynomials, we have for the intersection of closed subschemes of PnR:

V+(f1, . . . , fr) ∩ V+(g1, . . . , gs) = V+(f1, . . . , fr, g1, . . . , gs) ⊆ PnR.

(4.12) Base change of affine and of projective space.

Affine Space.

Recall that we denote by An the affine space of relative dimension n over Z. For every
scheme S we consider AnS := An ×Z S as an S-scheme via the second projection and call
this S-scheme the affine space of relative dimension n over S. If S = SpecR is affine,
AnS = Spec(Z[T1, . . . , Tn] ⊗Z R) = SpecR[T1, . . . , Tn] is the affine space AnR defined in
Example 2.36. For every morphism S′ → S we find
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(4.12.1) AnS ×S S′ = An ×Z S ×S S′ = AnS′ .

For a scheme X “functions on X” are by definition the elements of Γ(X,OX). We have
identifications

Γ(X,OX) = Hom(Ring)(Z[T ],Γ(X,OX)) = Hom(Sch)(X,A1
Z),

where the first one is given by sending a ring homomorphism ϕ : Z[T ] → Γ(X,OX) to
ϕ(T ) and where the second is given by Proposition 3.4. Moreover, if X is an S-scheme
we obtain by (4.7.1) an identification

(4.12.2) Γ(X,OX) = HomS(X,A1
S).

Projective Space.

Similar as for the affine space we define PnS = PnZ ×Z S for every scheme S and call this
S-scheme the projective space of relative dimension n over S. Then it is easy to see that
if S = SpecR is affine, PnSpecR is the projective space PnR defined in Section (3.6). For
every morphism of schemes S′ → S we have

(4.12.3) PnS′ ∼= PnS ×S S′.

Let R be a ring and let R′ be an R-algebra. Let f1, . . . , fr ∈ R[T0, . . . , Tn] be homogeneous
polynomials and let f ′1, . . . , f

′
r be their images in R′[T0, . . . , Tn]. Then we have an equality

of closed subschemes of PnR′ = PnR ⊗R R′

(4.12.4) V+(f ′1, . . . , f
′
r) = V+(f1, . . . , fr)⊗R R′.

(4.13) Morphisms of projective schemes.

In Section (1.25) we have seen that morphisms between projective varieties can be
described by homogeneous polynomials. For morphisms between closed subschemes of
projective space over an arbitrary ring R a similar description can be given.

Let P̃n = An+1
R \ {0} be the complement of the zero section in An+1

R (Section (3.6)).
Let

p = pn : P̃n → PnR
be the projection defined in Section (3.6). We choose coordinates X0, . . . , Xn on PnR. For
each i we have

(4.13.1) D(Xi) = p−1(D+(Xi)) ∼= D+(Xi)×R (A1
R \ {0}).

Let Z ⊆ PnR be a closed R-subscheme and set Vi = D+(Xi)∩Z. Then (4.13.1) shows that

(4.13.2) p−1(Vi) ∼= Vi ×R (A1
R \ {0}).

Let Z := V+(I) be a closed subscheme of PnR, where I ⊆ R[X0, . . . , Xn] is a homogeneous
ideal. The affine cone of Z (defined for varieties in Section (1.21)) is

(4.13.3) C(Z) := SpecR[X0, . . . , Xn]/I ⊆ An+1
R .
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Then we have C(Z) ∩ P̃n = p−1(Z).
Now let f0, . . . , fm ∈ R[X0, . . . , Xn] be homogeneous polynomials of the same degree.

They define an R-algebra homomorphism R[X ′0, . . . , X
′
m]→ R[X0, . . . , Xn]/I by sending

X ′j to fj modulo I. We obtain a morphism of R-schemes f̃ : C(Z)→ Am+1
R . This induces

for every R-algebra A a map on A-valued points

f̃(A) : C(Z)R(A) = { a = (a0, . . . , an) ∈ An+1 ; ∀g ∈ I : g(a) = 0 } → Am+1.

By the description of A-valued points of P̃n in Example 4.5, the morphism f̃ satisfies
f̃(C(Z)∩P̃n) ⊆ P̃m if and only if for all a = (a0, . . . , an) ∈ An+1 such that g(a) = 0 for all
g ∈ I and such that a0, . . . , an generate the unit ideal the elements f0(a), . . . , fm(a) ∈ A
generate the unit ideal of A. In this case we obtain a morphism of R-schemes f : Z → PmR
that is the unique morphism such that the following diagram commutes

C(Z) ∩ P̃n
f̃ //

pn

��

P̃m

pm

��
Z

f // PmR .

In fact, as above we write Vi = D+(Xi) ∩ Z and identify p−1
n (Vi) = Vi ×R (A1

R \ {0}).
The map R[T, T−1] → R, T 7→ 1, gives us a morphism SpecR → A1

R \ {0} and thus a
morphism

Vi = Vi ×R SpecR→ Vi ×R (A1
R \ {0}).

Composing this with the morphism

Vi ×R (A1
R \ {0}) ⊆ C(Z) ∩ P̃n

f̃ // P̃m
pm // PmR ,

we obtain a morphism Vi → PmR . Now one checks that these morphisms for varying i can
be glued and give rise to the desired morphism f : Z → PmR .

(4.14) Products of projective spaces, Segre embedding.

Let n,m ≥ 1 be two integers. If R is non-zero, it can be shown that the product PnR×S PmR
is never isomorphic to PNR for some integer N ≥ 0 (this is for example an easy corollary
of the computation of the Picard groups of these schemes, see Example 11.46; see also
Exercise 10.41). But there exists always a natural closed immersion

(4.14.1) σ = σn,m : PnR ×R PmR ↪→ Pnm+n+m
R

called the Segre embedding . To define σ denote by σ̃ : An+1
R × Am+1

R → A(n+1)(m+1)
R the

morphism of R-schemes that is given on A-valued points by

An+1 ×Am+1 3 (x0, . . . , xn, y0, . . . , ym) 7→ (xiyj) 0≤i≤n
0≤j≤m

∈ A(n+1)(m+1).

Then σ̃(P̃n ×R P̃m) ⊆ P̃nm+n+m and the Segre embedding σ is the unique morphism of
R-schemes that makes the following diagram commutative
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P̃n ×R P̃m
σ̃ //

pn×pm
��

P̃nm+n+m

pnm+n+m

��
PnR ×R PmR

σ // Pnm+n+m
R .

In Remark 8.19 we will describe the Segre embedding on S-valued points.

Proposition 4.39. The morphism σ = σn,m is a closed immersion.

Proof. We choose coordinates Xi, Yj , and Tij for i = 0, . . . , n, j = 0, . . . ,m on PnR, PmR ,
and Pnm+n+m

R , respectively. Then we have σ−1(D+(Tij)) = D+(Xi)×R D+(Yj). As the
property of being a closed immersion is local on the target, it suffices to show that the
restriction σij : D+(Xi)×R D+(Yj)→ D+(Tij) of σ is a closed immersion. Writing

D+(Xi) = SpecR

[
Xı̃

Xi
, 0 ≤ ı̃ ≤ n

]
, D+(Yj) = SpecR

[
Ỹ
Yj
, 0 ≤ ̃ ≤ m

]
,

D+(Tij) = SpecR

[
Tı̃̃
Tij

, 0 ≤ ı̃ ≤ n, 0 ≤ ̃ ≤ m
]
,

the morphism σij corresponds to the R-algebra homomorphism

Tı̃̃
Tij
7→ Xı̃

Xi
⊗ Ỹ
Yj
∈ R

[
Xı̃

Xi
, ı̃

]
⊗R R

[
Ỹ
Yj
, ̃

]
.

This homomorphism is surjective, as Xı̃
Xi

is the image of
Tı̃j
Tij

and
Ỹ
Yj

is the image of
Tĩ
Tij

.

This shows that σij is a closed immersion.

Remark 4.40. Bihomogeneous polynomials define closed subschemes of PnR×R PmR . More
precisely, let M ⊂ R[X0, . . . , Xn, Y0, . . . , Ym] be a set of polynomials that are homogeneous
in each set of variables X0, . . . , Xn and Y0, . . . , Ym and let I be the ideal generated by M .
We set

Ui = SpecR

[
X0

Xi
, . . . ,

X̂i

Xi
, . . . ,

Xn

Xi

]
, Wj = SpecR

[
Y0

Yj
, . . . ,

Ŷj
Yj
, . . . ,

Ym
Yj

]
,

for i = 0, . . . , n and j = 0, . . . ,m such that (Ui)i (resp. (Wj)j) is an open affine covering of
PnR (resp. PmR ). As in Section (3.7) there exists a (unique) closed subscheme Z of PnR×RPmR
such that Z ∩ (Ui×RWj) = V (Φi,j(I)) where Φi,j(I) is the ideal of dehomogenizations of
polynomials in I with respect to the variables Xi and Yj . With the results of Chapter 13
one can show that all subschemes of PnR ×R PmR are of this form. We call Z the vanishing
scheme of M (or of I).

In the same way, closed subschemes of products of any number of projective spaces can
be described.

Example 4.41. Let R be a ring, n ≥ 2 an integer. We will define the closed subscheme
C of points in (PnR)3 that are collinear. Collinear points in PnR correspond to lines in An+1

R

lying in one plane, i.e., lines generated by vectors such that, if we group them together to
a matrix, this matrix has rank ≤ 2. We therefore choose coordinates Xij (i = 0, . . . , n) for
each copy Yj of PnR (j = 1, . . . , 3) and let M be the set of 3-minors of the matrix (Xij).
Then all elements of M are homogeneous in the Xij for j fixed and we can define C as
the vanishing scheme of M .



116 4 Fiber products

(4.15) Group schemes.

Let (Grp) be the category of groups and V : (Grp) → (Sets) the forgetful functor. Let
S be a scheme and let G be an S-scheme. The following data for G are equivalent by
Yoneda’s lemma (Section (4.2)).
(i) A factorization of the functor hG : (Sch/S)

opp → (Sets) through the forgetful functor
V : (Grp)→ (Sets).

(ii) For all S-schemes T the structure of a group on GS(T ) which is functorial in T (i.e.,
for all S-morphisms T ′ → T the associated map GS(T )→ GS(T ′) is a homomorphism
of groups).

(iii) Three S-morphisms m : G ×S G → G (multiplication), i : G → G (inversion), and
e : S → G (unit) such that the following diagrams commute.

(4.15.1)

G×S G×S G
m×idG //

idG×m
��

G×S G

m

��
G×S G

m // G,

“associativity”

G×S S
(id,e)S // G×S G

m

��
G

idG // G,

“unit”

G
(id,i)S //

��

G×S G

m

��
S

e // G.

“inverse”

A scheme together with these additional structures is called a group scheme over S. As we
can glue morphisms (Proposition 3.5) it suffices to give in (ii) functorial group structures
on GS(R), where SpecR→ S is an S-scheme which is affine.

If f : S′ → S is a morphism of schemes and (G,m, i, e) is a group scheme over S, then
(G ×S S′,m(S′), i(S′), e(S′)) is a group scheme over S′. For every S′-scheme T we have
(G×S S′)S′(T ) = GS(T ), where we consider T as S-scheme via composition with f .

Definition 4.42. A homomorphism of S-group schemes G and H is a morphism G→ H
of S-schemes such that for all S-schemes T the induced map G(T )→ H(T ) is a group
homomorphism.

A morphism f : G→ H of S-schemes is a homomorphism of group schemes over S if
and only if the corresponding morphism hG → hH of functors is a morphism of functors
to (Grp). Denoting by mG, mH the respective multiplication morphisms, we can also
express this condition as f ◦mG = mH ◦ (f × f) by the Yoneda lemma.

Example 4.43. The following functors G are group schemes over S.
(1) S = SpecZ and G := GLn with GLn(T ) := GLn(Γ(T,OT )), the group of invertible

(n × n)-matrices over Γ(T,OT ), for any scheme T and for a fixed integer n ≥ 1.
The underlying scheme of GLn is SpecA with A = Z[(Tij)1≤i,j≤n][det−1], where
det :=

∑
σ∈Sn sgn(σ)T1σ(1) · · ·Tnσ(n) is the determinant of the matrix (Tij)i,j . This

group scheme is called the general linear group scheme. We call Gm := GL1 the
multiplicative group scheme .
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For an arbitrary scheme S we also define S-group schemes GLn,S := GLn×ZS and
in particular Gm,S := Gm ×Z S.

(2) For a group Γ let G = ΓS be the associated constant group scheme, i.e., ΓS(T ) is the
set of locally constant maps T → Γ for any S-scheme T . The underlying scheme is
the disjoint union

∐
γ∈Γ S.

(3) The additive group scheme Ga,S over S is defined by Ga,S(T ) = Γ(T,OT ) for every
S-scheme T . Its underlying S-scheme is A1

S .

Instead of group schemes one can define ring schemes or schemes of R-algebras (for
R some fixed ring) similarly. Moreover the notion of an action of a group scheme on a
scheme is defined in the obvious way:

Definition 4.44. Let G be an S-group scheme and X be an S-scheme. Then a morphism
a : G×S X → X of S-schemes is called an action of G on X if for all S-schemes T the
map a(T ) : G(T )×X(T )→ X(T ) on T -valued points defines an action of the group G(T )
on the set X(T ).

Similarly, we have the notions of subgroup scheme and of kernels:

Definition 4.45.
(1) Let G be an S-group scheme. A closed subscheme H ⊆ G is called a subgroup scheme,

if the closed immersion H → G is a group scheme homomorphism, or equivalently, if
for all S-schemes T , H(T ) is a subgroup of G(T ).

(2) Let f : G→ H be a homomorphism of S-group schemes. Then the kernel Ker f of f
is the fiber product G×H,e S, where e denotes the unit section of H.

If f : G→ H is a homomorphism of S-group schemes and the unit section e of H is a
closed immersion, then Ker f is a subgroup scheme of G.

Exercises

Exercise 4.1. Let R be a ring, and for every R-algebra A let αA : A→ A be a map of
sets such that for every R-algebra homomorphism ϕ : A→ A′, one has ϕ ◦ αA = αA′ ◦ ϕ.
Prove that there exists a polynomial F ∈ R[T ] such that for every A and every a ∈ A,
αA(a) = F (a) in two different ways: using, resp. not using, the Yoneda lemma.

Exercise 4.2♦. Let S be a scheme and let (Xi) and (Yj) be two families of S-schemes.
Show that

(
∐
i

Xi)×S (
∐
j

Yj) =
∐
i,j

(Xi ×S Yj).

Exercise 4.3. Let C be a category in which a final object and fiber products exist. Show
that in C finite projective limits exist. Deduce that for every scheme S finite projective
limits in (Sch/S) exist.

Exercise 4.4♦. Let S′ → S be a morphism of schemes and let X be an S-scheme
considered as a functor (Sch/S)

opp → (Sets). Let X ′ : (Sch/S′)
opp → (Sets) be the

restriction of X to (Sch/S′)
opp

, i.e., X ′(T → S′) := XS(T → S′ → S). Show that the
functor X ′ is given by the S′-scheme X ×S S′.



118 4 Fiber products

Exercise 4.5. Let X be a scheme and let X =
⋃
i Ui an open covering. Show that for

every local ring R we have an equality of R-valued points X(R) =
⋃
i Ui(R). Give an

example where this equality does not hold for a non-local ring R.

Exercise 4.6. Let R be a local ring. Show that Pn(R) is the set of tuples (x0, . . . , xn)
with xi ∈ R and some xj ∈ R× modulo the equivalence relation

(x0, . . . , xn) ∼ (y0, . . . , yn)⇔ ∃α ∈ R× : xi = αyi∀ i.

Remark : The S-valued points of Pn for an arbitrary scheme will be determined in
Section (8.5).

Exercise 4.7. Let f : X → S and g : Y → S be morphisms in a category C such that
the fiber product (X ×S Y, p, q) exists. Let s : S → Y be a section of g. Show that
t := (idX , s ◦ f)S is a section of p and that the following diagram is cartesian

X
t //

f

��

X ×S Y

q

��
S

s // Y.

Exercise 4.8. Let f : X → X ′ and g : Y → Y ′ be S-morphisms in a category where fiber
products exist. Show that if f and g are monomorphisms, then f ×S g is a monomorphism.

Exercise 4.9. Let S be an object in a category where fiber products exist. Let X, Y , Z
be S-objects, f : X → Z, g : Y → Z two S-morphisms. Show that for every morphism
S′ → S there is a functorial isomorphism (X ×Z Y )(S′) = X(S′) ×Z(S′) Y(S′).

Exercise 4.10. Let X be a scheme.
(a) Let f : Z → X and f ′ : Z ′ → X be (universally) closed morphisms of schemes. Show

that the induced morphism Z
∐
Z ′ → X is (universally) closed.

(b) Assume that the family (Xi)i of irreducible components of X is locally finite (e.g.,
if X is locally noetherian; see Exercise 3.15). Show that the canonical morphism∐
iXi → X is universally closed and surjective.

Exercise 4.11. For every scheme Z we denote by Ztop the underlying topological space
of Z and by Z0 ⊆ Ztop the subspace of closed points. Let S be a scheme and X and Y be
two S-schemes. Show that the two projections of X ×S Y yield a continuous surjection

πtop : (X ×S Y )top → Xtop ×Stop
Ytop,

where the right hand side is the fiber product in the category of topological spaces.
Now let S = Spec k, where k is a field, and all schemes are assumed to be of finite type

over k. For every k-scheme Z we consider Zk(k) ⊆ Z0 ⊆ Ztop as subspaces. Show the
following assertions.
(a) πtop induces a continuous surjective map π0 : (X ×k Y )0 → X0× Y0 and a continuous

bijective map π(k) : (X ×k Y )k(k)→ Xk(k)× Yk(k).
(b) Assume that X = Y = A1

k. Show that π0 is bijective if and only if k is separably
closed. Show that there is no field k such that πtop is bijective or such that π0 is a
homeomorphism. Show that π(k) is a homeomorphism if and only if k is finite (in
that case Zk(k) is finite and discrete for any k-scheme Z of finite type).
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Exercise 4.12♦. Let S be a scheme and let X and Y be S-schemes. Let f, g : X → Y
be two S-morphisms and for all S-schemes T let f(T ) and g(T ) be the induced maps
XS(T )→ YS(T ). Show that the following assertions are equivalent.
(i) f = g.
(ii) f(T ) = g(T ) for all S-schemes T .
(iii) f(X) = g(X).
(iv) There exists an open covering X =

⋃
i Ui such that f(Ui) = g(Ui) for all i.

Exercise 4.13. Let k be a field. Describe the fibers over all points of the following
morphisms SpecB → SpecA corresponding in each case to the canonical homomorphism
A→ B. Which fibers are irreducible or reduced?
(a) Spec k[T, U ]/(TU − 1)→ Spec k[T ].
(b) Spec k[T, U ]/(T 2 − U2)→ Spec k[T ].
(c) Spec k[T, U ]/(T 2 + U2)→ Spec k[T ].
(d) Spec k[T, U ]/(TU)→ Spec k[T ].
(e) Spec k[T, U, V,W ]/((U + T )W, (U + T )(U3 + U2 + UV 2 − V 2))→ Spec k[T ].
(f) SpecZ[T ]→ SpecZ.
(g) SpecZ[T ]/(T 2 + 1)→ SpecZ.
(h) SpecC→ SpecZ.
(i) SpecA/a→ SpecA, where a is some ideal of A.

Exercise 4.14. Let k be an algebraically closed field and let L1, L2 ⊂ Pnk be two linear
subspaces with non-empty intersections. Show that the schematic intersection L1 ∩ L2 is
a linear subspace.

Exercise 4.15♦. Let k be a field, n ≥ 1 an integer and consider in X = A2
k = Spec k[T, U ]

the closed subschemes Y1 := V (Tn +Un− 1) and Y2 := V (T + 1). Describe the schematic
intersection Z := Y1 ∩ Y2. How many points has Z? Is Z irreducible or reduced?

Exercise 4.16♦. Let k be a field, k ↪→ K and k ↪→ k′ two field extensions. Set S = Spec k,
X = SpecK, and S′ = Spec k′. Clearly f : X → S is a homeomorphism. Show that if
K ⊃ k is a finite separable extension of degree n, there exists always a finite separable
extension k′ ⊃ k such that X×S S′ consists of n points. In particular, f(S′) : X×S S′ → S′

is not injective if n > 1.

Exercise 4.17. Let S be a scheme over Fp. Show that the absolute Frobenius FrobS is
a universal homeomorphism. Let X be an S-scheme. Show that the relative Frobenius
FX/S : X → X(p) is a universal homeomorphism.

Exercise 4.18. We keep the notation of Exercise 4.16. Assume that k is a non-perfect
field, and that K and k′ are perfect closures of k. Show that A := K ⊗k k′ is a ring with
a single prime ideal. Show that this prime ideal (equal to the nilradical) is not finitely
generated and deduce that A is a non-reduced non-noetherian ring.
Hint : Corollary B.102.

Exercise 4.19. Let k be an algebraically closed field of characteristic 6= 2.
(a) Show that the quadric of rank 4 in P3

k is isomorphic to P1
k ×k P1

k.
(b) Show that every quadric in P3 contains infinitely many lines (i.e., linear subspaces of

P3 of dimension 1).
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Exercise 4.20. Let n,m ≥ 0 be integers. Show that the schemes Pn × Pm and Pn+m are
isomorphic if and only if n = 0 or m = 0.
Hint : Count (Pn × Pm)(k) and Pn+m(k) when k is a finite field.
Remark : See also Example 11.46 for a different proof and Exercise 10.41 for a generalization.

Exercise 4.21. Let k be a field and let f : A1
k → Spec k be the structure morphism. Show

that f is closed but that f(A1
k) : A2

k → A1
k is not closed.

Exercise 4.22. Give an example of two group schemes G and H over a field k such
that the underlying schemes of G and H are isomorphic but such that G and H are not
isomorphic as group schemes.
Hint : Consider the group scheme G such that for all k-algebras R one has

G(R) = { (aij) ∈ GLn(R) ; aij = 0 for all i > j and aii = 1 for all i }.



5 Schemes over fields

Contents
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– Dimension of schemes over a field

– Schemes over fields and extension of the base field

– Intersections of plane curves

A very important special case are schemes that are of finite type over a field. Thus
before we progress with the general abstract theory of schemes we focus in this and
the next chapter on the case of schemes of finite type over a field (although some of
the definitions and results are formulated and proved in greater generality). In fact this
is also an important building block for the study of arbitrary morphisms of schemes
f : X → S because we have seen how we may attach to each s ∈ S its fiber Xs = f−1(s)
(Section (4.8)). Thus f yields a family of schemes over various fields and we may study f
by first studying its fibers and then how these fibers vary.

Schemes over a field which is not algebraically closed

(5.1) Schemes locally of finite type over a field.

In this section let k be an arbitrary field, and let X be a k-scheme locally of finite type
(Definition 3.30). A point x ∈ X is closed if and only if κ(x) is a finite extension of k
(Proposition 3.33) and the set of closed points is very dense in X (Proposition 3.35). A
point x ∈ X is called k-rational if k → κ(x) is an isomorphism. A k-rational point is
always closed. Sending a k-morphism Spec k → X to its image yields a bijection between
the set X(k) = Xk(k) of k-valued points of X and the set of k-rational points of X
(Proposition 3.8). In the sequel we will often identify k-rational and k-valued points for
k-schemes.

If k is algebraically closed, all closed points are k-rational. In other words the very
dense subspace of closed points can be identified with the set X(k) of k-valued points of
X. If X is of finite type and integral, then X corresponds to a prevariety over k, and we
have a good understanding of the topological space X in terms of this prevariety.

For a general field k it is often difficult to decide whether a given k-scheme X has
a k-rational point (see Exercise 3.28). The following two examples show that even for
quite simple k-schemes the residue fields κ(x) might be complicated field extensions of
k. Moreover it might happen that there is no k-morphism Spec k → X (and hence no
k-rational point of X).

© Springer Fachmedien Wiesbaden GmbH, part of Springer Nature 2020
U. Görtz und T. Wedhorn, Algebraic Geometry I: Schemes, Springer Studium 
Mathematik – Master, https://doi.org/10.1007/978-3-658-30733-2_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-658-30733-2_6&domain=pdf
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Example 5.1. Let X = A1
k = Spec k[T ]. The points of X are the prime ideals of k[T ]. As

k[T ] is a principal ideal domain, the prime ideals are the zero ideal and all principal ideals
generated by irreducible polynomials (see Example 2.14). Hence every finite extension
field which is generated over k by a single element (in particular every finite separable
extension) occurs as a residue class field of a point of X.

Example 5.2. Let X = Spec k′ be the spectrum of a non-trivial extension field k′/k.
This gives us an example of a k-scheme which contains no point with residue class field k
and which does not admit any k-morphism Spec k → X. A scheme X of this form is of
finite type over k, if and only if the extension k′/k is finite (Lemma 1.10).

(5.2) Points and Galois action.

Let k be a field. Given a k-scheme X and a field extension k ↪→ K, we let

X(K) := Xk(K) = Homk(SpecK,X)

be the set of K-valued points of X (see Section (4.1)). Any K-valued point x : SpecK → X
defines by Proposition 3.8 morphisms SpecK → Specκ(x)→ X → Spec k and therefore
gives rise to field extensions

k ↪→ κ(x) ↪→ K.

For K = k attaching to x : Spec k → X its image point in X defines then a bijection

(5.2.1) X(k)
∼→ {x ∈ X ; k ↪→ κ(x) is an isomorphism }.

As Example 5.2 shows, X(k) might be empty.

Example 5.3. Let f1, . . . , fr ∈ k[X0, . . . , Xn] be homogeneous polynomials and let
X := V+(f1, . . . , fr). For every field extension k ↪→ K we have

X(K) = {x = (x0 : . . . : xn) ∈ Pn(K) ; f1(x) = · · · = fr(x) = 0 }

Let G be the group of k-automorphisms of K. We obtain an action of G on X(K) by
composition of the morphism x : SpecK → X with aσ : SpecK → SpecK for σ ∈ G.

Let X = SpecA, where A is a k-algebra. By choosing generators of A as a k-algebra,
we can write A = k[(Ti)i∈I ]/((fj)j∈J), where (Ti)i∈I is a family of indeterminates, and
(fj)j∈J is a collection of polynomials fj ∈ k[(Ti)i]. Then

X(K) = Homk(A,K) = { (ti) ∈ KI ; fj((ti)i) = 0 for all j ∈ J },

and the group action of G on X(K) defined above is the restriction of the componentwise
action of G on KI . In particular we see that for every subgroup H ⊆ G with fixed field
KH ⊂ K the set X(K)H of fix points in X(K) under H coincides with the set X(KH).

Now consider an arbitrary k-scheme X and an open affine covering X =
⋃
α Uα. Then

X(K) =
⋃
α Uα(K), and Uα(K) is a G-invariant subset of X(K). Therefore again

(5.2.2) X(K)H = X(KH)

for every subgroup H ⊆ G.
In particular, if K is a Galois extension of k, then the set of fix points of the action of

G = Gal(K/k) on X(K) is precisely X(k).
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Now let K = k be an algebraic closure of k and G be the group of k-automorphisms of
k. For k-schemes locally of finite type we can describe the set of closed points as follows:

Proposition 5.4. Let X be a k-scheme locally of finite type. Let s̄ be the unique point in
Spec k. The map

α : X(k)→ X, (x̄ : Spec k → X) 7→ x̄(s̄)

induces a bijection between the set of G-orbits in X(k) and the set of closed points of X.

Proof. Proposition 3.8 about morphisms from the spectrum of a field into a scheme shows
that an element of X(k) is the same as a point x ∈ X together with a k-homomorphism
κ(x) → k. Because of Proposition 3.33, x necessarily is a closed point (and for every
closed point there exists a corresponding element in X(k)). We obtain a G-equivariant
bijection

X(k) = { (x, ι) ; x ∈ X closed, ι : κ(x) ↪→ k },
where all the homomorphisms ι are requested to be k-homomorphisms. On the right hand
side, G acts via (x, ι) 7→ (x, σ ◦ ι) for σ ∈ G. The proposition follows, since G operates
transitively on the set of embeddings κ(x) ↪→ k.

Dimension of schemes over a field

In this section, we investigate the notion of dimension, where we concentrate on schemes
of finite type over a field, which is the situation where this notion works best. A further
discussion of the notion of dimension is contained in Chapter 14.

Naively, the dimension of a space should encode the “number of parameters” needed
to describe a point of this space. For instance, affine n-space Ank over a field k should
certainly have dimension n. If X is a k-scheme of finite type and X → Ank is a morphism
with finite fibers, then X should also have dimension n. Using Noether normalization,
one sees that this comes down to defining dimX = trdegkK(X). This approach leads to
a satisfactory theory of dimension for schemes of finite type over a field. For more general
schemes, however, we use a different definition, modeled on the fact that the dimension of
a vector space is the maximal length of a flag of subspaces. In the context of the Zariski
topology, this gives us a viable definition of the dimension of an arbitrary scheme, and we
start with this general notion.

(5.3) Definition of dimension.

Definition 5.5. Let X be a topological space. The dimension dimX of X is the supremum
of all lengths of chains

X0 ) X1 ) · · · ) Xl

of irreducible closed subsets of X. (The length of a chain as above is l.) If X is a scheme,
then its dimension is by definition the dimension of the underlying topological space. A
topological space X is called equidimensional (of dimension d), if all irreducible components
of X have the same dimension (equal to d).

So the dimension is −∞ (if and only if X = ∅), a non-negative integer, or ∞.
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For an affine scheme X = SpecA, we have an inclusion reversing bijection between
irreducible closed subsets of X and prime ideals of A (Corollary 2.7). Thus we have
dimX = dimA, where

dimA := sup{ l ∈ N0 ; ∃p0 ( p1 ( · · · ( pl chain of prime ideals of A }

is called the Krull dimension or simply the dimension of the ring A.

Example 5.6. If k is a field, then dim Spec k = 0. If A is a principal ideal domain (but
not a field), then dim SpecA = 1. In particular, we have dimA1

k = 1 for any field k. If A
is any ring and p0 ( · · · ( pr is a chain of prime ideals in A, we obtain a chain of prime
ideals in A[T ] by p0A[T ] ( · · · ( prA[T ] ( pr + (T ). Therefore we see that

(5.3.1) dimA[T ] ≥ 1 + dimA.

In Theorem 14.100 we will see that whenever A is a noetherian ring, then dimAnA =
n+ dimA. (This statement is not true for an arbitrary ring!) If A = k is a field, we will
show in Corollary 5.18 that dimAnk = n for all n.

We add a word of warning, however. Even for noetherian schemes the notion of dimension
is sometimes quite counter-intuitive (see Exercise 5.3, for instance). If one restricts oneself
to the case of schemes of finite type over a field, then the theory of dimension works mostly
as expected, and is a very useful invariant. We first discuss some simple observations in
the general case.

Lemma 5.7. Let X be a topological space.
(1) Let Y be a subspace of X. Then dimY ≤ dimX. If X is irreducible, dimX < ∞,

and Y ( X is a proper closed subset, then dimY < dimX.
(2) Let X =

⋃
α Uα be an open covering. Then

dimX = sup
α

dimUα.

(3) Let I be the set of irreducible components of X. Then

dimX = sup
Y ∈I

dimY.

(4) Let X be a scheme. Then
dimX = sup

x∈X
dim OX,x.

Proof. (1). If Z is an irreducible closed subset of Y its closure Z̄ in X is irreducible and
Z̄ ∩ Y = Z. This shows the first assertion of (1). The second follows as every chain inside
Y can be enlarged to a chain inside X by adding X.

(2). Let Z0 ) Z1 ) · · · ) Zl be a chain of irreducible closed subsets of X. Then there
exists Uα such that Uα ∩ Zl 6= ∅. Then ∅ 6= Uα ∩ Zi is open in Zi and hence irreducible
and closed in Uα. Moreover the closure of Uα ∩ Zi in X is Zi and thus the Zi ∩ Uα form
a chain of length l in Uα. This shows that supα dimUα ≥ dimX. The converse inequality
follows from (1).

Assertion (3) is clear and for the last assertion we may assume that X = SpecA is
affine by (2). But in this case dim OX,x is the supremum of the length of chains of prime
ideals of A ending in px.
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Assertion (2) shows that for many questions concerning the dimension, we can restrict to
the case of affine schemes and by (3) to the case of irreducible affine schemes. Furthermore
the dimension of a scheme depends only on the underlying topological space; in particular,
we have dimX = dimXred. Thus often we may restrict to the case that X is an affine
integral scheme.

The second part of Assertion (1) has the following consequence.

Corollary 5.8. Let i : Y → X be a closed immersion of schemes, where X is integral. If
dimX = dimY <∞, then i is an isomorphism.

For a general morphism of schemes f : X → Y one does not have dimX ≥ dim f(X)
(see Exercise 5.3). However we have:

Proposition 5.9. Let f : X → Y be an open morphism of schemes. Then we have
dimX ≥ dim f(X).

There is a similar – but simpler – result for closed morphisms of schemes; see Exercise 5.6.

Proof. We may replace Y by the open subscheme f(X) and therefore assume that f is
surjective. Then it suffices to show that if (yi)0≤i≤n is a sequence of points in Y such that

yi−1 ∈ {yi} for all i = 1, . . . , n, then there exists a sequence (xi)0≤i≤n of points in X such

that xi−1 ∈ {xi} for all i = 1, . . . , n and f(xi) = yi for all i. This follows by induction
from the following lemma.

Lemma 5.10. Let f : X → Y be an open morphism of schemes. For every point x ∈ X
and every generization y′ of y := f(x) there exists a generization x′ ∈ X of x with
f(x′) = y′.

Proof. We may assume that X = SpecB and Y = SpecA are affine. Then the set Z of
all generizations of x is Spec OX,x =

⋂
tD(t), where t runs through B \ px. As D(t) is

an open neighborhood of x, its image f(D(t)) is an open neighborhood of y and hence
contains y′. We find that, setting ft := f |D(t), the fiber f−1

t (y′) is non-empty for all t.
We now assume that y′ /∈ f(Z). If g denotes the composition Spec OX,x → X → Y , we

therefore have g−1(y′) = Spec(OX,x ⊗A κ(y′)) = ∅ and hence

OX,x ⊗A κ(y′) = lim
−→

t∈B\px

(Bt ⊗A κ(y′)) = 0.

Therefore 0 = 1 in the limit, and hence in some Bt ⊗A κ(y′). But then we obtain that
f−1
t (y′) = Spec(Bt ⊗A κ(y′)) = ∅; contradiction.

(5.4) Dimension 0.

Let us describe more precisely what it means for a locally noetherian scheme to have
dimension 0. Note that a ring has dimension 0 if and only if every prime ideal is maximal
(or equivalently: if every prime ideal is minimal). A noetherian ring is of dimension 0
if any only if it is Artinian, see Proposition B.36. We translate the characterizations of
Artinian rings into statements about schemes.
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Proposition 5.11. Let X be a locally noetherian scheme. The following are equiva-
lent:
(i) dimX = 0
(ii) The topological space of X carries the discrete topology.
(iii) All local rings of X are local Artin rings.
(iv) The natural morphism ∐

x∈X
Spec OX,x → X

is an isomorphism.

Proof. All properties propagate to open subsets, and can be checked on an open covering.
Therefore we may assume that X is noetherian and affine, and the proposition follows
from Proposition B.36.

(5.5) Integral morphisms of affine schemes.

Recall that a ring homomorphism A→ B is called integral if every element of B is the
zero of a monic polynomial with coefficients in A. The following proposition is a geometric
version of Theorem B.56.

Proposition 5.12. Let X = SpecB and Y = SpecA be affine schemes, let ϕ : A→ B be
an integral ring homomorphism, and let f : X → Y be the corresponding scheme morphism.
If Z = V (b) ⊆ X is a closed subspace, where b ⊆ B is an ideal, then

(5.5.1) f(Z) = V (ϕ−1(b)).

In particular, f is closed. Moreover:
(1) One has dim f(Z) = dimZ.
(2) If ϕ is in addition injective, then f is surjective.

Proof. By Proposition 2.10 (2) the image f(V (b)) is dense in V (ϕ−1(b)). Replacing A by
A/ϕ−1(b) and B by B/b it suffices to show that f is surjective and dimX = dimY if ϕ
is integral and injective. This follows from Theorem B.56: The surjectivity follows from
Going Up (2). Going Up also shows that dimB ≥ dimA, and Assertion (1) of loc. cit.
implies that dimB ≤ dimA.

Theorem 5.13. Let ϕ : A→ B be an integral injective ring homomorphism of integral
domains, and set K = Frac(A) and L = Frac(B). Let f = aϕ : SpecB → SpecA be the
associated morphism. Assume that L is a finite extension of K (e.g., if ϕ is finite) and
that A is integrally closed.

Then the norm map NL/K : L→ K satisfies NL/K(B) ⊆ A. For b ∈ B we have

f(V (b)) = V (NL/K(b))

(equality of sets) and dimV (b) = dimV (NL/K(b)).
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Proof. Let b ∈ B, and let us show that a := NL/K(b) is integral over A (and hence lies in
A). By assumption b is integral over A, so it is a zero of a monic polynomial P ∈ A[T ].
Clearly, the minimal polynomial minpolL/K,b of b with respect to the field extension L/K
divides P , so all zeros (in an algebraic closure of L) of the minimal polynomial are integral
over A. But then the same is true for the coefficients, which are polynomial expressions in
the zeros, and in particular for the norm a, which is (up to sign) a power of the absolute
coefficient of minpolL/K,b.

To complete the proof, it is enough to show that rad(bB) ∩ A = rad(aA) by Propo-

sition 5.12. Writing minpolL/K,b =
∑d
i=0 aiT

i with ad = 1, we find a ∈ a0A. From

a0 = −
∑
i>0 aib

i we see that a ∈ bB. Conversely, if s ∈ A and sn ∈ bB, say sn = bt for
some t ∈ B, then

sn[L:K] = NL/K(sn) = NL/K(b)NL/K(t) ∈ aA.

Lemma 5.14. Let A→ B be a finite ring homomorphism. Then all fibers of the morphism
SpecB → SpecA are finite (as sets).

Proof. Let p ⊂ A be a prime ideal. We must show that the ring B ⊗A κ(p) has only
finitely many prime ideals. However, this ring is a finite-dimensional κ(p)-vector space
and thus it is Artinian (every ideal is also a κ(p)-subvector space, and every descending
chain of subvector spaces of a finite-dimensional vector space becomes stationary) and
therefore its spectrum has only finitely many points by Proposition B.36. Alternatively,
one can use Proposition 5.11 and Proposition 5.12.

(5.6) Dimensions of schemes of finite type over a field.

We fix a field k. We start by recalling a refined version of Noether’s normalization theorem
(Theorem B.58).

Theorem 5.15. Let A 6= 0 be a finitely generated k-algebra.
(1) There exist t1, . . . , td ∈ A such that the corresponding k-algebra homomorphism

ϕ : k[T1, . . . , Td]→ A, Ti 7→ ti, is injective and finite.
(2) If a0 ⊆ a1 ⊆ · · · ⊆ ar ( A is a chain of ideals in A (r ≥ 0), then the ti in (1)

can be chosen such that ϕ−1(ai) = (T1, . . . , Th(i)) for all i = 0, . . . , r and suitable
0 ≤ h(0) ≤ h(1) ≤ · · · ≤ h(r) ≤ d.

Remark 5.16. In more geometric terms, this means the following: Given an affine scheme
X of finite type over k, we find a morphism f : X → Adk of k-schemes such that the
following assertions hold.
(1) The associated k-algebra homomorphism is finite and injective. In particular, by

Proposition 5.12 and Lemma 5.14, f is closed, surjective, and has finite fibers.
(2) Furthermore, given a chain Zr ⊆ · · · ⊆ Z0 of closed subschemes of X, we may arrange

f such that each Zi is mapped onto a coordinate hyperplane V (T1, . . . , Th(i)) in Adk.
(3) If Zr ( · · · ( Z0 is a chain of integral closed subschemes (i.e., Zi = V (ai) for

some prime ideal ai ⊂ A), Theorem B.56 (1) shows that we automatically have
h(0) < h(1) < · · · < h(r) for the numbers h(i) obtained from part (2) of the theorem.
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Corollary 5.17. Let A 6= 0 be a finitely generated k-algebra, and d ≥ 0 be an integer.
Then dimA = d if and only if there exists a finite injective k-algebra homomorphism
k[T1, . . . , Td] ↪→ A.

Proof. Noether normalization yields a finite injective homomorphism k[T1, . . . , Td] ↪→ A.
By Proposition 5.12 we have dimA = dim k[T1, . . . , Td]. By Remark 5.16 (3) we have
dimA ≤ d and by (5.3.1) we have dim k[T1, . . . , Td] ≥ d.

Corollary 5.18. Let n ≥ 0 be an integer. Then dimAnk = dimPnk = n.

Proof. The equality dimAnk = n follows immediately from Corollary 5.17. Moreover, as
projective space Pnk admits an open covering by copies of Ank , we have dimPnk = n by
Lemma 5.7 (2).

If A is a ring, we call a chain of prime ideals in A maximal if it does not admit a
refinement. Similarly, we call a chain of closed irreducible subsets of a topological space
maximal , if it is maximal with respect to refinement.

Theorem 5.19. Let A be a finitely generated algebra over a field k and set d = dimA.
Assume that A is an integral domain. Let qh(1) ( · · · ( qh(r) be a chain of prime ideals
of A such that dimV (qh(i)) = d− h(i).
(1) There exists a finite injective k-algebra homomorphism ϕ : k[T1, . . . , Td] → A such

that ϕ−1(qh(i)) = (T1, . . . , Th(i)) for all i = 1, . . . , r.
(2) For every homomorphism ϕ as in (1) the chain (qh(i))i can be completed to a chain of

prime ideals q0 ( · · · ( qd of A such that ϕ−1(qj) = (T1, . . . , Tj) for all j = 1, . . . , d.
In particular, any chain of prime ideals in A can be completed to a maximal chain of
prime ideals and all maximal chains have the same length.

Proof. We apply Theorem 5.15 to A and the given chain of prime ideals, and denote by
ϕ : k[T1, . . . , Td′ ] → A the resulting homomorphism. By Corollary 5.17 we have d′ = d.
We set bl = (T1, . . . , Tl) ⊂ k[T1, . . . , Td] and thus have ϕ−1(qh(i)) = bh′(i) for some
0 ≤ h′(i) ≤ d. It follows that h(i) = h′(i) because by Proposition 5.12 we have

dimV (qh(i)) = dimV (bh′(i)) = dim k[T1, . . . , Td]/bh′(i) = d− h′(i).

We now prove (2). Let i be an index such that h(i+1) > h(i)+1. We have to find prime
ideals qj for h(i) < j < h(i + 1) with qh(i) ⊂ qh(i)+1 ⊂ · · · ⊂ qh(i+1) and ϕ−1(qj) = bj .
Replacing k[T1, . . . , Td] by k[T1, . . . , Td]/bh(i) (this is again a polynomial ring) and A by
A/qh(i) we may assume that qh(i) = 0. But then Theorem B.56 (3) shows the existence of
the qj .

Schemes of finite type over a field k of dimension 0 are particularly simple:

Proposition 5.20. Let X be a non-empty k-scheme of finite type. The following are
equivalent:
(i) dimX = 0.
(ii) The scheme X is affine, the k-vector space Γ(X,OX) is finite-dimensional, and

Γ(X,OX) =
∏
x OX,x.

(iii) The underlying topological space of X is discrete.
(iv) The underlying topological space of X has only finitely many points.
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Proof. If dimX = 0, then (iii) holds by Proposition 5.11, and (iii) implies (iv) because
X is quasi-compact. We show that (iv) implies that all points of X are closed (which
implies (i)). Let U be the set of points x ∈ X that are not closed. As X is finite, this is
an open subset of X. As the closed points of X are very dense (Proposition 3.35), U has
to be empty.

If (ii) holds, X is the spectrum of an Artinian ring and therefore the underlying
topological space of X is finite and discrete. Conversely, we show that (i), (iii), and (iv)
imply (ii). If X is finite and discrete, X is clearly affine, say X = SpecA, and A =

∏
x OX,x.

Corollary 5.17 shows that the structure morphism X → Spec k corresponds to a finite
homomorphism k → A.

Corollary 5.21. Let X be an integral k-scheme of finite type, such that dimX = 0. Then
X ∼= Spec k′, where k′/k is a finite field extension.

The central result on the dimension of schemes over a field is the following theorem.

Theorem 5.22. Let X be an irreducible k-scheme locally of finite type with generic point
η.
(1) dimX = trdegk κ(η).
(2) Let x ∈ X be any closed point. Then dim OX,x = dimX.
(3) Let f : Y → X be a morphism of k-schemes of finite type such that f(Y ) contains the

generic point η of X. Then dimY ≥ dimX. In particular we have dimU = dimX
for any non-empty open subscheme U of X.

(4) Let f : Y → X be a morphism of k-schemes of finite type with finite fibers. Then
dimY ≤ dimX.

If X is integral, then κ(η) is simply the function field of X.
A theorem of Chevalley (see Theorem 10.20) will show that under the hypotheses

of the proposition the property that η is contained in f(Y ) in (3) is equivalent to the
property that f(Y ) is dense in X (one can also use Exercise 10.1 or Exercise 3.12 if Y is
irreducible).

A morphism f as in (4) is called quasi-finite. This notion will be discussed more
thoroughly in Section (12.4).

Proof. (1). We may assume that X is reduced, and covering X by non-empty open affine
subschemes U we may assume that X = SpecA, where A is an integral finitely generated
k-algebra. Then we have κ(η) = Frac(A). Let ϕ : k[T1, . . . , Td]→ A be a finite injective
homomorphism as in Corollary 5.17 with d = dimA. Then Frac(A) is a finite extension
of K := k(T1, . . . , Td) and we have trdegk(Frac(A)) = trdegk(K) = d.

(3). By hypothesis there exists θ ∈ Y such that f(θ) = η. Therefore f induces a
k-embedding κ(η) ↪→ κ(θ). Denote by Z the closure of θ. Then

dimX = trdeg κ(η) ≤ trdeg κ(θ) = dimZ ≤ dimY.

(2). By (3) we may replace X by an open affine neighborhood U of x in Xred. Thus
again we may assume that X = SpecA, where A is an integral finitely generated k-algebra.
Then x corresponds to a maximal ideal px of A and dim(OX,x) is the supremum of lengths
of chains of prime ideals of A that end in px. But the chain consisting of the single prime
ideal px may be completed to a maximal chain of length dimA by Theorem 5.19. This
proves (2).
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(4). Let Z be an irreducible component of Y with generic point θ and set x := f(θ).
We will show that trdegk κ(θ) ≤ dimX. Replacing X by an open affine neighborhood
U of x and Y by an open affine neighborhood of θ in f−1(U) we may assume that
X = SpecA and Y = SpecB are affine. Then B is a k-algebra of finite type and in
particular an A-algebra of finite type. The fiber f−1(x) = Spec(B ⊗A κ(x)) is thus
a κ(x)-scheme of finite type with only finitely many points. By Proposition 5.20 the
point θ is closed in f−1(x) and therefore κ(θ) is a finite extension of κ(x). This shows
trdegk κ(θ) = trdegk κ(x) = dim {x} ≤ dimX.

Corollary 5.23. Let X be a k-scheme locally of finite type and let x ∈ X be a closed
point. Then dim OX,x = supZ dimZ, where Z runs through the (finitely many) irreducible
components of X containing x.

(5.7) Local dimension at a point.

Definition 5.24. Let X be a topological space and x ∈ X. The dimension of X at x is

dimxX = inf
U

dimU,

where U runs through all open neighborhoods of x.

Lemma 5.25. Let X be a topological space.
(1) Let U be an open neighborhood of x. Then dimx U = dimxX.
(2) One has dimX = supx∈X dimxX. If X is a quasi-compact scheme and F is the set

of closed points in X, then dimX = supx∈F dimxX.
(3) Let n be an integer. Then {x ∈ X ; dimxX ≤ n } is open in X.

Proof. Recall that we have dimY ≤ dimX for every subspace Y of X (Lemma 5.7). This
implies (1) and the inequality supx∈X dimxX ≤ dimX in (2). Let X0 ) · · · ) Xl be a
chain of closed irreducible subsets of X and choose x ∈ Xl. If U is an open neighborhood
of x, then (U ∩ Xi)0≤i≤l is a chain of irreducible subsets which are closed in U and
which are pairwise different because the closure of U ∩Xi in X is Xi. Thus dimU ≥ l
which shows supx∈X dimxX ≥ dimX. The second assertions follows because if X is
quasi-compact, Xl is also quasi-compact and thus contains a closed point x.

Let x ∈ X with dimxX = n. Let U be an open neighborhood of x such that dimU = n.
Then for every y ∈ U we have dimyX = dimy U ≤ n by (1) and (2). This proves (3).

Proposition 5.26. Let X be a scheme locally of finite type over a field and let I be the
(finite) set of irreducible components of X containing x. Then dimxX = supZ∈I dimZ.
If x ∈ X is a closed point, then dimxX = dim OX,x.

Proof. As the set of irreducible components of X is locally finite, dimxX = infU dimU
where U runs through those open neighborhoods of x which meet precisely the irreducible
components in I. But then dimU = supZ∈I dim(Z ∩ U) = supZ∈I dimZ, where the first
equality follows from Lemma 5.7 (3) and the second equality from Theorem 5.22 (3). The
last assertion follows then from Corollary 5.23.
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(5.8) Codimension of closed subschemes.

Definition 5.27. Let X be a topological space.
(1) Let Z ⊆ X be a closed irreducible subset. The codimension codimX Z of Z in X is the

supremum of the lengths of chains of irreducible closed subsets Z0 ) Z1 ) · · · ) Zl
such that Zl = Z.

(2) Let Z ⊆ X be a closed subset. We say that Z is equi-codimensional (of codimension
r), if all irreducible components of Z have the same codimension in X (equal to r).

If X = SpecA and Z = V (p) for some prime ideal p ⊂ A, the codimension of Z is also
called the height of p. It is the supremum of the lengths of chains of prime ideals of A
that have p as its maximal element. This implies easily that for an arbitrary scheme X
and a closed irreducible subset Z with generic point η we have

(5.8.1) codimX Z = dim OX,η = inf
z∈Z

dim OX,z.

This shows that the following definition agrees with the definition given above if Y is
closed and irreducible.

Definition 5.28. Let X be a scheme and let Y ⊆ X be an arbitrary subset. Then

codimX(Y ) := inf
y∈Y

dim OX,y

is called the codimension of Y in X.

Remark 5.29. Let X be a scheme.
(1) If Y is a closed subset of X, we find

codimX Y = inf
Z

codimX Z,

where Z runs through the set of irreducible components of Y .
(2) A closed subset Y of X is of codimension 0 if and only if Y contains an irreducible

component of X.

If Z ⊆ X is closed irreducible, we clearly have dimZ + codimX Z ≤ dimX. But in
general (even for irreducible noetherian schemes) it may happen that this inequality is
strict (see Exercise 5.7). The situation is better if X is of finite type over a field k:

Proposition 5.30. Let X be an irreducible scheme of finite type over a field k. Set
d := dimX.
(1) All maximal chains of closed irreducible subsets of X have the same length.
(2) For all closed subsets Y of X we have

dimY + codimX Y = dimX.

Proof. (1). If Zr ( · · · ( Z0 is a maximal chain, then Zr = {x} for some closed point
x ∈ X and we have r = dim OX,x. Therefore (1) follows from Theorem 5.22 (2).

(2). We first assume that Y is irreducible. Then dimY + codimX Y is the supremum
of the lengths of maximal chains of closed irreducible subsets of X having Y as a member.
Thus the claim follows from (1).

In general let Yi, 1 ≤ i ≤ n be the irreducible components of Y . If dimYi0 is maximal
for some i0, then codimX Yi0 = dimX − dimYi0 is minimal and we have dimY = dimYi0
and codimX Y = codimX Yi0 .
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Note that the hypothesis that X is irreducible is necessary (see Exercise 5.9).

(5.9) Dimension of hypersurfaces.

We work over a fixed field k. In this section we analyze the dimension of closed subschemes
defined by a single equation.

In the special case X = SpecA, where A is a unique factorization domain, the situation
is particularly simple (and we do not even need that A is of finite type over a field).

Proposition 5.31. Let X = SpecA, where A is a noetherian unique factorization domain.
Let Z ⊂ X be a reduced closed subscheme of X equi-codimensional of codimension 1.
Then there exists 0 6= f ∈ A with Z = V (f). Conversely, every closed subscheme Z of the
form V (f) for an element 0 6= f ∈ A is equi-codimensional of codimension 1.

Proof. We first show that an integral subscheme Z = V (p) for some prime ideal p ⊂ A
has codimension 1 if and only if Z = V (f), where f ∈ A is an irreducible element. Indeed,
assume that p has height 1 and let g ∈ p be a nonzero element. As p is a prime ideal,
an irreducible divisor f of g is also contained in p. Thus we have inclusions of prime
ideals (0) ( (f) ⊆ p. As p has height 1, we have p = (f). Conversely let p = (f) for some
irreducible element f . Then the height of p is at least 1 and we find a prime ideal q ⊆ p
of height 1. We have already shown that q = (f ′) for some irreducible element f ′. Thus f
divides f ′ and hence p = q.

Now let Z be reduced and equi-codimensional of codimension 1. As A is noetherian, Z
has only finitely many irreducible components. Each irreducible component Zi is of the
form V (fi) for some irreducible element fi ∈ A and thus we find Z = V (

∏
i fi).

Conversely, let 0 6= f ∈ A and f =
∏
feii be a decomposition in pairwise non-associated

irreducible elements fi with integers ei ≥ 1. The irreducible components of V (f) are the
V (feii ) = V (fi) which we have shown to be of codimension 1.

Note that for the first assertion the hypothesis that Z is reduced is necessary (see
Exercise 5.10). In general the situation is more complicated even for schemes of finite
type over a field k: it may happen that there are closed integral subschemes Z of
codimension 1 of an integral affine k-scheme X of finite type, such that Z cannot be
defined as the vanishing scheme of a single equation (Exercise 5.13). On the other hand,
every closed subspace of Ank is always the set-theoretic intersection of n hypersurfaces
(Exercise 5.14). To study the general situation we start by proving a geometric version of
Krull’s Hauptidealsatz (principal ideal theorem, cf. Proposition B.63).

Theorem 5.32. Let X be an integral k-scheme of finite type, and let f ∈ Γ(X,OX) be a
non-unit, and different from 0 (i. e., ∅ ( V (f) ( X). Then V (f) is equi-codimensional
of codimension 1 in X.

Proof. Since V (f) has only finitely many irreducible components Z1, . . . , Zr, there exists
for each i = 1, . . . , r an open affine neighborhood Ui of the generic point of Zi such that
Ui ∩ Zj = ∅ for j 6= i. By Theorem 5.22 (3) we have dimX = dimUi. Replacing X by
Ui and f by f |Ui , we therefore may assume that X = SpecA is affine and that V (f) is
irreducible.
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Let ϕ : k[T1, . . . , Td] ↪→ A be a finite injective k-algebra homomorphism, as given by
Noether normalization. Let K = k(T1, . . . , Td), and L = Frac(A), and let g = NL/K(f).

By Theorem 5.13, g ∈ k[T1, . . . , Td], and the morphism X → Adk given by ϕ induces a
surjective morphism V (f)→ V (g) whose associated ring homomorphism is again finite, so
that dimV (f) = dimV (g) by Proposition 5.12. But on the other hand dimV (g) = d− 1,
because in the case X = Adk the theorem follows from the previous proposition.

As a generalization, we have the following result.

Corollary 5.33. Let X be a k-scheme of finite type, and let f1, . . . , fr ∈ Γ(X,OX) with
V (f1, . . . , fr) 6= ∅. Then codimX V (f1, . . . , fr) ≤ r.

Proof. We argue by induction on r. Assume the result is true for V (f1, . . . , fr−1), and
let Z be an irreducible component of the latter scheme. Then fr, restricted to Z, either
vanishes identically, in which case Z is contained in V (f1, . . . , fr), or it does not vanish
identically, and we can apply Theorem 5.32.

In the following proposition, we look from a different angle at the fact that in the
situation of the corollary we can have dimV (f1, . . . , fr) > dimX − r, namely setting out
with a closed subscheme of codimension r. It is not in general possible to obtain it as the
set of zeros of r equations. In fact, this is not even possible locally, and the local failure
can be seen as a measure of failure of “smoothness” (cf. the discussion of the notion of
locally complete intersections in Volume II). Globally, the best we can hope for in general
is this:

Proposition 5.34. Let X = SpecA be an integral affine k-scheme of finite type, and
let Z ⊂ X be an integral closed subscheme of codimension r > 0 in X. Then there exist
f1, . . . , fr ∈ A such that Z is an irreducible component of V (f1, . . . , fr)red.

Proof. We can prove this by induction, but the induction has to be set up carefully.
Indeed, let us choose a chain Z = Zr ( Zr−1 ( · · · ( Z1 of closed irreducible subsets
with codimZi = i. We show that there exist f1, . . . , fr ∈ A such that for all i, Zi is
an irreducible component of V (f1, . . . , fi) (set-theoretically), and that all irreducible
components of V (f1, . . . , fi) have codimension i.

For r = 1, take any f1 ∈ A which vanishes on Z1. Theorem 5.32 implies that all
irreducible components of V (f1) have codimension 1, and in particular Z1 is one of them.

Now let r > 1. By induction, we find f1, . . . , fr−1, such that Zr−1 is an irreducible
component of V (f1, . . . , fr−1), and such that the irreducible components Y1, . . . , YN of
V (f1, . . . , fr−1) all have codimension r − 1. By dimension reasons, Zr does not contain
any of the Yi, so for the corresponding prime ideals we have I(Zr) 6⊆ I(Yi). Because
the I(Yi) are prime, we obtain that I(Zr) 6⊆ ∪iI(Yi), see Proposition B.2 (2). Now let
fr ∈ I(Zr) \ ∪iI(Yi). Since fr does not vanish completely on any irreducible component
of V (f1, . . . , fr−1), it follows that V (f1, . . . , fr) is equi-codimensional of codimension r,
and in particular Zr ⊆ V (f1, . . . , fr) is one of its irreducible components.

Using Krull’s principal ideal theorem (Proposition B.63) as starting point instead of
Theorem 5.32 the same proofs as in Proposition 5.34 and Corollary 5.33 show also the
following result.
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Proposition 5.35. Let A be a noetherian ring, X = SpecA, let Z ⊆ X be a closed
irreducible subspace, and let r ≥ 0 be an integer. Then the following assertions are
equivalent.
(i) codimX Z ≤ r.
(ii) There exist elements f1, . . . , fr ∈ A such that Z is an irreducible component of

V (f1, . . . , fr).

Example 5.36. As an example, we come back to Remark 1.41. Consider A4
k with

coordinates X,Y, Z,W , and let C = V (XW −Y Z), U = (D(Y )∪D(W ))∩C. So C is the
affine cone over a smooth quadric in P3

k (at least if char k 6= 2), and U is the complement
in C of the affine plane D := V (W,Y ) ⊂ C. The scheme C is integral and Theorem 5.32
shows that dim(C) = 3.

Define a function h ∈ Γ(U,OC) by gluing the functions X/Y ∈ Γ(D(Y ) ∩ C,OC) and
Z/W ∈ Γ(D(W )∩C,OC). Since XW = Y Z on C, this can be done. We claim that there
do not exist f, g ∈ Γ(C,OC) such that h = f/g on all of U . (Of course, h has this property
locally on U , as follows from the definition, and as is true for every element of Γ(U,OC).)

Suppose, to the contrary, that h = f/g on U , where g has no zero in U . This means
that V (g) ⊆ C \ U = D. All irreducible components of V (g) have dimension 2, so either
V (g) = ∅, or V (g) = D.

In the first case we would obtain that h extends to a function on all of C, or in other
words, h, as an element of K(C), lies in Γ(C,OC). Since X = Y h on a dense open subset,
and hence on all of C, this is a contradiction: evaluating at the point (1, 0, 0, 0) gives
1 = 0.

In the case that V (g) = D we consider the plane D′ := V (X,Z) ⊂ C. We get
{(0, 0, 0, 0)} = D ∩ D′ = V (g) ∩ D′, which means that g gives rise to an element in
Γ(D′,OD′) = k[W,Y ] whose zero set (over an algebraic closure of k) is {(0, 0)}. Such
elements do not exist.

(5.10) Dimension for products and for extensions of the base field.

Proposition 5.37. Let X, Y be non-empty k-schemes locally of finite type. Then

dimX ×k Y = dimX + dimY.

Proof. Let (Ui)i and (Vj)j be open affine coverings of X and Y , respectively. Then
the products (Ui × Vj)i,j is an open affine covering of X ×k Y (Corollary 4.19). Thus
by Lemma 5.7 (2) we may assume that X and Y are affine. Define m := dimX and
n := dimY . The Noether normalization theorem gives us finite injective homomor-
phisms k[T1, . . . , Tm]→ Γ(X,OX) and k[Tm+1, . . . , Tm+n]→ Γ(Y,OY ). Taking the tensor
product we obtain a homomorphism

k[T1, . . . , Tm+n]→ Γ(X,OX)⊗k Γ(Y,OY ) = Γ(X ×k Y,OX×Y ).

This homomorphism is again finite and injective, and the result follows from Corollary 5.17.

A similar argument shows:
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Proposition 5.38. Let X be a k-scheme locally of finite type, and let K be a field
extension of k. Then dimX = dimX ⊗k K.

Proof. Again we may assume that X = SpecA is affine of dimension n ≥ 0 and therefore
we find a finite injective homomorphism k[T1, . . . , Tn]→ A. Tensoring with K we obtain
a finite injective homomorphism K[T1, . . . , Tn]→ A⊗k K. This shows that X ⊗k K has
again dimension n by Corollary 5.17.

This result can be further refined; see Corollary 5.47 below and Exercise 5.12.

(5.11) Dimension of projective varieties.

The above results all yield analogous statements about projective varieties, and in one
respect the situation even improves in the projective case: As we will see, if X ⊆ Pnk
is a projective variety of dimension r, then its intersection with any non-empty closed
subscheme V+(f1, . . . , fr) ⊆ Pnk is non-empty. We start with a lemma.

Lemma 5.39. Let X ⊆ Pnk be an integral closed subscheme and let C(X) ⊆ An+1
k be

the cone over X, i. e., the closure in An+1
k of its inverse image under the projection

An+1
k \ {0} → Pnk . Then dimC(X) = dimX + 1.

Proof. This follows from (4.13.2) and Proposition 5.37.

Proposition 5.40. Let X ⊆ Pnk be an integral closed subscheme of dimension > 0, and
let f ∈ k[X0, . . . , Xn] be a homogeneous polynomial such that V+(f) 6= ∅ and X 6⊆ V+(f).
Then X ∩ V+(f) 6= ∅, and X ∩ V+(f) is equi-codimensional of codimension 1 in X.

Proof. With the results of the previous section at our disposal, it is enough to show that
X ∩ V+(f) 6= ∅. Let C(X) ⊆ An+1

k be the cone over X. Then dimC(X) = dimX + 1 ≥ 2.
Now consider V (f) ⊂ An+1

k . Since the origin lies in C(X) ∩ V (f), this intersection is
non-empty, and hence by Theorem 5.32 has an irreducible component of dimension at
least 1. Therefore the origin cannot be the only point in C(X) ∩ V (f), and every other
point gives rise to a point in X ∩ V+(f).

By induction, we obtain the following generalization.

Corollary 5.41. Let X ⊆ Pnk be an integral closed subscheme, and let f1, . . . , fr ∈
k[X0, . . . , Xn] be non-constant homogeneous polynomials. Then all irreducible components
of X ∩ V+(f1, . . . , fr) have codimension ≤ r in X. If dimX ≥ r, then the intersection is
non-empty.

There is also an analogous version of Proposition 5.34; see Exercise 5.15.

Corollary 5.42. Let Z ⊆ Pnk be an integral closed subscheme. Then Z is of codimension
1 if and only if Z = V+(f) for an irreducible homogeneous polynomial f .

Proof. Apply the reasoning of Proposition 5.31 to C(Z) ⊆ An+1
k .

Subschemes of Pnk of the form V+(f) for a homogeneous polynomial f ∈ k[X0, . . . , Xn]
of degree d > 0 are called hypersurfaces of degree d.
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Corollary 5.43. Let n ≥ 2, and let X = V+(f) ⊂ Pnk be a hypersurface (f non-constant).
Then X is connected.

Proof. It is enough to show that any two irreducible components of X intersect. But the
irreducible components are hypersurfaces themselves, so this follows from Corollary 5.41.

Schemes over fields and extensions of the base field

We now study the following question. Let k be a field, X a k-scheme and let K be a field
extension of k. We set XK := X ⊗k K. Which properties of X are inherited by XK and
vice versa?

(5.12) Extension of scalars for schemes over a field.

Let k be a field. We use the following result (which we will prove below, see Theorem 14.38).

Proposition 5.44. Let S be a scheme whose underlying topological space is discrete.
Then any morphism f : X → S of schemes is universally open.

We will use this proposition in the situation where S is a field, and in most cases f
will be of finite type. In this case the proof of the proposition simplifies considerably; for
instance, one can invoke Theorem 14.35.

Corollary 5.45. Let X and Y 6= ∅ be k-schemes and denote by p : X ×k Y → X the
projection.
(1) The morphism p is surjective and universally open.
(2) The map Z 7→ p(Z) is a well-defined surjective map

(5.12.1) {irreducible components of X ×k Y }� {irreducible components of X}.

(3) The image p(C) of every connected component C of X ×k Y is contained in a unique
connected component of X and we obtain a well-defined surjective map

(5.12.2) {connected components of X ×k Y }� {connected components of X}.

(4) Assume that X ×k Y has one of the following properties: “irreducible”, “connected”,
“reduced”, “integral”. Then X has the same property.

Proof. The structure morphism Y → Spec k is universally open by Proposition 5.44 and
surjective, so the same is true for its base change p.

We prove (2). To see that the map (5.12.1) is well-defined, we need to show that p sends
maximal points (i.e., generic points of irreducible components) in X ×k Y to maximal
points in X. This follows from (1) and Lemma 5.10, or more directly from the fact that
the morphism Y → Spec k, and hence its base change X ×k Y → X are faithfully flat;
compare Lemma 14.9. At this point, we can however avoid using (1) and the notion of
flatness by the following ad hoc argument:
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We may assume that X = SpecA and Y = SpecB are affine. We set C = A⊗k B, so
X ×k Y = SpecC. Let q ⊂ C be a minimal prime ideal, let p = q ∩A ⊂ A be the image
under p. We have to show that p is again minimal. As a prime ideal r in a ring R is minimal
if and only if Rr has only one prime ideal, it suffices to show that the homomorphism
Ap → Cq between the stalks induces a surjective morphism f : SpecCq → SpecAp. So let
p′ ⊂ Ap be a prime ideal. The fiber of f over this point is the spectrum of Cq ⊗Ap

κ(p′),
so we must show that the latter ring is 6= 0. We do this in two steps. First, consider the
ring Cq ⊗Ap

Ap/p
′ = Cq/p

′Cq. This ring clearly is not zero, because it surjects onto κ(q).
On the other hand, we can rewrite these rings as

Cq ⊗Ap
κ(p′) = Cq ⊗C C ⊗A κ(p′) = Cq ⊗C B ⊗k κ(p′),

Cq ⊗Ap
Ap/p

′ = Cq ⊗C C ⊗A Ap/p
′ = Cq ⊗C B ⊗k Ap/p

′,

and since the injectivity of the map Ap/p
′ ↪→ Frac(Ap/p

′) = κ(p′) is preserved by tensor
products over the field k, we are done.

The map is surjective because p is surjective. Assertion (3) holds for every continuous
surjective map.

The assertion of (4) for the properties “irreducible” and “connected” is clear by the
above. To establish the result for reducedness, we may assume that X = SpecA and
Y = SpecB are affine, so X ×k Y = SpecA⊗k B. But the map A→ A⊗k B is injective
(because B is free as a k-module), so the claim follows. Together we also get (4) for the
property “integral”.

Corollary 5.46. Let X be a k-scheme and let K ⊃ k be a purely inseparable extension.
Then the projection p : XK → X is a universal homeomorphism.

Proof. By Corollary 5.45 the projection p is universally open and (universally) surjective.
By Proposition 4.35 it is universally injective.

Corollary 5.45 may be in particular applied if Y = SpecK for a field extension K of k.
We see that if XK has one of the properties listed in (4), X possesses this property as
well. The converse holds only under certain hypotheses, see Corollary 5.56 below.

Corollary 5.47. Let X be a k-scheme locally of finite type, let K be an extension field
of k, let x ∈ X be a closed point, and let x ∈ XK := X ×Spec k SpecK be a point lying
over x. Then

dim OX,x = dim OXK ,x.

Proof. Replacing X by an open neighborhood of x, we can remove those irreducible
components of X which do not meet x (cf. Corollary 5.23), so we may assume that
dimX = dim OX,x. Then by Proposition 5.38 we have

dim OX,x = dimX = dimXK ≥ dim OXK ,x.

As x̄ is closed in XK , there exists an open neighborhood U ⊆ XK of x of dimension
dim OXK ,x. The projection p : XK → X is open by Corollary 5.45 (1), so U maps onto
an open neighborhood of x, whence dim OX,x ≤ dim p(U) ≤ dimU = dim OXK ,x, where
the second inequality holds by Proposition 5.9.
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(5.13) Geometric properties of schemes over fields.

In general it may happen that a k-scheme X has some property P (for instance one of
the properties in Corollary 5.45 (4)) but there exist field extensions K of k such that the
base change XK does not have P. Therefore we make the following definition.

Definition 5.48. Let P be one of the following properties of a scheme over a field:
“irreducible”, “connected”, “reduced”, or “integral”. We say that a k-scheme X possesses
P geometrically if the K-scheme XK possesses P for every field extension K of k.

Thus we say, for example, that X is geometrically irreducible if XK is irreducible for all
field extensions K of k. For the next proposition recall that the notion of a separable field
extension is defined for an arbitrary (not necessarily algebraic) extension (Definition B.91).

Proposition 5.49. Let X be a k-scheme. Then the following assertions are equiva-
lent.
(i) X is geometrically reduced.
(ii) For every reduced k-scheme Y the product X ×k Y is reduced.
(iii) X is reduced and for every maximal point η of X the residue field κ(η) is a separable

extension of k.
(iv) There exists a perfect extension Ω of k such that XΩ is reduced.
(v) For every finite purely inseparable extension K of k, XK is reduced.

Proof. We may assume that X = SpecA is affine, where A is a k-algebra. By Corol-
lary 5.45 (4) each assertion implies that X is reduced. Thus we may assume that A is
reduced. Let (ηi)i∈I be the family of maximal points of X. As A is reduced, the canonical
homomorphism

(5.13.1) A→
∏
i∈I

κ(ηi)

is injective and κ(ηi) is a localization of A for all i ∈ I. Let L be a field extension of k. If
A ⊗k L is reduced, then its localization κ(ηi) ⊗k L is reduced. Conversely, we have an
injective homomorphism

(5.13.2) A⊗k L ↪→

(∏
i∈I

κ(ηi)

)
⊗k L ↪→

∏
i∈I

(κ(ηi)⊗k L).

Therefore A ⊗k L is reduced if and only if κ(ηi) ⊗k L is reduced for all i ∈ I. Thus by
Proposition B.97 assertion (iii) is equivalent to (i), to (iv), and to (v).

The implication “(ii) ⇒ (i)” is trivial. Thus it suffices to show that (iii) implies (ii).
For this we may assume that Y = SpecB is affine. Let (Lj)j∈J be the family of residue
fields of maximal points of Y . We obtain an injective homomorphism

(5.13.3) A⊗k

∏
j∈J

Lj

 ↪→

(∏
i∈I

κ(ηi)

)
⊗k

∏
j∈J

Lj

 ↪→
∏
i,j

(κ(ηi)⊗k Lj)

Thus first using (5.13.1) for B and then (5.13.3) shows that A⊗k B is a k-subalgebra of
a product of rings which are reduced (again by Proposition B.97) because all κ(ηi) are
separable over k.
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Proposition 5.50. Let X be a k-scheme. Then the following assertions are equiva-
lent.
(i) X is geometrically irreducible.
(ii) For every irreducible k-scheme Y the product X ×k Y is irreducible.
(iii) X is irreducible and if η is the generic point of X, then k is separably closed in κ(η).
(iv) There exists a separably closed extension Ω of k such that XΩ is irreducible.
(v) For every finite separable extension K of k, XK is irreducible.

Proof. By Corollary 5.45 (4) each assertion implies that X is irreducible. Thus we may
assume that X is irreducible. Let η be its generic point. For every k-scheme Z the
projection p : X ×k Z → X is open (Corollary 5.45) and thus X ×k Z is irreducible if
and only if p−1(η) = κ(η)⊗k Z is irreducible (Proposition 3.24). Applying this remark to
Z = SpecL, where L is an arbitrary (resp. a separably closed, resp. a finite separable)
extension, we see that (i), (iii), (iv), and (v) are equivalent by Proposition B.101. It
remains to show that (iii) implies that κ(η) ⊗k Y is irreducible for every irreducible
k-scheme Y . But again the projection q : κ(η) ⊗k Y → Y is open and Proposition 3.24
shows that κ(η)⊗k Y is irreducible if and only if κ(η)⊗k κ(θ) is irreducible, where θ is
the generic point of Y . This again follows from Proposition B.101.

Combining Proposition 5.49 and Proposition 5.50 and using Corollary 5.45 we obtain:

Proposition 5.51. Let X be a k-scheme. Then the following assertions are equiva-
lent.
(i) X is geometrically integral.
(ii) For every integral k-scheme Y the product X ×k Y is integral.
(iii) X is integral and if η is the generic point of X, then k is algebraically closed in κ(η)

and κ(η) is separable over k.
(iv) There exists an algebraically closed extension Ω of k such that XΩ is integral.
(v) For every finite extension K of k, XK is integral.

To characterize the property “geometrically connected” we recall the following purely
topological fact (see, e.g., [BouGT] I, 11.3, Prop. 7).

Remark 5.52. Let f : X → Y be a continuous open and surjective map of topological
spaces. If Y is connected and if for all y ∈ Y the fiber f−1(y) is connected, then X is
connected.

Proposition 5.53. Let X be a k-scheme. Then the following assertions are equiva-
lent.
(i) X is geometrically connected.
(ii) For every connected k-scheme Y the product X ×k Y is connected.
(iii) There exists a separably closed extension Ω of k such that XΩ is connected.
If X is quasi-compact, these assertions are also equivalent to
(iv) For every finite separable extension K of k, XK is connected.

We will prove that (iv) implies the other assertions only under the stronger hypothesis
that X is of finite type over k. The general case can be proved using the technique of
schemes over inductive limits of rings explained in Chapter 10 (see Exercise 10.27 for the
idea of a proof if X is quasi-compact and quasi-separated, or [EGAIV] (8.4.5) in general).



140 5 Schemes over fields

Proof. The implications “(ii) ⇒ (i) ⇒ (iii)” and “(i) ⇒ (iv)” are clear. Let us prove
that (i) implies (ii). Consider the projection q : X ×k Y → Y which is open and surjective
by Corollary 5.45. By Remark 5.52 it suffices to show q−1(y) = X ⊗k κ(y) is connected
for all y ∈ Y . But this holds by hypothesis.

We will show that (iii) implies (i). Let K be an extension of k and let L be a field
containing K and Ω. As the canonical morphism XL → XK is surjective, it suffices
to show that XL is connected. Consider the canonical morphism p : XL → XΩ which
is open and surjective. Thus again it suffices to show that for all x ∈ XΩ the fiber
p−1(x) = Spec(κ(x)⊗Ω L) is connected. But as Ω is separably closed in L all fibers are
even irreducible by Proposition 5.50.

It remains to show that (iv) implies (iii) if X is of finite type over k. Let Ω be a separable
closure of k. Assume that XΩ is the union of two closed non-empty disjoint subsets Y and
Z. Let (Ui)i be a finite affine covering of X. Then Ui = SpecAi, where Ai is a finitely
generated k-algebra. Thus Y ∩ (Ui ⊗k Ω) = V (ai) for an ideal ai ⊆ Ai ⊗k Ω generated by
finitely many elements fij . Similarly we find elements gil defining Z ∩ (Ui⊗k Ω) in Ui. Let
k′ be a finite subextension of Ω such that fij , gil ∈ Ai ⊗k k′ for all i, j, l. Let Y ′ ⊆ Xk′

be the subscheme such that Y ′ ∩ (Ui ⊗ k′) is defined for all i by the ideal generated by
the fij in Ai ⊗ k′. Similarly we define Z ′ ⊆ Xk′ . Then, if r : XΩ → Xk′ is the canonical
surjective morphism, we have r−1(Y ′) = Y and r−1(Z ′) = Z. This shows that the closed
subsets Y ′ and Z ′ are non-empty and disjoint. Therefore Xk′ is not connected.

Exercise 5.23 shows that if X is a connected k-scheme and k is separably closed in κ(x)
for some point x ∈ X (e.g., if X(k) 6= ∅), then X is already geometrically connected.

Corollary 5.54. Let X be a k-scheme and let K be an algebraically closed extension of
k. Then X is geometrically irreducible (resp. geometrically connected, resp. geometrically
reduced, resp. geometrically integral) if and only if XK is irreducible (resp. connected,
resp. reduced, resp. integral).

Remark 5.55. The corollary shows that for a k-scheme X the number of irreducible
(resp. connected) components of XK is independent of the choice of the algebraically closed
extension K of k. This number is called the geometric number of irreducible components
(resp. the geometric number of connected components).

Corollary 5.56. Let X be a k-scheme.
(1) If X is reduced and K ⊇ k is a separable extension, then XK is reduced.
(2) If X is irreducible (resp. connected) and K ⊇ k is a field extension such that k is

separably closed in K, then XK is irreducible (resp. connected).
(3) If X is integral and K ⊇ k is a separable field extension such that k is algebraically

closed in K, then XK is integral.

Proof. (1). The k-scheme SpecK is geometrically reduced and the assertion follows from
Proposition 5.49.

(2). The projection p : XK → X is open and surjective by Corollary 5.45. As X is
irreducible (resp. connected), the same holds for XK if we can show that for all x ∈ X
the fiber p−1(x) is irreducible (resp. connected), see Proposition 3.24 (resp. Remark 5.52).
But SpecK → Spec k is geometrically irreducible and therefore p−1(x) = Specκ(x)⊗k K
is irreducible (and in particular connected) for all x by Proposition 5.50.

(3). This follows from (1) and (2).
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Corollary 5.57. Let k be a perfect field (e.g., if char(k) = 0). Then any reduced k-scheme
is geometrically reduced.

Intersections of plane curves

As an example we study hypersurfaces in P2
k, i.e., curves in the projective plane. The main

result is the Theorem of Bézout 5.61. It says that – roughly speaking – two curves in P2
k

given by equations of degree d and e, respectively, meet in ed points. Intersections points
have to be “counted with multiplicity” and thus we first define intersection numbers for
plane curves to motivate this and to make this precise. The proof of Bézout’s theorem given
here is elementary. In Volume II we will study so-called Hilbert functions of projective
schemes and deduce a generalization of Bézout’s theorem in higher dimensions.

(5.14) Intersection numbers of plane curves.

Let k be a field.

Definition 5.58. A plane curve is a closed subscheme C of P2
k that is of the form V+(f),

where 0 6= f ∈ k[X,Y, T ] is a non-constant homogeneous polynomial. The degree of f is
called the degree of C.

The degree of a plane curve C ⊂ P2
k may depend on the embedding (rather than only

on the isomorphism class of the k-scheme C). In Volume II we will see that if the degree
of C is at least 3, it depends only on the isomorphism class of the k-scheme C (more
precisely on the arithmetic genus of C). Compare also Section (14.31).

By Proposition 5.40 a plane curve is equidimensional of dimension 1. Let f = fe11 · · · ferr
be the decomposition of f into irreducible factors (ei ≥ 1 and (fi) 6= (fj) for i 6= j).
Then V+(feii ), i = 1, . . . , r, are the irreducible components of V+(f). The scheme V+(f)
is reduced if and only if rad((f)) = (f), that is, if and only if ei = 1 for all i.

We are interested in the (schematic) intersection of two plane curves

V+(f) ∩ V+(g) = V+(f, g) ⊆ P2
k.

We start with the following lemma.

Lemma 5.59. Let 0 6= f, g ∈ k[X,Y, T ] be non-constant homogeneous polynomials. Then
dimV+(f, g) = 0 if and only if f and g have no common factor.

Proof. As V+(f) and V+(g) are both of dimension 1, we have dim(V+(f, g)) ≤ 1. By
Proposition 5.40 we know that V+(f, g) 6= ∅. Now a homogeneous polynomial h of positive
degree is a common factor of f and g if and only if the intersection V+(f, g) contains
the plane curve V+(h). Therefore the existence of such an h implies dim(V+(f, g)) = 1.
Conversely, if dimV+(f, g) = 1, Corollary 5.42 shows that there exists a closed integral
subscheme Z ⊆ V+(f, g) of the form Z = V+(h) for an irreducible factor h of f and g.
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Thus if f and g do not have a common factor, then Proposition 5.20 implies that
Z := V+(f, g) is the spectrum of a finite-dimensional k-algebra, consists of finitely many
points z1, . . . , zn, and as a scheme it is the disjoint union

∐n
i=1 Spec OZ,zi , where OZ,zi

is a finite-dimensional local k-algebra. One or both of the following phenomena may
occur:
(1) OZ,zi is non-reduced.
(2) The residue field of OZ,zi is a finite nontrivial extension of k.
The geometric interpretation of (1) is that V+(f) and V+(g) do not intersect “transversally”
in zi. We will give a precise definition of transversal intersection in Volume II (see also
Exercise 6.7). Here we illustrate this remark just with two examples:

Let f = Y T −X2 and g = Y . Then (0 : 0 : 1) ∈ Z(k) defines a point z ∈ V+(f, g) and
this is the only point of Z. By dehomogenizing with respect to T we have

Γ(Z,OZ) = OZ,z ∼= k[U, V ]/(V − U2, V ) = k[U ]/(U2).

This agrees with the picture that V+(f) and V+(g) are tangent of order 2 to each other.
Note that we have dimk(Γ(Z,OZ)) = 2.

As a second example we choose f = Y 2T −X2(X + T ) and g = Y . As V+(T ) ∩ Z = ∅,
we consider Z = Z ∩D+(T ), that is we dehomogenize again by T . Then

Γ(Z,OZ) ∼= k[U ]/(U2(U + 1)) = k[U ]/(U2)× k[U ]/(U + 1).

Again this agrees with our picture that V+(g) meets V+(f) transversally in (−1 : 0 : 1)
(corresponding to dimk k[U ]/(U + 1) = 1) and meets two “branches” of V+(f) in (0 : 0 : 1)
(corresponding to dimk k[U ]/(U2) = 2). In this case we have dimk(Γ(Z,OZ)) = 3.

To illustrate (2) consider k = R, f = X2 + Y 2 + T 2 and g = Y . Then V+(f) and hence
Z has no R-valued points, but Z has the C-valued points (i : 0 : 1) and (−i : 0 : 1), where
i is a square root of −1. Both points lie in the same orbit with respect to the action of the
Galois group Gal(C/R), and therefore define a single closed point z of Z (Proposition 5.4).
Dehomogenizing with respect to T we find Γ(Z,OZ) = OZ,z ∼= R[U ]/(U2 + 1) ∼= C and
dimR(Γ(Z,OZ)) = 2.

These examples make the following definition plausible.

Definition 5.60. Let C,D ⊂ P2
k be two plane curves such that Z := C ∩D is a k-scheme

of dimension 0. Then we call i(C,D) := dimk(Γ(Z,OZ)) the intersection number of C
and D. For z ∈ Z we call iz(C,D) := dimk(OZ,z) the intersection number of C and D at
z.

As explained above, we have i(C,D) =
∑
z∈C∩D iz(C,D).

(5.15) Bézout’s theorem.

The aim of the section is to show the following theorem.

Theorem 5.61. (Theorem of Bézout) Let k be a field. Let C = V+(f) and D = V+(g) be
plane curves in P2

k given by polynomials without a common factor. Then

i(C,D) = (deg f)(deg g).

In particular, the intersection C ∩ D is non-empty and consists of a finite number of
closed points.
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The proof will occupy the rest of the section. We start with an easy remark. Let R be
a factorial ring and let f, g ∈ R be elements that do not have a common divisor. Then for
a, b ∈ R we have

(5.15.1) af + bg = 0⇔ ∃t ∈ R : a = gt, b = −ft.

Indeed, the existence of t is clearly sufficient. Conversely let af + bg = 0. As f and g do
not have a common divisor, g divides a and there exists t ∈ R such that a = gt. Then
af + bg = 0 shows that b = −ft.

The following easy lemma shows that we may replace k by some field extension.

Lemma 5.62. Let K be a field extension of k and set CK := C⊗kK and DK = D⊗kK.
Then CK = V+(fK) ⊂ P2

K , where fK is the polynomial f considered as a homogeneous
polynomial with coefficients in K. Similarly, DK = V+(gK) ⊂ P2

K . We have

i(C,D) = i(CK , DK).

Proof. Everything but the last equality is clear. We have

CK ∩DK := CK ×P2
K
DK = (C ×P2

k
D)⊗k K = (C ∩D)⊗k K = (C ∩D)K .

Setting A := Γ(C ∩D,OC∩D) we therefore have A⊗k K = Γ((C ∩D)K ,O(C∩D)K ) and
hence

i(CK , DK) = dimK(A⊗k K) = dimk A = i(C,D).

To prove Bézout’s theorem we may therefore assume that k is algebraically closed. As
Z := C ∩D is finite, we find a hyperplane (= line) L in P2

k such that L∩Z = ∅. Thus we
may choose coordinates X, Y , and T on P2

k such that Z ∩ V+(T ) = ∅.
We set S := k[X,Y, T ] and denote the degrees of f, g ∈ S by n := deg(f), m := deg(g).

Then S =
⊕

d Sd is a graded k-algebra and a := (f, g) is an ideal of S which is generated
by homogeneous elements. Therefore B := S/a is graded as well, that is B =

⊕
Bd. Note

that dimk Sd =
(
d+2

2

)
. In particular Bd is a finite-dimensional k-vector space.

Lemma 5.63. For d ≥ n+m we have dimk Bd = nm.

Proof. We claim that the sequence

(5.15.2) 0→ Sd−n−m
µ−→ Sd−n ⊕ Sd−m

ν−→ Sd −→ Bd → 0

with µ(s) = (gs,−fs) and ν(s′, s′′) = fs′ + gs′′ is exact. Clearly µ is injective and
Coker(ν) = Bd. Moreover we have Im(µ) = Ker(ν) by (5.15.1) and this shows our claim.

Thus we have dimk Bd = dimk Sd − dimk Sd−n − dimk Sd−m + dimk Sd−n−m and an
easy calculation using dimk Sd = (d+ 2)(d+ 1)/2 proves the lemma.

In the language that will be introduced in Volume II this lemma shows that the Hilbert
polynomial of Z is constant with absolute coefficient nm.

Proof. (Bézout’s theorem) Let

Φ: S = k[X,Y, T ]→ k[X,Y ], h 7→ h̃ = h(X,Y, 1),
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be the dehomogenization map with respect to T . As Z ⊂ D+(T ) we have Z = SpecA
with A = k[X,Y ]/(f̃ , g̃). Then the map Φ induces a surjective k-algebra homomorphism
B = S/(f, g) → A and in particular a k-linear map vd : Bd → A. To prove Bézout’s
theorem we have to show that dimk A = nm. Thus in view of the above Lemma it suffices
to show:
Claim: The k-linear map vd is an isomorphism for d ≥ n+m.

(i). We first show that the multiplication with T on B is injective. For h ∈ S we
denote the image of h in k[X,Y, T ]/(T ) by h0. Now let h ∈ S such that Th ∈ (f, g),
that is, Th = af + bg. We have to show that h ∈ (f, g). As V+(f, g) ∩ V+(T ) = ∅, the
images f0 and g0 are still without a common divisor. Thus (5.15.1) shows that there
exists t0 ∈ k[X,Y, T ]/(T ) such that a0 = g0t0 and b0 = −f0t0. Lifting t0 to an element
t ∈ k[X,Y, T ] we find a = gt+ Ta′ and b = −ft+ Tb′. This implies h = a′f + b′g ∈ (f, g).

Note that (i) together with Lemma 5.63 shows that the multiplication with T induces
an isomorphism Bd

∼→ Bd+1 for d ≥ n+m.
(ii). We now show that vd is injective. Let h ∈ Sd such that Φ(h) = ãf̃ + b̃g̃ for

ã, b̃ ∈ k[X,Y ]. Let a, b ∈ Sd′ be the homogenization of ã and b̃ with respect to T for some
d′ ≥ d. Then we find Tαh = T βaf + T γbg ∈ (f, g). By (i) we have h ∈ (f, g) and this
shows the injectivity of vd.

(iii). It remains to show that vd is surjective. Let h̃ ∈ A be arbitrary. Lifting h̃
to k[X,Y ] and homogenization with respect to T yields an element h ∈ Se. We may
assume e ≥ d. Let h̄ ∈ Be be its image. As remarked above, multiplication by T e−d is an
isomorphism Bd → Be, so there exists an element h̄′ ∈ Bd such that T e−dh̄′ = h̄. Then
we have vd(h̄

′) = h̃ and vd is surjective.

Exercises

Exercise 5.1♦. Let p be a prime number, q = pr for an integer r ≥ 1, and let Fq be a
finite field with q elements. Describe A1

Fq .

Exercise 5.2. Let k be a field, ksep a separable closure, Γ := Gal(ksep/k), and let X be
a k-scheme locally of finite type. Show that for all x ∈ X(ksep) the Γ-orbit of x in X(ksep)
is finite.
Remark : The finiteness of the Γ-orbits is equivalent to the continuity of the action

Γ×X(ksep)→ X(ksep),

where Γ is endowed with its profinite topology and X(ksep) is endowed with the discrete
topology.

Exercise 5.3♦. Let A be a discrete valuation ring and let Y = SpecA. Let K be
the field of fractions of A and k its residue class field. The canonical homomorphisms
i : A → K and π : A → k yield a ring homomorphism ϕ : A → K × k, a 7→ (i(a), π(a)).
Let X = Spec(K × k) and let f : X → Y be the morphism of schemes corresponding to ϕ.

Prove that K×k is an A-algebra of finite type, that f is bijective, and that dim(X) = 0
and dim(Y ) = 1.
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Exercise 5.4. Let X be a locally noetherian scheme and let x ∈ X a point such that
{x} is locally closed in X. Show that dim {x} ≤ 1.
Hint : Use the lemma of Artin-Tate (Corollary B.65).

Exercise 5.5. Let X be a locally noetherian scheme. Show that any closed subset Z
of X contains a point that is closed in X. Deduce that for every x ∈ X there exists a
specialization of x that is closed in X.
Hint : Show first that there exists a point w ∈ Z such that {w} is locally closed in X.
Then use Exercise 5.4.

Exercise 5.6. Let f : X → Y be a morphism of schemes.
(a) Show that if f is closed and surjective, then we have dimX ≥ dimY .
(b) Show that if f is injective, then we have dimX ≤ dimY .

Exercise 5.7. Let A be a discrete valuation ring with uniformizing element π. Let
X = SpecA[T ]. Define ideals m1 = (πT − 1) and m2 = (T, π) of A[T ]. Show that these
ideals are maximal in A[T ]. In particular Zi := V (mi) has dimension 0. Show that
codimX Z1 = 1 and codimX Z2 = 2.

Exercise 5.8♦. Let X be an equidimensional scheme of dimension d of finite type over a
field.
(a) Let Zd0

( · · · ( Zdr ⊆ X be a chain of closed integral subschemes Zdi such that
dimZdi = di. Show that this chain can be completed to a chain Z0 ( Z1 ( · · · ( Zd
of closed integral subschemes of X such that dimZj = j for all j = 0, . . . , d.

(b) For any two closed irreducible subsets Y ⊆ Z ⊆ X show that

codimX Y = codimZ Y + codimX Z.

Exercise 5.9♦. Give an example of a non-irreducible scheme X of finite type over a field
k and an irreducible closed subset Y of X such that codimX Y + dimY < dimX.

Exercise 5.10. Let X = A2
k with coordinates T, U . Show that Z = V (TU, T 2) is closed

irreducible of codimension 1 in X but that there is no f ∈ k[T, U ] such that Z = V (f).

Exercise 5.11. Let k be a field with char(k) 6= 2, n ≥ 2 an integer, and let SOn,k be the
group scheme over k such that SOn,k(R) = {A ∈ GLn(R) ; tAA = In, det(A) = 1 } for
all k-algebras R. Let son,k be the k-scheme such that son,k(R) = {A ∈ Mn(R) ; tA =
−A }
(a) Show that SOn,k is a scheme of finite type over k and that son,k ∼= An(n−1)/2

k .
(b) Show that A 7→ (In+A)−1(In−A) defines an isomorphism of an open dense subscheme

of son,k onto an open dense subscheme of SOn,k.
(c) Deduce that SOn,k is irreducible and of dimension n(n− 1)/2.
Remark : son,k(k) is the tangent space at In ∈ SOn(k); see Exercise 6.5.

Exercise 5.12. Let X be a k-scheme locally of finite type, let Z ⊆ X be an irreducible
component. Let K ⊇ k be a field extension, let p : X ⊗kK → X be the projection and let
Z ′ ⊆ X ⊗k K be an irreducible component such that p(Z ′) = Z. Then dimZ ′ = dimZ.

Exercise 5.13. Let k be a field, A = k[a, b, c, d]/(ad− bc), X = SpecA and Z := V (a, b).
Show that X is an integral scheme, Z is a closed integral subscheme of codimension 1,
that Z is an irreducible component of V (a), and that Z itself cannot be written as V (f)
for some f ∈ A.
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Exercise 5.14. Let k be a field, n ≥ 0 an integer, and X a closed reduced subscheme of
Ank . Show that there exist f1, . . . , fn ∈ k[T1, . . . , Tn] such that X = V (f1, . . . , fn)red.
Hint : The following steps show the following more general result.

(*) Let R be a noetherian ring of finite dimension d and let a ⊂ R[T ] be an ideal.
Then there exist f1, . . . , fd+1 ∈ a such that rad(a) = rad(f1, . . . , fd+1).

The result can be shown by induction on d along the following steps.
(a) Show that it suffices to prove (*) if R is reduced. From now on let R be reduced.
(b) Let S be the multiplicative set of regular elements in R and K := FracR = S−1R.

Show that K[T ] is a finite product of principal ideal domains and deduce that every
ideal in K[T ] is a principal ideal.

(c) Let f ∈ a be a generator of S−1a and g1, . . . , gt generators of a. Show that there
exists a regular element r ∈ R, hj ∈ R[T ] and integers nj ≥ 1 such that rg

nj
j = hjf .

Show that V (a) ⊆ V (f) ⊆ V (r) ∪ V (a) (as sets). Deduce the result if r is a unit.
(d) Apply the induction hypothesis on R/(r).

Exercise 5.15.
(a) Let X ⊆ Pnk be a closed integral subscheme, where k is a field. Let Y be a non-

empty integral closed subscheme of X, with codimX Y = r. Show that there exist
non-constant homogeneous polynomials f1, . . . , fr ∈ k[X0, . . . , Xn] such that Y is an
irreducible component of (X ∩ V+(f1, . . . , fr))red.

(b) Let X be as in part (a), and let r = dimX + 1. Prove that there exist non-constant
homogeneous polynomials f1, . . . , fr ∈ k[X0, . . . , Xn] such that X ∩ V+(f1, . . . , fr) is
empty.

Exercise 5.16. Let k be a field, char(k) 6= 2, let a ∈ k be an element that is not a square
in k, and X = Spec k[T, U ]/(T 2 − aU2).
(a) Show that X is integral, geometrically reduced and geometrically connected.
(b) Show that X is not geometrically integral.

Exercise 5.17. Let k be a field, let X and Y be k-schemes locally of finite type, and let
f, g : X → Y be two k-morphisms. Assume that X is geometrically reduced over k. Show
that f = g if and only if there exists an algebraically closed extension Ω of k such that f
and g induce the same map Xk(Ω)→ Yk(Ω) on Ω-valued points.

Exercise 5.18♦. Let X be a scheme over a field k. Show that X is geometrically
connected (resp. geometrically irreducible) if and only if Xred is.

Exercise 5.19. Let k be a field and let X and Y be k-schemes. If X and Y are geomet-
rically reduced (resp. geometrically irreducible, resp. geometrically integral, resp. geomet-
rically connected), then show that X ×k Y has the same property.

Exercise 5.20. Let k be a field, X a k-scheme, x ∈ X.
(a) Show that the following assertions are equivalent.

(i) For every extension K of k and for every point x′ ∈ XK over x the local ring
OXK ,x′ is reduced.

(ii) Spec OX,x is a geometrically reduced k-scheme.
(iii) There exists a perfect extension Ω and a point x′ ∈ XΩ over x such that OXΩ,x′

is reduced.
(iv) OX,x is reduced and for every irreducible component Z of X containing x the

residue field κ(ηZ) in the generic point of Z is a separable extension k.
(v) For every finite purely inseparable extension k′ of k the local ring OXk′ ,x′ in the

unique point x′ over x is reduced.
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If these equivalent conditions are satisfied, X is called geometrically reduced at x.
(b) Show that if X is locally noetherian, then the conditions in (a) are equivalent to the

condition that there exists an open neighborhood U of x such that U is geometrically
reduced over k.

Exercise 5.21. Let k be a field, X a locally noetherian k-scheme, x ∈ X. Then X is
called geometrically integral at x if for every extension K of k and for every point x′ ∈ XK

over x the local ring OXK ,x′ is an integral domain. If X is geometrically integral at all
points x ∈ X, we call X geometrically locally integral . Now assume that X is of finite
type over k and show that the following assertions are equivalent.
(i) X is geometrically locally integral.
(ii) X is geometrically reduced and the geometric number of irreducible components is

equal to the geometric number of connected components.

Exercise 5.22. Let A → B be an integral ring homomorphism. Show that the corre-
sponding morphism of schemes SpecB → SpecA is universally closed. Deduce that if K
is an algebraic extension of a field k, then the projection XK → X is universally open,
universally closed, and surjective.

Exercise 5.23. Let k be a field and let X be a connected k-scheme.
(a) Assume that there exists a non-empty geometrically connected k-scheme Y and a

k-morphism Y → X. Show that X is geometrically connected.
Hint : Use Exercise 5.22 to show that XΩ → X is open, closed, and surjective for
a separable closure Ω of k and show that there are no nontrivial open and closed
subsets of XΩ.

(b) Assume that there exists a point x ∈ X such that k is separably closed in κ(x) (e.g.,
if X(k) 6= ∅). Show that X is geometrically connected.
Hint : Use that Specκ(x) is a geometrically irreducible k-scheme.
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Consider a scheme X of finite type over an algebraically closed field k. If X is reduced then
“locally” around almost all closed points X looks like affine space. Compare Figure 1.1:
zooming in sufficiently, this is true for the pictured curve at all points except for the
point where it self-intersects. However, while in differential geometry this can be used as
the definition of a manifold, the Zariski topology is too coarse to capture appropriately
what should be meant by “local”. Instead, one should look at whether X can be “well
approximated by a linear space”.

To make this precise, we define the (absolute) tangent space TxX of a scheme X at
a point x. If X is embedded in an affine or projective space, then we can imagine TxX
as the linear subspace generated by all tangents to X in x. Although the definition of
Tx(X) is purely algebraic, it can be described similarly as in differential geometry: If
X is (locally around x) the vanishing scheme of equations f1, . . . , fr in Ank , then Tx(X)
is (after possibly extending the base field) the kernel of the Jacobi-matrix defined by
f1, . . . , fr. Alternatively, Tx(X) can also be described as space of “derivatives of small
curves through the point x”. A locally noetherian scheme X where dimTx(X) = dim OX,x
is called regular.

If X is locally at x the vanishing scheme of equations f1, . . . , fr in Ank (r ≤ n) such
that the rank of the Jacobi matrix of the fi at x is r, then we call X smooth at x over k.
The notion of smoothness is a relative one and depends on the base field k. In fact we
will define “smoothness” for an arbitrary morphism of schemes. It is connected to the
notion of relative tangent space Tx(X/k) which is introduced in Section (6.6) and which
behaves better under base change and in families. On the other hand we will see, that its
calculation can be reduced to the calculation of an absolute tangent space. In this chapter
we will mainly consider smooth schemes over a field. General smooth morphisms will be
studied in Volume II.

In Theorem 6.28 we will link the notions of regularity and smoothness. In particular
we will see that they are equivalent if k is algebraically closed (or, more generally, if k is
perfect).

For singular, i.e., (possibly) non-smooth, schemes there is a whole arsenal of notions to
describe their singularities. Maybe the most important one is normality. It corresponds
to the algebraic concept of an integrally closed ring and we will study it at the end of
the chapter. Its importance stems from the fact, that for all (integral) schemes there is a
rather simple process to “normalize” these schemes. This will be studied in Chapter 12.
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The tangent space

(6.1) Formal derivatives.

If R is a ring, and f =
∑d
i=0 aiT

i ∈ R[T ] is a polynomial, we define the formal derivative

∂f

∂T
=

d∑
i=1

iaiT
i−1.

If f ∈ R[T1, . . . , Tn], we define the “partial derivative” ∂f/∂Ti by viewing the polynomial

ring as R[T1, . . . , T̂i, . . . , Tn][Ti] and applying the previous definition with the ground ring

R[T1, . . . , T̂i, . . . , Tn]. Then ∂/∂Ti : R[T ]→ R[T ] is an R-derivation of R[T ], i.e. ∂/∂Ti is
R-linear and

∂fg

∂Ti
= f

∂g

∂Ti
+ g

∂f

∂Ti

for all f, g ∈ R[T ] (“Leibniz rule”).
Let S ⊂ R[T1, . . . , Tn] be a multiplicative set. Then we can extend the definition to

the localization S−1R[T1, . . . , Tn] (using the customary rules for derivatives of fractions).
In particular, if R = k is a field, we can take partial formal derivatives of elements of
k(T1, . . . , Tn). An analogous definition applies to formal power series instead of polynomi-
als.

Lemma 6.1. Let R be a ring, and let f ∈ R[T0, . . . , Tn] be homogeneous of degree d.
Then the partial derivatives satisfy the Euler relation

n∑
j=0

∂f

∂Tj
· Tj = d · f.

Proof. Because of linearity, it is enough to check the statement when f is a monomial,
and that is easy.

(6.2) Zariski’s definition of the tangent space.

Let X be a scheme. We want to define the tangent space of X in a point x; it is a
κ(x)-vector space. Heuristically, thinking of X as embedded in some ambient space, we
would like to obtain the “vector space generated by all lines tangent to X in x”. This
heuristic is not a good starting point, though, for instance because the tangent space
would possibly depend on the embedding. It will turn out however that the notion we
define fits well into this picture, if X is embedded in an affine space. Let mx denote the
maximal ideal of the local ring OX,x.

Definition 6.2. Let X be a scheme, and let x ∈ X. Then mx/m
2
x is a vector space over

OX,x/mx = κ(x), and the (Zariski, or absolute) tangent space of X at x is by definition
the dual vector space

TxX = (mx/m
2
x)∗.
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Let us point out right away that this notion behaves best if X is a scheme over a field
k, and x ∈ X is a point with residue field k, which is the setting which we will see almost
exclusively below. On the other hand, if for instance η is the generic point of any integral
scheme X, we have mη = 0, so the K(X)-vector space (mη/m

2
η)∗ does not contain any

information about X.
In Section (6.6) we will introduce the notion of relative tangent space, which behaves

better for non-rational points and in families. But we will also see how to obtain the
relative tangent space from an absolute tangent space. For now, we are concerned only
with the absolute tangent space in the sense above, and usually simply call it the tangent
space of X at x.

Remark 6.3. Let X be a scheme and x ∈ X.
(1) Nakayama’s lemma shows that if mx is finitely generated, dimκ(x) TxX is the cardi-

nality of any minimal generating set of mx. In particular dimκ(x) TxX is finite if X is
locally noetherian.

(2) If U ⊆ X is an open neighborhood of x, we clearly have TxX = TxU .
(3) The tangent space is functorial in (X,x) in the following sense. Let f : X → Y be

a morphism of schemes and let x ∈ X be a point such that dimκ(f(x)) Tf(x)Y is

finite. Then the local homomorphism f ]x : OY,f(x) → OX,x induces a κ(x)-linear map
mf(x)/m

2
f(x)⊗κ(f(x)) κ(x)→ mx/m

2
x. If the extension κ(x)/κ(f(x)) is finite or Tf(x)Y

is a finite-dimensional κ(f(x))-vector space, then dualizing we obtain an induced map
on tangent spaces

(6.2.1) dfx : TxX → Tf(x)Y ⊗κ(f(x)) κ(x).

This construction is compatible with composition of morphisms in the obvious way.

(6.3) Tangent spaces of affine schemes over a field.

Let us investigate (and at the same time motivate) the definition of the tangent space in
detail in the case where X is a scheme over a field k, and x is a k-valued point of X. We
start with the situation for affine spaces.

Example 6.4. Let k be a field. We first compute the tangent spaces of k-valued points
of Ank . So let x ∈ Ank (k) = kn, say x = (x1, . . . , xn). The maximal ideal in k[T1, . . . , Tn]
corresponding to x is (T1 − x1, . . . , Tn − xn). The elements Ti − xi yield a basis of the
k-vector space mx/m

2
x. We can describe the resulting isomorphism kn

∼→ TxAnk explicitly
by

(v1, . . . , vn) 7→
(
mx/m

2
x → k, g 7→

∑
vi
∂g

∂Ti
(x)

)
.

Now let f1, . . . , fr ∈ k[T1, . . . , Tn], and let f : Ank → Ark be the map given by the fi. Let
x = (x1, . . . , xn) ∈ kn = An(k). Then the induced map dfx : TxAnk → Tf(x)Ar is given,
using the identifications of the tangent spaces with kn and kr, resp., as above, by the
matrix (

∂fi
∂Tj

(x)

)
i=1,...,r,
j=1,...,n

.

This is checked easily by using “Taylor expansions” of the fi around x = (x1, . . . , xn),
i. e., by writing the fi as polynomials in Tj − xj .
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Whenever we are given polynomials f1, . . . , fr ∈ R[T1, . . . , Tn] over some ring R, we
denote by

(6.3.1) Jf1,...,fr :=

(
∂fi
∂Tj

)
i,j

∈Mr×n(R[T1, . . . , Tn])

the Jacobian matrix of the fi.

Example 6.5. As in the previous example, let k be a field. Let X = V (f1, . . . , fr) ⊆ Ank
be a closed subscheme, fi ∈ k[T1, . . . , Tn]. Fix a k-valued point x of X (in other words, a
(closed) point with residue field κ(x) = k). The natural morphisms X ↪→ Ank → Ark (the
second one being given by the fi) yield homomorphisms

OArk,f(x) → OAnk ,x → OAnk ,x/(f1, . . . , fr) = OX,x

and taking the maximal ideals of these local rings modulo their squares, and dualizing,
we get an exact sequence

0→ TxX → TxAnk → Tf(x)Ark

of k-vector spaces. Together with the computation in the previous example, we see that
we can identify TxX with the subspace

TxX = Ker(Jf1,...,fr (x)) ⊆ TxAnk = kn.

This is the description which is customarily used in differential geometry for submani-
folds of affine space.

If X is any scheme locally of finite type over k and x is a k-valued point of X, we can
choose an open affine neighborhood U = SpecA of x. Then U ∼= V (f1, . . . , fr) for suitable
polynomials fi ∈ k[T1, . . . , Tn] and we can compute TxX = TxU as above.

Example 6.6. The one basic piece of computation which is still missing is computing
the map induced on tangent spaces by a morphism given by rational polynomials.

Again, let k be a field. Let f1, . . . , fr, g1, . . . , gr ∈ k[T1, . . . , Tn]. Consider the open
subset X = D(g1 · · · gr) ⊆ Ank , and consider the morphism h : X → Ark given on R-valued
points, R a k-algebra, by

(x1, . . . , xn) 7→
(
f1(x)

g1(x)
, . . . ,

fr(x)

gr(x)

)
.

For x ∈ X(k), it induces a homomorphism dhx : kn = TxAnk = TxX → Th(x)Ark = kr. To

compute it, we identify X with the closed subset V (g1Tn+1 − 1, . . . , grTn+r − 1) ⊆ An+r
k .

We can then decompose h as X ↪→ An+r
k → Ark, where the second morphism is given by

(x1, . . . , xn+r) 7→ (f1(x1, . . . , xn)xn+1, . . . , fr(x1, . . . , xn)xn+r).

Taking the tangent space is compatible with composition of morphisms, and it is a
straightforward computation to show that dhx is given by the (r × n)-matrix(

∂(fi/gi)

∂Tj
(x)

)
i,j

.



152 6 Local Properties of Schemes

(6.4) Tangent space as set of k[ε]-valued points.

Often k-schemes are not defined via equations but by their R-valued points for k-algebras
R. Then the following interpretation of the tangent space in functorial terms is often
helpful (see e.g., Exercise 6.4 or Section (8.9)). It is the algebraic version of the definition
of the tangent spaces in differential geometry for abstract manifolds as the space of
derivatives of small curves through the point x.

We start with the definition of the algebraic version of an “infinitesimally small curve”.
For a field k, we denote the ring k[T ]/(T 2) by k[ε], where ε denotes the residue class of T ,
i. e., ε2 = 0. This ring is called the ring of dual numbers (over k). We think of Spec k[ε]
as an infinitesimal small subcurve of A1

k; see Example 2.40.
Now let X be a k-scheme. Recall the notation X(k[ε]) = Homk(Spec k[ε], X). Given

a k-valued point x of X, we denote by X(k[ε])x ⊂ X(k[ε]) the preimage of x under the
projection X(k[ε])→ X(k).

If f : Spec k[ε]→ X is an element of X(k[ε])x, then the induced morphism OX,x → k[ε]
maps mx into εk ∼= k, and we obtain a map mx/m

2
x → k, i. e., an element of TxX.

Proposition 6.7. Let X be a k-scheme, and x ∈ X(k). The map

X(k[ε])x → TxX

constructed above is a bijection which is functorial in (X,x).

Proof. Take a homomorphism t : mx/m
2
x → k, and consider the induced map mx → εk,

m 7→ εt(m mod m2). Since by assumption OX,x/mx = k, we can extend this map in a
unique way to a k-algebra homomorphism OX,x → k[ε]. This construction is inverse to
the one described before.

Remark 6.8. We can also express the structure of k-vector space on X(k[ε])x induced
by the above bijection in functorial terms. We set k[ε1, ε2] := k[T1, T2]/(T 2

1 , T
2
2 , T1T2),

where εi is the residue class of Ti. Then we have a natural map p : k[ε1, ε2] → k[ε],
ε1 7→ ε, ε2 7→ ε. Now let v1, v2 ∈ TxX be tangent vectors which we view, using the
above bijection, as morphisms vi : Spec k[ε]→ X with image {x}. The vi correspond to
morphisms OX,x → k[ε], s 7→ s(x) + εv̇i(s), and we obtain a map α : OX,x → k[ε1, ε2],
s 7→ s(x) + ε1v̇1(s) + ε2v̇2(s). Then the sum v1 + v2 corresponds to the k[ε]-valued point

Spec k[ε]→ Spec k[ε1, ε2]→ X,

where the first morphism is the one induced by p, and the second one is induced by α.
The multiplication by scalars a in k is given as follows: Let ma : k[ε]→ k[ε] the k-algebra
homomorphism that sends ε to aε. If v ∈ TxX corresponds to v : Spec k[ε]→ X then av
corresponds to the composition

Spec k[ε]
Specma−−−→ Spec k[ε]

v−→ X.

As an immediate application we obtain that the formation of the tangent space is
compatible with products:

Proposition 6.9. Let k be a field, let X, Y be k-schemes, and let x ∈ X(k), y ∈ Y (k)
be k-valued points. Then there is a natural isomorphism

T(x,y)(X ×k Y )
∼→ TxX ⊕ TyY.
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Proof. This is an easy consequence of the description of the tangent space as the space of
k[ε]-valued points and the universal property of fiber products (4.4.2).

This result can be easily generalized to fiber products of k-schemes (Exercise 6.6).

(6.5) Computation of the tangent spaces of projective schemes.

Let us apply Example 6.6 in order to look at the tangent spaces of points in projective
space. We continue to work over our fixed field k. Clearly, since Pnk can be covered
by affine spaces of dimension n over k, all tangent spaces TxPnk of points x ∈ Pnk (k)
are n-dimensional k-vector spaces. However, this reasoning does not give us a natural
choice of basis, and hence no natural identification with kn. To obtain a more intrinsic
description, we consider the morphism An+1

k \ {0} → Pnk (see (3.6.1)). Let us fix a point
ẋ = (x0, . . . , xn) ∈ An+1

k (k) \ {0}, and denote by x its image in Pnk (k). We obtain a
homomorphism

kn+1 = TẋAn+1
k → TxPnk .

Let us compute its kernel. There exists i with xi 6= 0. To simplify the notation, we assume
that i = 0. We denote by U0 ⊂ Pnk the corresponding open chart of Pnk of points with 0-th
homogeneous coordinate 6= 0, and we identify U0 = Ank as usual. We use T0, . . . , Tn as
coordinates on An+1

k , and consider the principal open subset D(T0). We can compute the
kernel we are interested in terms of the map

D(T0)→ U0 = Ank , (x0, . . . , xn) 7→ (x−1
0 x1, . . . , x

−1
0 xn),

which means that we are in the situation of Example 6.6. The map induced on the tangent
spaces is given by the matrix

x−1
0

 −x1/x0 1
...

. . .

−xn/x0 1

 ∈Mn×(n+1)(k).

Therefore the kernel of the homomorphism kn+1 → TxPnk is the line k · (x0, . . . , xn). Since
TxPnk is n-dimensional, this implies in particular that the map in question is surjective,
and altogether we have proved the first part of

Proposition 6.10. Let k be a field.
(1) Let x = (x0 : · · · : xn) ∈ Pnk (k). Then we have a natural identification

TxPnk = kn+1/k(x0, . . . , xn).

(2) Let X = V+(f1, . . . , fr) ⊆ Pnk be a closed subscheme, given by homogeneous polynomi-
als fi, and let x ∈ X(k). Then

TxX =

(
Ker

(
∂fi
∂Tj

(x)

)
i,j

)
/kx.

Proof. We write C(X) = V (f1, . . . , fr) ⊆ An+1
k , and obtain a cartesian diagram (Sec-

tion (4.14))
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C(X) \ {0} //

p

��

An+1
k \ {0}

��
X // Pnk .

Fix a point ẋ ∈ C(X) \ {0} mapping to x, and consider the corresponding homomorphism
dpẋ : TẋC(X)→ TxX. Because of Lemma 6.1, we have

∑n
j=0

∂fi
∂Tj

(x)xj = deg(fi)fi(x) = 0

for all i, so the line kẋ is contained in the kernel. Now to prove our claim, it is enough
to show that the homomorphism dpẋ is surjective. This can be checked locally on X, so
by (4.13.1) we are reduced to a product situation, and Proposition 6.9 shows that the
homomorphism on the tangent spaces is the projection onto a direct summand.

Let us apply the proposition to continue our investigation of quadrics; see Section (1.26).

Proposition 6.11. Let k be an algebraically closed field of characteristic 6= 2, and
let Q be a quadric over k, i. e., Q is isomorphic to a closed subscheme of the form
V+(X2

0 + · · ·+X2
r−1) ⊂ Pnk for some n ≥ 1 and 1 ≤ r ≤ n+ 1.

(1) The scheme Q is reduced if and only if r > 1.
(2) The scheme Q is irreducible if and only if r 6= 2.
(3) Assume that Q is reduced. Then for all closed points x ∈ Q, we have

n− 1 ≤ dimTxQ ≤ n,

and there exist x with dimTxQ = n − 1. If r = n + 1, then the set of closed points
x ∈ Q where dimTxQ = n is empty; otherwise it is the set of closed points of a linear
subspace of Pnk of dimension n− r.

In particular, this proves that quadrics of different rank or different dimension cannot be
isomorphic; cf. Proposition 1.69, Corollary 1.71.

Proof. Parts (1) and (2) are clear; note that they were discussed without using the
language of schemes in Section (1.26).

Part (3) easily follows from Proposition 6.10, which shows that the tangent space in a
closed point x = (x0 : · · · : xn) of Q is given by

(Ker(2x0, . . . , 2xr−1, 0, . . . , 0) : kn+1 → k)/kx.

(6.6) The relative tangent space at a k-valued point.

The Zariski tangent space is a good concept for k-rational points of a scheme over a field
k. For arbitrary points the following generalization of the tangent space at a k-valued
point is more useful. Consider a commutative diagram of schemes, where K is a field

(6.6.1)

SpecK
ξ //

##

X

��
S.
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Define Tξ(X/S) as the set of S-morphisms t : SpecK[ε]→ X such that the composition
of t with SpecK → SpecK[ε] is equal to ξ. As in Section (6.4) we can endow Tξ(X/S)
with the structure of a K-vector space. We call this K-vector space Tξ(X/S) the (relative)
tangent space of X in ξ over S. If x ∈ X is a point and ξ : Specκ(x)→ X is the canonical
morphism we also write Tx(X/S) instead of Tξ(X/S). If S = SpecR is affine, we also
write Tξ(X/R) or Tx(X/R).

Note that Tξ(X/S) depends on S. If k is a field, S = Spec k = SpecK, and x is a
k-valued point, we have Tx(X/k) = TxX. But in general one has to distinguish between
the relative and the absolute tangent space: Even for a k-scheme X of finite type it may
happen that the κ(x)-vector spaces TxX and Tx(X/k) are not isomorphic for a point
x ∈ X that is not k-rational (see Exercise 6.3).

Remark 6.12.
(1) The relative tangent space can be defined in terms of the absolute tangent space as

follows. Consider again the diagram (6.6.1) above. By definition of the fiber product,
the morphism ξ corresponds to a K-valued point x̄ of the k-scheme X ×S SpecK.
In a similar way, the S-morphisms SpecK[ε] → X correspond to K-morphisms
SpecK[ε] → X ×S SpecK. Via Proposition 6.7 we obtain an identification of K-
vector spaces

Tξ(X/S) = Tx̄(X ×S SpecK).

(2) The relative tangent space is functorial in ξ in the following sense. In the situa-
tion of (6.6.1), let ι : K ↪→ L be a field extension corresponding to the morphism
p : SpecL → SpecK. Then composition with ι ⊗ idK[ε] : K[ε] → L[ε] induces an
isomorphism of L-vector spaces

(6.6.2) Tξ(X/S)⊗K L
∼→ Tξ◦p(X/S).

(3) Consider the following special case. Let X be a scheme over a field k, x ∈ X a point,
k ↪→ k′ a field extension, and let x′ ∈ X ′ := X ⊗k k′ be a point that projects to x.
Then we have

(6.6.3) Tx′(X
′/k′) = Tξ(X/k) ∼= Tx(X/k)⊗κ(x) κ(x′),

where ξ is the composition Spec κ(x′)→ Specκ(x)→ X.

The dimension of the relative tangent space is upper semi-continuous:

Proposition 6.13. Let k be a field and let X be a k-scheme locally of finite type. Then
for each integer d the set {x ∈ X ; dimκ(x) Tx(X/k) ≥ d } is closed in X.

Proof. The question is local on X and we can therefore assume that X = SpecA with
A = k[T1, . . . , Tn]/(f1, . . . , fr). For each x ∈ X we have

Tx(X/k) = Tx(X ⊗k κ(x)) = Ker(Jf1,...,fr (x)) ⊆ κ(x)n.

Thus we see that {x ∈ X ; dimTx(X/k) ≥ d } is the closed subspace of zeros of the ideal
of A generated by the images of (n− d+ 1)× (n− d+ 1)-minors of the Jacobian matrix
Jf1,...,fr .
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(6.7) The projective tangent space.

Let k be a field, let X be a closed subscheme of PNk , and let x : SpecK → X be a K-valued
point, where K is some field extension of k. We can consider the (relative) tangent space
Tx(X/k) of X at x as a K-subvector space of Tx(PNk /k) = Tx(PNK). Then there is a
unique linear subspace Λ ⊆ PNK such that Tx(Λ) = Tx(X/k): If X = V+(f1, . . . , fr) for
homogeneous polynomials fi ∈ k[T0, . . . , TN ], then Λ is the subspace of PNk corresponding
to the linear subspace of KN+1 given by the kernel of the matrix

(
(∂fi/∂Tj)(x)

)
i,j

viewed

as linear map KN+1 → Kr (Proposition 6.10). We call Λ the projective tangent space of
X at x and denote it by Tx(X ⊂ PN/k). Note that it depends on the embedding of X
into PN . Its dimension as a linear subspace of PNK agrees with dimK Tx(X/k) again by
Proposition 6.10.

Smooth morphisms

(6.8) Definition of smoothness.

In this section, we define the notion of smooth morphism, and in particular the notion
of smooth k-schemes (for a field k). Heuristically, smoothness should mean that the
scheme in question “locally” looks like affine space. However, the Zariski topology is not
sufficiently fine to appropriately make sense of this. Instead one has to use the étale
topology; this will be explained in Volume II. Here we define smoothness by the condition
that locally, the scheme in question is defined by equations f1, . . . , fr in some affine space
which behave as coordinate functions T1, . . . , Tr, at least if we only consider their first
derivatives. This notion of smoothness is the same as the one used in differential geometry.

Definition 6.14. Let f : X → Y be a morphism of schemes and d ≥ 0 be an integer.
(1) We say that f is smooth of relative dimension d at x ∈ X, if there exist affine open

neighborhoods U of x and V = SpecR of f(x) such that f(U) ⊂ V , and an open
immersion

U ↪→ SpecR[T1, . . . , Tn]/(f1, . . . , fn−d)

of R-schemes for suitable n and fi, such that the Jacobian matrix

Jf1,...,fn−d(x) =

(
∂fi
∂Tj

(x)

)
i,j

∈M(n−d)×n(κ(x))

has rank n− d.
(2) We say that f : X → Y is smooth, or that X is smooth over Y , (of relative dimension

d), if it is smooth (of relative dimension d) at all points x ∈ X.

Recall for this definition that we denote for g ∈ R[T1, . . . , Tn] (e.g., g = ∂fi
∂Tj

) and for

x ∈ AnR (or x in a subscheme U of AnR) by g(x) ∈ κ(x) the image of g in OAnR,x/mx.
In part (1), requiring that the open immersion U ↪→ SpecR[T1, . . . , Tn]/(f1, . . . , fn−d)
be a morphism of R-schemes amounts precisely to saying that its composition with
the projection to SpecR equals the restriction of f to U . If R = k is a field and
px = (T1 − a1, . . . , Tn − an) for a = (a1, . . . , an) ∈ kn, then g(x) ∈ κ(x) = k is simply the
usual evaluation of g in a.
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One of the obvious problems of our definition of smoothness is that it is hard to prove
that a certain morphism is not smooth. To this end, it is desirable to show that, in a
suitable sense, the validity of the condition is independent of the choice of representation
as a subscheme of some AnR. We will come back to this question in a special situation in
the section about regular rings, see Corollary 6.31, and in full generality in Volume II.

Proposition 6.15.
(1) Let f : X → Y be a morphism of schemes, and let x ∈ X be a smooth point of relative

dimension d for f . There exists an open neighborhood U of x, such that f is smooth
of relative dimension d in every point of U .

(2) Smoothness is local on the source and on the target, in the following sense: given a
morphism f : X → Y , an open subset U ⊆ X, and x ∈ U , then f is smooth at x if
and only if the restriction U → Y is smooth at x. If V ⊆ Y is open and x ∈ f−1(V ),
then f is smooth at x if and only if the restriction f−1(V )→ V is smooth at x.

(3) If f : X → Y is smooth of relative dimension d at x ∈ X, and Y ′ → Y is a morphism,
then the morphism X ×Y Y ′ → Y ′ obtained by base change is smooth of relative
dimension d at all points of X ×Y Y ′ which project to x.

(4) Let f : X → Y and g : Y → Z be morphisms, and assume that f is smooth at x ∈ X,
and that g is smooth at f(x) ∈ Y . Then g ◦ f is smooth at x.

(5) Open immersions are smooth of relative dimension 0.

For a morphism f : X → Y we call the open subscheme

(6.8.1) Xsm := Xsm(f) := {x ∈ X ; f is smooth at x } ⊆ X

the smooth locus of X with respect to f .

Proof. Since the rank condition in the definition of smoothness can be phrased by saying
that there exists a r × r minor of the Jacobian matrix which does not vanish at x (i. e. is
6= 0 in κ(x)), it is an open condition. This proves the first point. The assertions (2), (3),
and (5) are clear. We skip the proof of Assertion (4) (it is not used in Volume I and we
will give a proof in Volume II).

A smooth morphism of relative dimension 0 is also called étale. We will study étale
morphisms in more detail in Volume II.

In particular, whenever f : X → Y is a morphism of schemes which is smooth at x of
relative dimension d, then the fiber Xf(x) = X ×Y Specκ(f(x)) is smooth over κ(f(x))
at x. As Theorem 6.28 below shows, in this case dim OXf(x),x = d, i.e. the maximal
dimension of the irreducible components of Xf(x) containing x is d (Corollary 5.23). This
justifies the term “of relative dimension d”.

In most of this chapter, we will only consider the special case Y = Spec k, k a field.
Note that for a k-scheme X, whenever x ∈ X is a smooth point, the neighborhood U of
x in the definition above is of finite type over k. Therefore, every smooth k-scheme is
locally of finite type over k.

Examples 6.16.
(1) Let S be a scheme. Then AnS and PnS are smooth of relative dimension n over S.
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(2) Let k be a field, let X be a k-scheme locally of finite type, and let x ∈ X(k). Then
we will see in Theorem 6.28 that X is smooth at x if and only if dimTxX = dimxX.
This shows that in this case the criterion defining smoothness is independent of the
choice of embedding of a neighborhood of x into affine space. We also see that for
X = V+(f1, . . . , fr) ⊆ Pnk , fi homogeneous, and x ∈ X(k), we can check whether X
is smooth at x looking at the Jacobian matrix of the homogeneous equations defining
X (use Proposition 6.10). See also Exercise 6.13.

(3) In particular: Let k be an algebraically closed field of characteristic 6= 2, and let Q be
a quadric of dimension n and rank n+ 1 over k. Then Q is smooth over k.

(4) Let k be an algebraically closed field of characteristic 6= 2, and let f ∈ k[X] be a
polynomial. Then V (Y 2 − f(X)) ⊂ A2

k is smooth if and only if f has no multiple
zeros. (To see that V (Y 2 − f(X)) is not smooth when f has multiple zeros, use
Theorem 6.28, cf. part (1) above.)

(6.9) Existence of smooth points for schemes over a field.

Lemma 6.17. Let X and Y be k-schemes locally of finite type. Let x ∈ X and y ∈ Y
and let ϕ : OY,y

∼→ OX,x be an isomorphism of k-algebras. Then there exists an open

neighborhood U of x in X and V of y in Y and an isomorphism h : U
∼→ V of k-schemes

with h(x) = y such that h]x = ϕ.

This is a special case of a more general result of extending morphisms from stalks to
open neighborhoods, see Proposition 10.52. Here we will give a quick proof in the case
that X and Y are integral (the only case we need in this chapter).

Proof. (if X and Y are integral) We may assume that X = SpecB and Y = SpecA are
affine. Let p = py ⊂ A and q = px ⊂ B be the prime ideals corresponding to y and x. By

hypothesis there exists an isomorphism ϕ : Ap
∼→ Bq. We denote the induced isomorphism

Frac(A)
∼→ Frac(B) again by ϕ.

Since A and B are finitely generated, we can find elements f ∈ A, g′ ∈ B such that
ϕ(A) ⊆ Bg′ ⊆ ϕ(Af ), and since ϕ(A) ⊂ ϕ(Ap) = Bq ⊃ B, we can even choose f ∈ A \ p,
g′ ∈ B \ q. But then for suitable n > 0, g := (g′)nϕ(f) lies in B \ q, too, and ϕ(Af ) = Bg.

Thus ϕ yields an isomorphism h : U := D(g)
∼→ V := D(f).

Proposition 6.18. Let k be a field and let X be an integral k-scheme of finite type
of dimension d ≥ 0. Assume that its function field K(X) is a separable extension of k
(e.g., if k is perfect). Then there exists a dense open subscheme U ⊆ X such that U is
isomorphic to a dense open subscheme of Spec k[T1, . . . , Td, T ]/(g), where g is a monic
separable irreducible polynomial g ∈ k(T1, . . . , Td)[T ] with coefficients in k[T1, . . . , Td].

Proof. The function field K(X) is a finitely generated separable extension of k, i. e., we
can find a transcendence basis T1, . . . , Td of K(X) over k such that K(X) ⊇ k(T1, . . . , Td)
is finite separable; see Proposition B.97. In particular, the latter extension is generated
by a single element α ∈ K(X) (Proposition B.98). Replacing α by fα for a suitable
f ∈ k[T1, . . . , Td], we may assume that the minimal polynomial g ∈ k(T1, . . . , Td)[T ] of
α over k(T1, . . . , Td) has coefficients in k[T1, . . . , Td]. Set B = k[T1, . . . , Td, T ]/(g) and
Y = SpecB. Then X and Y have isomorphic function fields and the claim follows from
Lemma 6.17, applied to the generic points.
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Theorem 6.19. Let k be a perfect field, and let X be a non-empty reduced k-scheme
which is locally of finite type. Then the smooth locus Xsm of X over k is open and dense.

Proof. We know already that Xsm is open in X (Proposition 6.15 (1)). To prove density
it suffices to show that for every irreducible component Z of X there exists a non-empty
open affine subscheme U of X which is contained in Z such that Usm is dense in U . The
set of irreducible components of X is locally finite because X is locally noetherian. Thus
there exists a non-empty open subset U of Z that does not meet any other irreducible
component of X and hence is also open in X. Thus we may assume that X is integral.
By Proposition 6.18 we may then assume that X = Spec k[T1, . . . , Td, Td+1]/(g) with g
irreducible and separable as a polynomial in Td+1 with coefficients in the field k(T1, . . . , Td).

Consider the partial derivatives ∂g/∂Ti ∈ k[T1, . . . , Td+1]. We must show that they
are not all divisible by the irreducible polynomial g. Because of degree reasons, this just
means that they do not all vanish. But since g is irreducible and separable as a polynomial
in Td+1, we have ∂g/∂Td+1 6= 0.

Remark 6.20. The proof shows that instead of assuming that k is perfect it suffices
to make one of the following weaker assumptions (which are equivalent by Proposi-
tion 5.49):
(i) For each irreducible component Z of X the function field K(Z) is a separable extension

of k.
(ii) The k-scheme X is geometrically reduced.

A similar idea shows the following result.

Proposition 6.21. Let X be a scheme locally of finite type over a field k. Assume that
Xred is geometrically reduced. Then the set of closed points x ∈ X such that κ(x) is
separable over k contains an open dense subset of X.

Proof. Replacing X by Xred we may assume that X is geometrically reduced. Let Y
be the closed subset of points in X which are contained in at least two irreducible
components. Replacing X by the open and dense subscheme X \ Y we may assume
that every connected component of X is irreducible. By proving the theorem for each
component we may assume that X is integral.

As X is geometrically reduced, its function field is a separable extension of k (Propo-
sition 5.49). By Proposition 6.18 we may assume that X = Spec(B), where B =
k[T1, . . . , Td+1]/(g) for a separable monic irreducible polynomial g ∈ k(T1, . . . , Td)[Td+1]
with coefficients in k[T1, . . . , Td].

We have obtained a morphism f : Spec(B)→ Adk = Spec(k[T1, . . . , Td]). The subset of
points z ∈ Adk such that the image g of g in κ(z)[Td+1] is non-separable is the vanishing
locus of the discriminant of the polynomial g, cf. Section (B.20) and Exercise 6.26,
hence a Zariski closed subset. Since g is separable over k(T1, . . . , Td) it does not contain
the generic point, so its complement V is open and dense. Whenever z ∈ V , the fiber
Spec(κ(z)[Td+1]/(g)) of the above morphism over z is the spectrum of a product of
separable extensions of k (since g might not be irreducible over κ(z), we might have more
than one factor). In particular, for all x ∈ f−1(V ), the extension κ(x)/k is separable. As
X is integral, f−1(V ) is (open and) dense. This shows the proposition.
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(6.10) Complete local rings.

In the analytic world, we have the inverse function theorem which shows that under a
condition analogous to our smoothness condition above, zero sets are locally isomorphic to
Rn (or Cn). In our setting, we cannot expect the same result to hold because the Zariski
topology is far too coarse. We cannot work with convergent power series either, because
we do not have a notion of convergence. At least, Proposition 6.23 below shows that the
corresponding result holds formally, i. e., for formal power series, where we simply do not
require convergence: the complete local ring at a smooth k-valued point is a power series
ring.

Lemma 6.22. Let R be a ring, n ≥ 1. An R-algebra homomorphism

ϕ : R[[Y1, . . . , Yn]]→ R[[X1, . . . , Xn]] with ϕ(Yj) ∈ (X1, . . . , Xn) for all j

is an isomorphism if the Jacobian matrix(
∂ϕ(Yi)

∂Xj
(0)

)
i,j

∈Mn×n(R)

is invertible over R.

Proof. The ring R[[Y1, . . . , Yn]] is complete with respect to the (Y1, . . . , Yn)-adic topology
(Example B.47 (1)). Therefore by Proposition B.49 the homomorphism ϕ is an isomorphism
if and only if the induced homomorphism grϕ : R[Y1, . . . , Yn] → R[X1, . . . , Xn] on the
associated graded rings (Example B.48) is an isomorphism. But

(grϕ)(Yj) =

n∑
i=1

∂ϕ(Yj)

∂Xi
(0) ·Xi.

Proposition 6.23. Let k be a field, let X be a k-scheme, and let x ∈ X(k) be a point

which is smooth of relative dimension d over k. Then the completion ÔX,x of the local
ring OX,x (with respect to its maximal ideal) is isomorphic to a power series ring over k
in d indeterminates.

Proof. By the definition of smoothness, and because we can compute the local ring in
an arbitrary open neighborhood of x, we may assume that X is the closed subscheme
of Ank defined by polynomials f1, . . . , fr with r = n− d, such that the Jacobian matrix
J := Jf1,...,fr (x) has rank r. By a change of coordinates in Ank we may furthermore assume
that x is the origin in Ank (and hence fi ∈ (T1, . . . , Tn) for all i). By renumbering the Ti
we can assume that the (r× r)-minor given by the first r columns of J does not vanish at
x. Using Lemma 6.22, we see that the homomorphism k[[U1, . . . , Un]]→ k[[T1, . . . , Tn]] ∼=
ÔAnk ,x given by

Ui 7→
{
fi 1 ≤ i ≤ r
Ti r < i ≤ n

is an isomorphism. But this means that

ÔX,x ∼= ÔAnk ,x/(f1, . . . , fr) ∼= k[[Ur+1, . . . , Un]]

is isomorphic to a ring of formal power series over k in d = n− r indeterminates.
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Regular schemes

We now study the notion of regular schemes, which is based on the commutative algebra
notion of a regular (local) ring. For schemes over a field it mostly can (should) be replaced
by the notion of smoothness. However, it does serve an important purpose in the arithmetic
setting. Let us explain this. It is often important to consider morphisms f : X → Y of
k-schemes where X is smooth, but f is not necessarily smooth. If k is a perfect field, we
can replace the smoothness condition by requiring that X is regular. A typical analogue
in the arithmetic setting would be a morphism f : X → SpecZ. Continuing the analogy,
we would not want to require f to be smooth; asking that X is regular, however, is often
useful (and cannot be replaced, in this context, by a smoothness condition on X because
there exists no ground field); see Exercise 6.16 for examples.

(6.11) Regular schemes.

It is straightforward to transfer the definition of regularity from rings (Definition B.76)
to schemes:

Definition 6.24. Let X be a locally noetherian scheme. A point x ∈ X is called regular,
if the local ring OX,x is regular. The scheme X is called regular if every point is regular.

Remark 6.25.
(1) Let A be a noetherian ring. Then Proposition B.77 (1) shows that A is regular if and

only if SpecA is regular.
(2) We can also express regularity in terms of the tangent space: A point x ∈ X is regular

if and only if TxX has dimension (as κ(x)-vector space) dim OX,x.
(3) Let X be a locally noetherian scheme. Then every point of X specializes to a closed

point (this is easy to see e. g., if X is quasi-compact, or locally of finite type over a
field; but in fact holds for an arbitrary locally noetherian scheme, see Exercise 5.5).
Then Proposition B.77 (1) shows that X is regular if all of its closed points are
regular.

(4) The question, whether for a locally noetherian scheme X the regular locus

(6.11.1) Xreg := {x ∈ X ; OX,x is regular }

is open in X, is rather delicate in general. We will state a sufficient criterion in
Section (12.12) which in particular implies that Xreg is open if X is locally of finite
type over a field k. Over a perfect field k a point x of X is regular if and only if X is
smooth at x (see Corollary 6.32 and Remark 6.33) and the openness of Xreg follows
from the openness of the smooth locus Xsm (6.8.1).

(6.12) Regular and smooth schemes over a field.

Our next goal is to relate the notions of smoothness (over a field) and of regularity. We
begin by showing that smooth points are regular.

Lemma 6.26. Let k be a field, and X a k-scheme, locally of finite type. Let x ∈ X be a
point such that X is smooth at x of relative dimension d over k. Then the local ring OX,x
is regular of dimension ≤ d. If x is closed, then dim OX,x = d.
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Proof. Let U be an open neighborhood of x such that U is smooth over k. As the closed
points of X are very dense, there exists a closed point x′ of X with x′ ∈ U ∩ {x}. If we
have shown that OX,x′ is regular, then OX,x, being a localization of OX,x′ , is also regular
by Proposition B.77 (1) and dim OX,x ≤ dim OX,x′ . Thus we may assume that x is a
closed point.

We embed a neighborhood of x into an affine space as in the definition of smoothness and
denote by y ∈ Ank the image of x. Then OX,x ∼= OAnk ,y/(f1, . . . , fn−d), with polynomials
fj ∈ k[T1, . . . , Tn] such that the matrix ((∂fi/∂Tj)(y))i,j has rank n− d. By Example 6.5
this means that the images of f1, . . . , fn−d in (TyAnk )∗ = my/m

2
y are linearly independent

(where my is the maximal ideal of OAnk ,y). In fact, if κ(y) = k, then this follows immediately.
The general case is reduced to this case as follows. Consider the base change X ⊗k κ(y) ⊆
Anκ(y). The morphism X⊗k κ(y)→ X is surjective, and we fix a point y′ lying over y, with

corresponding maximal ideal my′ ⊂ κ(y)[T1, . . . , Tn]. The rank of the Jacobian matrix of
the polynomials fj is the same, regardless of whether we consider it over k or over κ(y).
Now consider the κ(y)-linear map my/m

2
y → my′/m

2
y′ . By the previous case, the images

of the fj in my′/m
2
y′ form a linearly independent system, and it follows that the same

holds in my/m
2
y, as desired. As OAnk ,y is regular, Proposition B.77 (3) implies that OX,x

is regular of dimension d.

Lemma 6.27. Let k be a field, and X = V (g1, . . . , gs) ⊆ Ank . Let x ∈ X be a closed point,
such that

rkκ(x) Jg1,...,gs(x) = n− dim OX,x.

Then x is a smooth point of X.

Proof. Write d = dim OX,x. We may assume, after renumbering the gi if necessary,
that the first n − d rows of the Jacobian matrix above are linearly independent. Let
Y = V (g1, . . . , gn−d), so x ∈ X ⊆ Y ⊆ Ank . Observe that Y is smooth of relative dimension
d over k at x. By Lemma 6.26, the local ring OY,x of x in Y is regular of dimension d,
so that the natural map OY,x → OX,x is a surjection of d-dimensional rings, where OY,x
is an integral domain. It is therefore an isomorphism by Corollary 5.8, and we conclude
using Lemma 6.17.

Combining the lemmas, we get a rather complete picture of the relationship between
regularity and smoothness for schemes over a field.

Theorem 6.28. Let k be a field, X a k-scheme locally of finite type, and let x ∈ X be a
closed point. Let d ≥ 0 be an integer. We fix an algebraically closed extension K of k, and
write XK = X ⊗k K. The following are equivalent:
(i) The k-scheme X is smooth of relative dimension d at x.
(ii) For every point x ∈ XK lying over x, XK is smooth of relative dimension d in x.

(iii) For every point x ∈ XK lying over x, the completed local ring ÔXK ,x is isomorphic
to a ring of formal power series K[[T1, . . . , Td]] over K.

(iv) For every point x ∈ XK lying over x, the local ring OXK ,x is regular and has
dimension d.

(v) The equalities dimκ(x) Tx(X/k) = dim OX,x = d hold.
If these conditions are satisfied, then
(vi) The local ring OX,x is regular and has dimension d.
Furthermore, if κ(x) = k, then the final condition implies the other ones.
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Proof. We have already seen (Lemma 6.26) that (i) implies (vi). By Proposition 6.15 (3),
(i) implies (ii). The residue field κ(x) is a finite extension of k. In particular there
exists a k-embedding κ(x) ↪→ K, and every point x ∈ XK lying over x has residue
field K. Therefore (ii) implies (iii) by Proposition 6.23. Using Proposition B.77 we see
that K[[T1, . . . , Td]] is regular of dimension d and that therefore OXK ,x is regular (and
of of dimension d by Proposition B.67). Thus we get that (iii) implies (iv). Note that
Lemma 6.26 proves directly that (ii) implies (iv), without using the notion of completion.

Now let us show that every point x ∈ X with residue class field k and regular local ring
OX,x, is a smooth point of X. This shows the final statement of the proposition. Write
d = dim OX,x = dimk TxX. Choose an affine open neighborhood U of x, and embed U as
a closed subscheme V (g1, . . . , gs) in some affine space Ank . We then have

rkκ(x) Jg1,...,gs(x) = n− d,

see Example 6.5. Lemma 6.27 implies that x is a smooth point of X.
Recall that dim OX,x = dim OXK ,x by Corollary 5.47. Thus (iv) and (v) are equivalent

because we have dimκ(x) Tx(X/k) = dimK Tx̄(XK) by (6.6.2).
It remains to show that (iv) implies (i). Fix a point x of XK lying over x. By what we

have just seen, x is a smooth point of XK . We may replace X by an open neighborhood
of x, and can then assume that X = V (g1, . . . , gs) ⊆ Ank , for suitable polynomials gi. By
Lemma 6.27, it is enough to show that

rkκ(x) Jg1,...,gs(x) = n− d,

since dim OX,x = dim OXK ,x = d. But we have

rkκ(x) Jg1,...,gs(x) = rkK Jg1,...,gs(x),

because the rank of a matrix is independent of the field over which we view it, and the
latter term is equal to n−d (by the same reasoning as above, since x is a regular K-valued
point of XK).

Using Theorem 5.22 we obtain the following corollary.

Corollary 6.29. Let X be an irreducible scheme locally of finite type over a field k and
let x ∈ X(k) be a k-valued point (considered as a closed point of X). Then X is smooth
over k at x if and only if dimk TxX = dimX.

Remark 6.30.
(1) As the proof of Theorem 6.28 shows, the statements are also equivalent to statements

(ii′), (iii′), (iv′), where the requirement that the given condition holds for every x over
x is replaced by asking that there exists a point x over x for which it is true.

(2) Theorem 6.28 in particular implies that for every field extension L of k the scheme X
is smooth over k if and only if X ⊗k L is smooth over L: The condition is necessary
by Proposition 6.15 (3). Conversely, if X ⊗k L is smooth, then X ⊗k K is smooth for
an algebraic closure K of L and hence X is smooth.

This assertion is a special case of the assertion that smoothness is stable under
faithfully flat descent; see Section (14.11) and Appendix C.

(3) We will prove in Volume II that the regularity of OX,x implies that X is smooth at
x, if we only assume that the extension κ(x)/k is separable. As Example 6.34 below
shows, in general the regularity of OX,x is not sufficient for x being a smooth point.
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The proof of Theorem 6.28 shows that the smoothness criterion is independent of the
choice of embedding in a strong sense; we have:

Corollary 6.31. Let k be a field, X = V (g1, . . . , gs) ⊆ Ank , and let x ∈ X be a smooth

closed point. Let d = dim OX,x. Then rk
(
∂gi
∂Tj

(x)
)
i=1,...,s
j=1,...,n

= n−d; in particular, s ≥ n−d.

After possibly renumbering the gi, such that rk
(
∂gi
∂Tj

(x)
)
i=1,...,n−d
j=1,...,n

= n − d, there exists

an open neighborhood U of x in X such that the map U ↪→ V (g1, . . . , gn−d) is an open
immersion.

We will come back to this point in Volume II, when we discuss smoothness over arbitrary
base schemes and related properties in more detail.

Theorem 6.28 (together with the fact that smoothness is stable under base change,
Proposition 6.15 (3)) implies:

Corollary 6.32. For a k-scheme X locally of finite type the following assertions are
equivalent.
(i) X is smooth over k.
(ii) X is geometrically regular (i.e., X ⊗k L is regular for every field extension L of k).
(iii) There exists an algebraically closed extension K of k such that X ⊗k K is regular.

Remark 6.33. The corollary shows that a scheme locally of finite type over an alge-
braically closed field k is regular if and only if X is smooth over k. In fact, one can
show that this also holds if k is any perfect field; see Exercise 6.19, where the property
“geometrically regular” is studied in more detail (or Volume II).

Whenever purely inseparable extensions come into the play, the notions of smoothness
and regularity differ:

Example 6.34. Let p be a prime number. The morphism SpecFp(T )→ SpecFp(T p) is
not smooth. To see this, we first do a base change with respect to the same morphism, and
get SpecFp(T )[X]/(Xp) ∼= Spec(Fp(T ) ⊗Fp(Tp) Fp(T )) → SpecFp(T ). Since the source
is not even reduced, it is not regular, so the resulting morphism is not smooth. Since
smoothness is stable under base change, our claim is proved. On the other hand, SpecFp(T )
is clearly regular.

More generally, it can be shown that a field extension is smooth if and only if it is finite
and separable; see Exercise 6.12 (or Volume II).

Example 6.34 shows that there exist regular k-schemes X of finite type and finite
field extensions K of k such that X ⊗k K is not regular. As explained above, this can
only happen if K is not separable over k. Conversely, using the notion of flatness and
Proposition B.77 (5) one shows easily (see Proposition 14.59 for a more general result
and its proof):

Proposition 6.35. Let k be a field, let X be a k-scheme locally of finite type, and let K
be a field extension of k. If X ⊗k K is regular, then X is regular.

There exist regular geometrically integral schemes of finite type over k such that X is
not smooth (Exercise 6.22).
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Normal schemes

The notions of smoothness and regularity discussed above are central properties in
algebraic geometry, however, often they are too strict a requirement. In this section we
will discuss the property of schemes of being normal, which is implied by regularity, but
satisfied by a much larger class of schemes.

(6.13) Normal schemes.

Definition 6.36. A scheme X is normal at a point x ∈ X, if the local ring OX,x is a
normal domain. A scheme X is normal if it is normal at all points.

Remark 6.37. Even the property that all local rings of X are domains is quite useful;
see Exercise 3.16 which shows that in a locally noetherian scheme with the property that
all the local rings are domains, every connected component is already irreducible. If a
point in an arbitrary scheme lies on more than one irreducible component, then its local
ring will have more than one minimal prime ideal and hence cannot be an integral domain.
In particular, such a point is not normal.

Lemma 6.38.
(1) Let X be a locally noetherian normal scheme, and let U ⊆ X be a connected open

subset. Then Γ(U,OX) is a normal domain.
(2) A quasi-compact scheme X is normal if for all closed points x ∈ X the local ring

OX,x is normal.
(3) Let X be a scheme which admits an affine open cover X =

⋃
Ui, such that all

Γ(Ui,OX) are normal domains. Then X is normal.

The proof below shows that (2) also holds for locally noetherian schemes by Exercise 5.5.

Proof. To show (1) we may assume that X = U (and in particular that X is connected).
As explained in Remark 6.37, X is even integral. Let K(X) be the function field of X,
and let s ∈ K(X) be an element which is integral over A := Γ(X,OX). In particular, s is
integral over all subrings of K(X) containing A, and the normality assumption implies
that s lies in all stalks OX,x, x ∈ X. Using Proposition 3.29, we get that s ∈ A. Parts
(2) and (3) follow immediately from the fact that every localization of a normal domain
is normal again. In (2) we use in addition that every closed subset of a quasi-compact
scheme contains a closed point.

By Remark B.78 there is the following result.

Corollary 6.39. Let X be a locally noetherian scheme. If x ∈ X is a regular point, then
x is normal in X. In particular, if X is regular, then X is normal.

On the other hand, normal rings of dimension 1 are discrete valuation rings, and hence
in particular are regular (Proposition B.73 (3)). Therefore we have

Proposition 6.40. Let X be a locally noetherian scheme, and let x ∈ X be a normal
point such that dim OX,x ≤ 1. Then x is a regular point.



166 6 Local Properties of Schemes

We call a locally noetherian scheme X regular in codimension 1, if for all x ∈ X with
dim OX,x = 1 the local ring OX,x is regular (or equivalently, normal). In other words, all
local rings of X satisfy condition (R1) (Definition B.79). So normal schemes are regular in
codimension 1. As it turns out, for schemes defined by one equation in a regular scheme,
one can prove the following converse.

Proposition 6.41. Let X = SpecA be a regular affine scheme, and consider a closed
integral subscheme Z = V (f) = SpecA/(f) of X defined by a single element f ∈ A. Then
Z is normal if and only if Z is regular in codimension 1.

Proof. We give a proof using more advanced notions of commutative algebra. Using
Serre’s criterion for normality, see Proposition B.81, it is enough to check condition (S2)
for the ring A/(f). However, f is a regular element of the regular ring A, so the quotient
A/(f) is Cohen-Macaulay (Proposition B.86), i. e., satisfies conditions (Sk) for all k.

Remark 6.42. The proof uses Serre’s criterion for normality (Proposition B.81) which
can be formulated as follows. A locally noetherian scheme is normal if and only if the
following assertions hold.
(1) For all x ∈ X with dim OX,x ≤ 1 the local ring OX,x is regular.
(2) For all x ∈ X with dim OX,x ≥ 2 there exists in the maximal ideal mx a regular

sequence (Definition B.60) of length 2.
The proof shows in fact it would be enough to assume that A is Cohen-Macaulay (instead
of being regular), and that we have a similar result for any subscheme defined by a regular
sequence (instead of a single element) using Proposition B.86.

Example 6.43. The proposition shows us many examples of normal, non-regular varieties.
For instance, every quadric of rank at least 3 is normal.

Similarly as we defined the smooth or the regular locus above, we call for a locally
noetherian scheme X the set

(6.13.1) Xnorm := {x ∈ X ; OX,x is normal }

the normal locus of X. It is stable under generization. We will see later (Section (12.12))
that under mild assumptions the normal locus is even an open subset of X (for instance,
if X is a scheme of finite type over a field).

Remark 6.44. Let k be a field and let X be a k-scheme locally of finite type. Example 6.34
shows that even if X is normal in general there exist extensions K of k such that
X ⊗k K is not normal (although this can never happen if K is a separable extension
of k by Exercise 6.18). But conversely, if X ⊗k K is normal for some field extension K,
then X is normal. This follows from Proposition B.81 and Proposition B.82; see also
Proposition 14.59 for a proof a more general result.

(6.14) Geometric concept of normality, Hartogs’s theorem.

We mention two further properties of normal schemes here which also exhibit that
normality, despite its algebraic definition, is a property which is geometrically tangible.

An important theorem about normal varieties is the analogue of Hartogs’s theorem.
Recall that Hartogs’s theorem says that whenever n > 1, U ⊆ Cn is open, x ∈ U a point,
and f : U \ {x} → C is a holomorphic function, then f extends to a holomorphic function
on all of U . In the algebraic setting, we have
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Theorem 6.45. Let X be a locally noetherian normal scheme, and let U ⊆ X be an
open subset with codimX(X \ U) ≥ 2. Then the restriction map Γ(X,OX)→ Γ(U,OX) is
an isomorphism. In other words: every function f ∈ Γ(U,OX) on U extends uniquely to
X.

Proof. We may assume that X = SpecA is affine, where A is a normal integral domain.
For every non-empty open set V of X we may consider Γ(V,OX) as a subring of the
function field K(X) = FracA such that the restriction maps are given by inclusions of
rings (Example 2.37). Let Z ⊂ X be an irreducible closed subset of codimension 1. By
hypothesis, U intersects Z non-trivially, so in particular it contains the generic point η
of Z. In other words, the subring Γ(U,OX) of the function field K(X) is contained in
the stalk OX,η. But by Proposition B.73 (3), A = Γ(X,OX) is the intersection of all the
stalks OX,η, where η is a prime ideal of height 1; in other words, where η is the generic
point of an irreducible closed subset of codimension 1.

Another important property of normal points of schemes (of finite type over a field,
say) is that “only one branch emanates from the point”. Here the notion of branch, which
we deliberately leave vague, should be thought of as a more local concept than irreducible
components. In the analytic setting (over the complex numbers), a normal point x inside
a “complex analytic space” has the following property: There exist arbitrarily small
neighborhoods U of x, such that U ∩Xsm is connected. It is instructive to check that the
subset { (x, y) ∈ C2 ; y2 = x2(x+ 1) } does not have this property at the origin.

In an algebraic context, the most important theorem which captures this property of
normal varieties is the following result that will be discussed later in more detail (see
Theorem 12.50 and Theorem 12.51). For now we only state the following version without
proof.

Theorem 6.46. Let k be a field, and let X be a k-scheme, locally of finite type over k.
If x ∈ X is normal, then the completion ÔX,x is a normal domain.

Even the fact that ÔX,x is a domain tells us something about the geometry of X:
Similarly as in the discussion in Section (6.10) above, this statement should be understood
as saying that even “very locally” around x, X is irreducible. Similarly as above, it is
instructive to check that for X = V (Y 2 − X2(X + 1)) ⊂ A2

k, x = (0, 0), the complete

local ring ÔX,x is not a domain, although X itself (and in particular OX,x) is integral.

Exercises

Exercise 6.1♦. Let i : Y → X be an immersion and let y ∈ Y . Show that the homo-
morphism diy : TyY → Ti(y)X is injective. Show that diy is bijective, if i is an open
immersion.

Exercise 6.2. Let k be an algebraically closed field. Give examples of k-schemes X1, X2,
X3, X4, such that for all four schemes there exists a morphism of k-schemes A1

k → Xi

which is a homeomorphism, and such that
(a) for all closed points x1 of X1, we have: dimTx1

(X1) = 1,
(b) for all except exactly one closed point x2 of X2, we have: dimTx2(X2) = 1, and X2

is reduced.
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(c) for all except exactly one closed point x3 of X3 we have: dimTx3
(X3) = 1, and X3 is

not reduced.
(d) for all closed points x4 of X4, we have: dimTx4

(X4) > 1.

Exercise 6.3. Let k be a field and let K ⊇ k be a finite field extension. Set X = SpecK,
let x ∈ X be the unique point and let ξ : SpecK → X be the identity. Show that TxX = 0,
but that Tξ(X/ Spec k) = 0 if and only if K is a separable extension of k.

Exercise 6.4. Let k be a field, and let G = GLn,k = D(det) ⊂ An2

k . (We think of the

points of An2

k as (n× n)-matrices.) Denote by e ∈ GLn(k) the unit matrix. We identify

Te GLn,k = kn
2

with the space Mn(k) of (n× n)-matrices.
(a) Denote by m : G × G → G the multiplication map. Show that the homomorphism

dm(e,e) : TeG× TeG = T(e,e)G×G→ TeG is given by (v, w) 7→ v + w.
(b) Show that the k-linear map d dete : Mn(k)→ k induced by det : GLn,k → GL1,k is

the trace.
(c) Let i : G→ G be the inverse. Show that die : TeG→ TeG is given by v 7→ −v.
(d) Let f : G→ G be the morphism A 7→ tA−1. Show that dfe is given by v 7→ −tv.

Exercise 6.5. We keep the notation of Exercise 6.4. Determine the tangent spaces at
e as subspaces of Te GLn,k = Mn(k) of the following subschemes H of GLn,k, given on
R-valued points for a k-algebra R:
(a) H = SLn,k, with SLn,k(R) = SLn(R).
(b) H = SymT,k, where T ∈ GLn(k), with SymT,k(R) = {A ∈ GLn(R) ; tATA = T }.
(c) H = SSymT,k, with SSymT,k(R) = {A ∈ SLn(R) ; tATA = T }.

Exercise 6.6. Let k be a field and let f : X → S and g : Y → S be morphisms of
k-schemes. Let x ∈ X(k) and y ∈ Y (k) be k-valued points such that their images in S(k)
are equal. We thus obtain a k-valued point z := (x, y)S ∈ (X ×S Y )(k). Show that

Tz(X ×S Y ) = { (t, u) ∈ TxX × TyY ; dfx(t) = dgy(u) }.

Deduce that if X and Y are subschemes of a scheme S, we have for a k-valued point z of
the (schematic) intersection:

Tz(X ∩ Y ) = Tz(X) ∩ Tz(Y ).

Generalize these assertions to the relative tangent space.

Exercise 6.7. Let k be a field, let X be a k-scheme, and let Y1 and Y2 be closed
subschemes of X and let Y1 ∩ Y2 be their schematic intersection. Let x ∈ (Y1 ∩ Y2)(k)
be a k-valued point and assume that X, Y1, and Y2 are smooth at x over k of relative
dimension d, d − c1, and d − c2, respectively. Show that the following assertions are
equivalent.
(i) Y1 ∩ Y2 is smooth of relative dimension d− (c1 + c2).
(ii) TxY1 + TxY2 = TxX.
If these equivalent conditions are satisfied, we say that Y1 and Y2 intersect transversally .

Exercise 6.8. Let k be a field and X, Y schemes locally of finite type over k. Let
p : X×k Y → X and q : X×k Y → Y be the projections. Let z ∈ X×k Y and set x := p(z)
and y := q(z). Show that z is a smooth point of X ×k Y if and only if x is a smooth point
of X and y is a smooth point of Y .
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Exercise 6.9. Let k be a field, f ∈ k[T0, . . . , Tn] be a nonzero homogeneous polynomial
of degree d ≥ 1, and set fi := ∂f

∂Ti
. Define X := V+(f) and Z := V+(f0, . . . , fn). Let

X(k)sing be the set of x ∈ X(k) that are not smooth points of the k-scheme X.
(a) Show that X(k)sing = X(k) ∩ Z(k).
(b) Assume that char(k) = 0 or that char(k) is prime to d. Show that X(k)sing = Z(k).

Exercise 6.10. Let k be a field. If f ∈ k[T1, . . . , Tn] and f = fr + fr+1 + · · ·+ fd is its
decomposition into homogeneous polynomials fi of degree i with fr 6= 0, then f∗ := fr is
called the leading term of f . For an ideal a of k[T1, . . . , Tn] let a∗ be the ideal generated
by f∗ for f ∈ a.

Now let X be a scheme locally of finite type over k. Let x ∈ X(k) and let m = mx
be the maximal ideal at x. Then A :=

⊕
d≥0 m

d/md+1 is a k-algebra. The affine scheme
TCx(X) := SpecA is called the tangent cone of X at x.
(a) For every open affine neighborhood U of x there exists a closed immersion i : U ↪→ Ank

for some n ≥ 0 with i(x) = 0 and that i yields an isomorphism U
∼→ V (a) for an ideal

a ⊆ k[T1, . . . , Tn] (why?). Show that TCx(X) ∼= Spec k[T1, . . . , Tn]/a∗.
(b) Assume that x is contained in a single irreducible component Z of X. Show that every

irreducible component of TCx(X) has dimension dimZ. In general, let Z1, . . . , Zm be
the irreducible components of X containing x. Show that dim TCx(X) = supi dimZi.

Exercise 6.11. Let k be an algebraically closed field and let f ∈ k[T, U ] be a polynomial
with f(0, 0) = 0. Set X = Spec k[T, U ]/(f), x = (0, 0) ∈ X(k) and let TCx(X) be the
tangent cone of X at x (Exercise 6.10).
(a) Show that TCx(X) = Spec k[T, U ]/f∗, where f∗ is the leading term of f . The degree

of f∗ is called the multiplicity of X at x and denoted by µx(X). If µx(X) = 2
(resp. = 3), then x is called a double point (resp. triple point) of X.

(b) Show that f∗ is the product f∗ = `1 · · · `r of homogeneous polynomials `i of degree
1. Deduce that TCx(X) is (set-theoretically) a union of lines.

(c) Show that x is a smooth point of X if and only if µx(X) = 1.
(d) Assume that µx(X) = 2. Show that TCx(X) either has two reduced irreducible

components (then x is called a node of X) or that TCx(X) is irreducible but not
reduced (then x is called a cusp of X).

(e) Determine TCx(X) and “sketch” X and TCx(X) for f = U2 − T 3 (a cusp), for
f = T 3 + T 2 − U2 (a node in characteristic 6= 2), and for f = T 4 − T 2U + U3.

Exercise 6.12. Let k be a field
(a) Let K ⊇ k be a field extension and f : SpecK → Spec k the corresponding morphism

of schemes. Show that f is smooth if and only if K is a finite separable field extension.
(b) Show that for a non-empty k-scheme X the following assertions are equivalent:

(i) X is smooth of relative dimension 0 over k (i.e., X is étale over k).
(ii) X is smooth over k and dimX = 0.
(iii) X ∼= Spec(K1 × · · · ×Kn), where Ki are finite separable field extensions of k.

Exercise 6.13. Let k be a field.
(a) Let X be a closed subscheme of Ank , say X = V (f1, . . . , fr) with fi ∈ k[T1, . . . , Tn],

let x ∈ X(k), and d := dimxX = dim OX,x. Show that X is smooth at x over k if
and only if rk Jf1,...,fr (x) = n− d.
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(b) Let X be a closed subscheme of Pnk , say X = V+(f1, . . . , fr) with homogeneous
polynomials fi ∈ k[T0, T1, . . . , Tn], let x = (x0 : . . . : xn) ∈ X(k) ⊆ Pn(k), and
d := dimxX = dim OX,x. Show that rk Jf1,...,fr(x0, . . . , xn) does not depend on the
choice of a representative (x0, . . . , xn) of x. Show that X is smooth at x over k if and
only if rk Jf1,...,fr (x0, . . . , xn) = n− d.

Exercise 6.14. Let k be a field and let X = V+(T d0 + · · · + T dn) ⊆ Pnk be the Fermat
hypersurface of degree d. Show that if p := char(k) does not divide d, then X is smooth
over k. If p divides d, show that X is not reduced, determine Xred and show that Xred is
smooth over k.

Exercise 6.15. Let Y be an integral scheme with generic point η and let f : X → Y be
a morphism. Let X be reduced (resp. irreducible, resp. normal, resp. regular). Show that
the generic fiber Xη has the same property.

Exercise 6.16. Show that the following morphisms are non-smooth morphisms between
regular schemes.
(a) SpecZ[T ]/(T 2 + 1)→ SpecZ.
(b) SpecR[T1, . . . , Tn]/(T1T2 · · ·Tn − π)→ SpecR, where R is a discrete valuation ring,

π ∈ R a uniformizing element, and n ≥ 2.
(c) Amk → Ank , (a1, . . . , am) 7→ (a1, . . . , am, 0, . . . , 0), where k is a field and 0 ≤ m < n.

Exercise 6.17. Let k be a field and let K and L be field extensions of k such that one
of the field extensions is finitely generated.
(a) Show that K ⊗k L is noetherian.
(b) Show that K ⊗k L is regular if one of the field extensions is separable.

Exercise 6.18. Let k be a field and let K ⊇ k be a separable field extension. Let X be
a normal (resp. regular) scheme locally of finite type over k. Show that X ⊗k K is again
normal (resp. regular).
Hint : Use Proposition B.77 (5) (resp. Proposition B.73 (6)) and Exercise 6.17.

Exercise 6.19. Let X be a locally noetherian scheme over a field k. Show that the
following assertions are equivalent.
(i) For every finite field extension K ⊇ k the scheme X ⊗k K is normal (resp. regular).
(ii) For every finitely generated extension K ⊇ k the scheme X ⊗kK is normal (resp. reg-

ular).
(iii) For every finite inseparable field extension K ⊇ k the scheme X ⊗k K is normal

(resp. regular).
If X is locally of finite type over k, show that the assertions (i)–(iii) are further equivalent
to:
(iv) For every field extension K ⊇ k the scheme X ⊗k K is normal (resp. regular).
(v) There exists a perfect extension K ⊇ k such that X ⊗k K is normal (resp. regular).
If X satisfies the equivalent conditions (i)–(iii), X is called geometrically normal (resp. ge-
ometrically regular).

Deduce that if k is perfect (e.g., if char(k) = 0), every locally noetherian normal
(resp. regular) k-scheme is geometrically normal (resp. geometrically regular).
Hint : Exercise 6.18.

Exercise 6.20♦. Let k be a field and X a normal k-scheme of finite type. Show that X
is geometrically connected if and only if X is geometrically irreducible.
Hint : Use Exercise 6.18.



171

Exercise 6.21. Let X be a geometrically normal scheme (Exercise 6.19) of finite type
over a field k and let Xsing be the closed set of x ∈ X such that X is not smooth at x
over k. Show that codimX Xsing ≥ 2.

Exercise 6.22. Let k be a non-perfect field of characteristic p > 2. Let a ∈ k be
an element that is not a p-th power and let f = T 2 − Up + a ∈ k[T, U ]. We define
C := Spec k[T, U ]/(f).
(a) Show that C is integral, normal and dimC = 1. Deduce that C is regular. Let

K = K(C) be the function field of C.
(b) Show that K is separable over k and that k is algebraically closed in K. Deduce that

C is geometrically integral.
(c) Let k′ = k[a1/p]. Show that C ⊗k k′ is not regular and deduce that C is not smooth.

Exercise 6.23. Let k be a field of characteristic 6= 2.
(a) Let X = V (f) ⊂ A5

k with f = T 2
1 + · · ·+ T 2

5 and x ∈ X(k) the zero point. Show that
OX,x is factorial but not regular.
Hint : Use Proposition B.75 (3).

(b) Let X = V (f) ⊂ A3
k with f = T1T2 − T 2

3 and x ∈ X(k) the zero point. Show that
OX,x is normal but not factorial.

Exercise 6.24. Let k be a field and let C = V+(f) ⊂ P2
k be a plane curve (Section (5.14)).

Let c ∈ C be a k-rational point. Show that the following assertions are equivalent.
(i) C is smooth at c.
(ii) There exists a line L ⊂ P2

k such that ic(L,C) = 1 (where ic(L,C) is the intersection
number (Definition 5.60)).

Exercise 6.25. Let k be an algebraically closed field. Let C be a plane cubic over k (i.e.,
C is a k-scheme of the form V+(f) ⊂ P2

k with f homogeneous of degree 3). Assume that
C is reduced (i.e., no irreducible component of f occurs with multiplicity > 1).
(a) Assume that C is integral (i.e., f is irreducible). Show that C has at most one

non-smooth point.
Hint : Use Exercise 6.24.

(b) Assume that C has three non-smooth points. Show that C is the union of three lines.

Exercise 6.26. Let R be a ring, and let f ∈ R[X] be a monic polynomial. Let X =
SpecR[X](f), a closed subscheme of A1

R, and consider the morphism p : X → SpecR
which is the restriction of the natural projection A1

R → SpecR. Let disc(f) denote the
discriminant of f , cf. Section (B.20).
(a) For x ∈ SpecR, show that x 6∈ V (disc(f)) if and only if the fiber p−1(x) is the

spectrum of a product of separable field extensions of κ(x).
(b) For x with algebraically closed residue class field, conclude that x 6∈ V (disc(f)) if

and only if the topological space p−1(x) has deg(f) points.
(c) Show that, for all x, the condition in part (a) is also equivalent to p−1(x) being

geometrically reduced. In particular, whenever x 6∈ V (disc(f)), then p−1(x) is reduced.
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In Chapters 2 and 3 we associated to each ring a geometric object, namely an affine
scheme, and defined schemes as “globalizations” of affine schemes. In this chapter we
will show how to attach to a module M over a ring A a module M̃ over the sheaf of
rings OSpecA and prove that this defines an equivalence of the category of A-modules
with the category of so-called quasi-coherent OSpecA-modules. Then we globalize, and an
OX -module on a scheme X will be called quasi-coherent if its restriction to each open
affine subscheme is quasi-coherent.

We start with an arbitrary ringed space (X,OX) and begin with an excursion on
OX -modules which are the “sheaf version” of modules over a ring. For easy reference we
collect all general results on OX -modules in this section. Thus the reading of this section
might be somewhat tedious. We suggest to start only with the definition of OX -modules
and then to come back to the other definitions later when they are needed.

The next part introduces the notion of a quasi-coherent OX -module on a scheme X
and shows the results mentioned above. We prove that attaching to an A-module M
the quasi-coherent OSpecA-module M̃ is compatible with all kinds of constructions for
modules (such as direct sums, exact sequences, tensor products).

In the last part we define certain properties for OX -modules F (to be flat, of finite
type, of finite presentation, etc.) and show that if X = SpecA is affine and F = M̃
is quasi-coherent these notions are equivalent to the similar notions for the A-module
M . We prove that for an arbitrary locally ringed space X, an OX -module of finite type
F , and an integer r ≥ 0, the locus where F can be generated by r elements is open in
X. Moreover we will show that two OX -modules F and G of finite presentation have
isomorphic stalks at a point x ∈ X if and only if there exists an open neighborhood U of
x such that their restrictions to U are isomorphic.

Excursion: OX-modules

(7.1) Definition of OX-modules.

Let X be a topological space, and let F and F ′ be two presheaves on X. We define a
presheaf F ×F ′ on X by setting
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(F ×F ′)(U) := F (U)×F ′(U),

where the restriction maps are the products of the restriction maps for F and F ′. Clearly
this is a sheaf if F and F ′ are sheaves.

From now on let (X,OX) be a ringed space, Section (2.9).

Definition 7.1. An OX -module is a sheaf F on X together with two morphisms (addition
and scalar multiplication) of sheaves

F ×F → F , (s, s′) 7→ s+ s′ for s, s′ ∈ F (U), U ⊆ X open,

OX ×F → F , (a, s) 7→ as for a ∈ OX(U), s ∈ F (U), U ⊆ X open

such that addition and scalar multiplication by OX(U) define on F (U) the structure of
an OX(U)-module.

If F1 and F2 are OX-modules, a morphism of sheaves w : F1 → F2 is called a
homomorphism of OX -modules, if for each open subset U ⊆ X the map F1(U)→ F2(U)
is an OX(U)-module homomorphism, i. e.

wU (s+ s′) = wU (s) + wU (s′),

wU (as) = awU (s)

for all s, s′ ∈ F (U) and a ∈ OX(U).

The composition of two homomorphisms of OX -modules is again a homomorphism of
OX -modules. We obtain the category of OX -modules which we denote by (OX -Mod). The
OX -module F such that F (U) = {0} for all open sets U ⊆ X is called the zero module
and simply denoted by 0.

Examples 7.2.
(1) Let X be a topological space and let Z be the constant sheaf of rings on X with value

Z (Example 2.25). Then a Z-module is simply a sheaf of abelian groups on X.
(2) Let A be a ring. Let X be a space that consists of a single point and let OX be the

sheaf of rings with OX(X) = A. Then an OX -module F is just an A-module M (by
attaching M = F (X) to F ).

(3) Let X be a real C∞-manifold and denote by C∞X the sheaf of rings of smooth functions
on X. For i ≥ 0 let Ωi

X be the sheaf of smooth differential forms of degree i on X.
Then ΩiX is a C∞X -module.

Let F be an OX -module and x ∈ X. The OX(U)-module structures on F (U), where
U is an open neighborhood of x, induce on the stalk Fx an OX,x-module structure. If
w : F → F ′ is a homomorphism of OX -modules, wx : Fx → F ′x is a homomorphism of
OX,x-modules.

If (X,OX) is a locally ringed space we call the κ(x)-vector space

(7.1.1) F (x) := Fx/mxFx = Fx ⊗OX,x κ(x)

the fiber of F in x. If s is a section of F over an open neighborhood U of x, we denote
by s(x) the image of the germ sx ∈ Fx in F (x).
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Let F be an OX -module. We now discuss a number of constructions of OX -modules. As
a general principle, given a functor on usual R-modules, we apply it to all sets of sections
F (U). With functors that are well behaved with respect to products, and which are left
exact, the result will be a sheaf: in this way we get kernels and products, for instance. In
general, we will only obtain a presheaf, and take the associated sheaf as the final result.
Examples are given by the image and the cokernel of a homomorphism, the direct sum,
and the tensor product of OX -modules. We also endow the set of homomorphisms between
OX -modules with the structure of a Γ(X,OX)-module and show that the category of
OX -modules is an abelian category.

(7.2) Submodules and quotient modules.

Submodules.

An OX-submodule of F is an OX -module G such that G (U) is a subset of F (U) for all
open sets U ⊆ X and such that the inclusions ιU : G (U) ↪→ F (U) form a homomorphism
ι : G → F of OX -modules.

The OX -submodules of OX are called ideals of OX .

Quotient modules.

If G is an OX -submodule of an OX -module, the presheaf

U 7→ F (U)/G (U)

is not a sheaf in general (compare Exercise 2.12). The associated sheaf together with
the addition and scalar multiplication induced from F is again an OX -module which
is denoted by F/G and called the quotient of F by G . The canonical homomorphisms
F (U) → F (U)/G (U) induce a homomorphism F → F/G of OX -modules which is
called the canonical projection or canonical homomorphism. If x ∈ X is a point,

lim
−→
U3x

F (U)/G (U) = Fx/Gx,

where U runs through the open neighborhoods of x. As sheafification does not change the
stalk, we obtain

(7.2.1) (F/G )x = Fx/Gx

for all x ∈ X.

(7.3) Kernel, image, cokernel, exact sequences, modules of homomorphisms
for OX-modules.

We recall from Section (2.6) that a morphism w : F → F ′ of sheaves on X is called
injective (resp. surjective, resp. bijective), if the induced map on stalks wx : Fx → F ′x
is injective (resp. surjective, resp. bijective) for all x ∈ X. We have already seen in
Proposition 2.23 that w is injective (resp. bijective) if and only if wU : F (U)→ F ′(U)
is injective (resp. bijective) for all open subsets U ⊆ X. The analogous statement for
“surjective” does not hold.

Now let w : F → F ′ be a homomorphism of OX -modules.
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Kernels.

The presheaf
U 7→ Ker(wU : F (U)→ F ′(U))

is a sheaf and therefore an OX -submodule of F called the kernel of w and denoted by
Ker(w). It is easily checked that

(7.3.1) Ker(w)x = Ker(wx)

for all x ∈ X. Therefore w is injective if and only Ker(w) = 0.

Images.

The presheaf
U 7→ Im(wU : F (U)→ F ′(U))

is not a sheaf in general (see Exercise 2.12). The associated sheaf is an OX -module denoted
by Im(w) and called the image of w. It is an OX -submodule of F ′. Again we have

(7.3.2) Im(w)x = Im(wx)

for all x ∈ X. Hence w is surjective if and only if Im(w) = F ′.

Cokernels.

The presheaf
U 7→ Coker(wU : F (U)→ F ′(U))

is not a sheaf in general. The associated sheaf is an OX -module denoted by Coker(w) and
called the cokernel of w. The canonical homomorphisms F ′(U)→ Coker(wU ) define a
homomorphism of OX -modules F ′ → Coker(w), called canonical. Again

(7.3.3) Coker(w)x = Coker(wx)

for all x ∈ X. Clearly, Coker(w) = F ′/ Im(w).

As the formation of quotients, kernels, and images is compatible with the formation of
stalks, every homomorphism w : F → F ′ of OX -modules induces an isomorphism

(7.3.4) F/Ker(w)
∼→ Im(w).

Exact sequences.

Let

(7.3.5) F
w−→ F ′

w′−→ F ′′

be a sequence of two homomorphisms of OX -modules. Then (7.3.5) is called exact if the
following two equivalent conditions are satisfied.
(i) Im(w) = Ker(w′)
(ii) The induced sequence Fx → F ′x → F ′′x of OX,x-modules is exact for all x ∈ X.
A sequence

· · · → Fi−1 → Fi → Fi+1 → Fi+2 → · · ·

is exact, if Fi−1 → Fi → Fi+1 is exact for all i.
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The module of homomorphisms of OX-modules.

Let F and F ′ be two OX -modules. If w1 and w2 are two homomorphisms F → F ′, we
can define their sum in the obvious way:

(w1 + w2)U := w1,U + w2,U : F (U)→ F ′(U).

Let a ∈ Γ(X,OX) and w : F → F ′ a homomorphism. Then we define a homomorphism
aw : F → F ′ by (aw)U := (a|U )wU . In this way we endow the set of homomorphisms
F → F ′ of OX -modules with the structure of a Γ(X,OX)-module. We denote this
Γ(X,OX)-module by

(7.3.6) HomOX (F ,F ′).

The following proposition can be shown as for modules over a ring.

Proposition 7.3.
(1) A sequence 0→ F ′ → F → F ′′ of OX-modules is exact if and only if for all open

subsets U ⊆ X and for all OU -modules G the sequence

0→ HomOU (G ,F ′|U )→ HomOU (G ,F |U )→ HomOU (G ,F ′′|U )

of Γ(U,OX)-modules is exact.
(2) A sequence F ′ → F → F ′′ → 0 of OX-modules is exact if and only if for all open

subsets U ⊆ X and all OU -modules G the sequence

0→ HomOU (F ′′|U ,G )→ HomOU (F |U ,G )→ HomOU (F ′|U ,G )

of Γ(U,OX)-modules is exact.
In particular, the Hom-functor is left exact in both entries.

(7.4) Basic constructions of OX-modules.

As for modules over a ring we can define direct sums, products, tensor products, etc. In
the entire section, (X,OX) will denote a ringed space.

Direct sums and products.

Let (Fi)i∈I be a family of OX -modules. Consider the presheaves

U 7→
⊕
i∈I

Fi(U), U 7→
∏
i∈I

Fi(U),

where the restriction maps are induced by the restriction maps of the Fi. The product
presheaf is a sheaf. In the case of the direct sum, we take the associated sheaf. Defining
addition and scalar multiplication componentwise, we obtain OX -modules that are denoted⊕

i Fi (resp.
∏
i Fi) and called direct sum (resp. product) of the family (Fi). Clearly we

have a natural injective homomorphism
⊕

i Fi →
∏
i Fi which is an isomorphism if I is

finite.
If for all i ∈ I, Fi = F for some OX -module F , we also write F (I) (resp. F I) instead

of
⊕

i Fi (resp.
∏
i Fi).
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Let x ∈ X be a point. For every open neighborhood U of x the maps Fi(U)→ Fi,x

sending a section si to its germ si,x define a map (
⊕

i Fi)(U) →
⊕

i Fi,x. Forming
the inductive limit over all open neighborhoods U of x, we obtain an isomorphism of
OX,x-modules

(7.4.1)
(⊕
i∈I

Fi

)
x

∼→
⊕
i∈I

Fi,x

because direct sums and inductive limits commute with each other.
Similarly we obtain an OX,x-module homomorphism

(7.4.2)
(∏
i∈I

Fi

)
x
→
∏
i∈I

Fi,x.

This homomorphism is in general not an isomorphism.

The structure of an abelian group defined on HomOX (F ,G ) for all OX -modules F
and G defines on the category of OX -modules the structure of an additive category
(Section (A.4)) in which even infinite direct sums and infinite products exist. Moreover,
it is immediate that the kernels and cokernels defined in Section (7.3) are kernels and
cokernels, respectively, in the categorical sense. Together with (7.3.4) this shows:

Proposition 7.4. The additive category of OX-modules is an abelian category.

We denote the abelian category of OX -modules by (OX -Mod).

Sums and intersections of submodules.

Let F be an OX -module and let (Fi)i∈I be a family of OX -submodules. The sum
∑

Fi

of the family (Fi)i is the OX -submodule of F defined as the image of the canonical
homomorphism ⊕

i∈I
Fi → F .

It is the sheaf associated to the presheaf U 7→
∑
i Fi(U). Combining (7.4.1) and (7.3.2)

we obtain for all x ∈ X an isomorphism of OX,x-modules

(7.4.3) (
∑
i∈I

Fi)x
∼→
∑
i∈I

Fi,x.

The intersection
⋂
i Fi of the family (Fi) is the OX -submodule of F defined as the kernel

of the canonical homomorphism

F →
∏
i∈I

F/Fi.

It is the sheaf U 7→
⋂
i Fi(U). The canonical homomorphism of OX,x-modules

(7.4.4) (
⋂
i∈I

Fi)x →
⋂
i∈I

Fi,x.

is in general not an isomorphism. If I is finite, then
⋂
i Fi can also be described as the

kernel of the canonical homomorphism F →
⊕

i∈I F/Fi. In this case (7.2.1), (7.3.1),
and (7.4.1) show that (7.4.4) is an isomorphism
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Modules generated by sections.

Let F be an OX -module. The map

(7.4.5) HomOX (OX ,F )→ Γ(X,F ), w 7→ wX(1)

is an isomorphism of Γ(X,OX)-modules which is functorial in F . Indeed, it is clear
that the map is Γ(X,OX)-linear and functorial in F . If s ∈ Γ(X,F ), there is a unique
homomorphism w : OX → F such that wU (1) = s|U ∈ Γ(U,F ) for all open sets U ⊆ X.
This defines an inverse map.

If I is any index set, we obtain a functorial isomorphism of Γ(X,OX)-modules

(7.4.6) HomOX (O
(I)
X ,F ) = HomOX (OX ,F )I

∼→ Γ(X,F )I .

Definition 7.5. Let (si)i∈I be a family of sections si ∈ Γ(X,F ). We say that F is

generated by the family (si), if the corresponding homomorphism O
(I)
X → F is surjective.

In other words, F is generated by (si)i, if for all x ∈ X the OX,x-module Fx is
generated by the family (si,x)i.

Tensor products.

Let F and G be two OX -modules. The presheaf

U 7→ F (U)⊗OX(U) G (U),

where the restriction maps are the tensor products of the restriction maps of F and G , is
in general not a sheaf (see Exercise 7.11). If we define addition and scalar multiplication
in the obvious way on this presheaf, its sheafification is an OX -module that is called the
tensor product of F and G and denoted by F ⊗OX G . Similarly as for R-modules, the
tensor product can be characterized by a universal property. For s ∈ F (U), t ∈ G (U), we
denote again by s⊗ t the image of s⊗ t ∈ F (U)⊗OX(U) G (U) in (F ⊗OX G )(U).

For all x ∈ X the canonical homomorphism of OX,x-modules

(7.4.7) (F ⊗OX G )x → Fx ⊗OX,x Gx

is an isomorphism because inductive limits commute with tensor products.
If n ≥ 1 is an integer we set

(7.4.8) F⊗n := F ⊗OX · · · ⊗OX F︸ ︷︷ ︸
n terms

.

We also define F⊗0 := OX . If s ∈ F (U) is a section, U ⊆ X open, we denote by s⊗n the
image of (s, . . . , s) under the canonical homomorphism

F (U)n → F (U)⊗OX(U) · · · ⊗OX(U) F (U)→ F⊗n(U).

Let I ⊆ OX be an ideal. Then the image of the multiplication I ⊗OX F → F is
denoted by I F . It is an OX -submodule of F . For all x ∈ X we have (I F )x = IxFx.

The OX-module of homomorphisms.

Let F and G be two OX -modules. The presheaf
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U 7→ HomOX |U (F |U ,G |U )

with the obvious restriction maps is a sheaf. As explained in Section (7.1), the right hand
side is a Γ(U,OX)-module. Therefore this sheaf has the structure of an OX -module, and
we denote this OX -module by HomOX (F ,G ).

For all x ∈ X there is a canonical homomorphism of OX,x-modules

(7.4.9) HomOX (F ,G )x → HomOX,x(Fx,Gx),

which in general is neither injective nor surjective (see however Proposition 7.27 below).
The OX -module

(7.4.10) F∨ := HomOX (F ,OX)

is called the dual OX-module of F .
We deduce from (7.4.6) a canonical isomorphism of OX -modules

(7.4.11) HomOX (O
(I)
X ,F )

∼→ F I .

Finally, if F is any OX -module, sending a section s ∈ OX(U), U ⊆ X open, to the
scalar multiplication on F |U with s defines a homomorphism of OX -modules

(7.4.12) OX →HomOX (F ,F ).

Inductive limits of OX-modules.

Let I be a filtered partially preordered set and let ((Fi)i∈I , (uji)i≤j) be an inductive
system of OX -modules. Consider the presheaf

U 7→ lim
−→
i

Fi(U),

where the restriction maps are the inductive limits of the restriction maps of the Fi.
This presheaf is in general not a sheaf. If we define addition and scalar multiplication in
the obvious way on this presheaf, its sheafification is an OX -module that is called the
inductive limit of ((Fi)i∈I , (uji)i≤j) and denoted by lim

−→i
Fi. This sheaf is an inductive

limit in the category of OX -modules: If G is an OX -module we have an isomorphism,
functorial in G ,

(7.4.13) HomOX (lim
−→
i

Fi,G )
∼→ lim
←−
i

HomOX (Fi,G ).

As any two filtered inductive limits commute with each other, we obtain for all x ∈ X an
isomorphism of OX,x-modules

(7.4.14) lim
−→
i

Fi,x
∼→ (lim
−→
i

Fi)x.
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(7.5) Finite locally free OX-modules.

Locally free OX-modules.

Let (X,OX) be a ringed space.

Definition 7.6. An OX-module F is called locally free, if for all x ∈ X there exists an
open neighborhood U of x such that F |U is isomorphic to an OX |U -module of the form

O
(I)
X |U for a set I (depending on x). If I is finite for all U , we say that F is finite locally

free or locally free of finite type.

If F |U ∼= O
(I)
X |U , it follows from (7.4.1) that Fx is isomorphic to O

(I)
X,x as an OX,x-

module for all x ∈ U . In particular we see that the cardinality of I depends only on F
and on x, and we call this cardinal number the rank of F at x and denote it by rkx(F ).
Clearly, the function x 7→ rkx(F ) is locally constant on X. This function is called the
rank of F and denoted by rk(F ).

If F is a finite locally free OX -module of rank n (hence n is a locally constant function
X → N0), its dual F∨ is again locally free of rank n. More generally, if E is a finite
locally free OX -module of rank m, the OX -module HomOX (F ,E ) is locally free of rank
nm.

Modules of homomorphisms and the tensor product.

Let F , G and H be OX -modules. As in the case of modules over a ring it is easy to see
that there is a functorial isomorphism of Γ(X,OX)-modules

(7.5.1) HomOX (F ⊗OX G ,H )
∼−→ HomOX (F ,HomOX (G ,H ))

and hence a functorial isomorphism of OX -modules

(7.5.2) HomOX (F ⊗OX G ,H )
∼−→HomOX (F ,HomOX (G ,H )).

There is also a functorial homomorphism of OX -modules

(7.5.3) HomOX (F ,G )⊗OX H −→HomOX (F ,G ⊗OX H )

which is defined as follows. For each open set U ⊆ X, we send a pair (w, t), where
w ∈ Γ(U,HomOX (F ,G )) = HomOU (F |U ,G |U ) and t ∈ Γ(U,H ), to the homomorphism
F |U → (G ⊗OX H )|U = G |U ⊗OU H |U that attaches to a section s ∈ Γ(V,F ) (V ⊆ U
open) the image of wV (s) ⊗ t|V in Γ(V,G ⊗OX H ). In general, this homomorphism is
neither injective or surjective.

Proposition 7.7. The homomorphism (7.5.3) is an isomorphism if F or H is finite
locally free.

Proof. As a morphism of sheaves is bijective if and only if it is bijective on stalks, this
is a local question, i. e. it suffices that each x ∈ X has an open neighborhood U such
that the restriction of (7.5.3) to U is an isomorphism. Therefore we may assume that
F = On

X or that H = On
X (for some integer n ≥ 0).

If F = On
X , the homomorphism (7.5.3) is the composition of the functorial isomorphisms

HomOX (F ,G )⊗OX H
∼→HomOX (OX ,G )n ⊗OX H

∼→ G n ⊗OX H
∼→ (G ⊗OX H )n

∼→HomOX (OX ,G ⊗OX H )n

∼→HomOX (F ,G ⊗OX H )
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and therefore an isomorphism. The case that H = On
X is proved similarly.

Setting G = OX in (7.5.3), we obtain a functorial homomorphism

(7.5.4) F∨ ⊗OX H −→HomOX (F ,H )

that is an isomorphism if F or H is finite locally free. If F is finite locally free, we
can precompose this isomorphism with (7.5.2) and obtain a functorial isomorphism of
OX -modules

(7.5.5) HomOX (G ⊗OX F ,H )
∼−→HomOX (G ,F∨ ⊗OX H ).

Invertible OX-modules.

Let L be a locally free OX -module of rank 1. Then its dual (7.4.10) is again locally free
of rank 1. By Proposition 7.7 there is a functorial isomorphism

(7.5.6) L ∨ ⊗OX L
∼→HomOX (L ,L ).

We claim that for locally free OX -modules L of rank 1 the canonical homomorphism

(7.5.7) ι : OX →HomOX (L ,L )

defined in (7.4.12) is an isomorphism. Indeed, this is a local question and we can therefore
assume that L = OX and in this case the isomorphism (7.4.11) is an inverse isomorphism
of ι. Combining (7.5.7) and (7.5.6) we obtain an isomorphism of OX -modules

(7.5.8) L ∨ ⊗OX L
∼→ OX .

We say that an OX -module L is invertible if L is locally free of rank 1 and we set
L ⊗−1 := L ∨. More generally, we set L ⊗−n := (L ∨)⊗n for every integer n ≥ 1. Then
for all integers n,m ∈ Z there is an isomorphism of OX -modules

(7.5.9) L ⊗n ⊗OX L ⊗m
∼→ L ⊗(n+m)

which is functorial in L . We see that the set of isomorphism classes of invertible OX -
modules forms a group, the so-called Picard group Pic(X) of X. We will come back to
this notion in Chapter 11.

(7.6) Support of an OX-module.

Let F be an OX -module. Then

(7.6.1) Supp(F ) := {x ∈ X ; Fx 6= 0 }

is called the support of F . This is not necessarily a closed subset of X (see Exercise 7.3).
However we will see in Corollary 7.32 that Supp(F ) is closed if F is of finite type (see
Definition 7.25 below).

For every section s of F over an open subset U , the support of s is the set of x ∈ U
such that sx 6= 0. This is always a closed subset of U (see Exercise 2.10).
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(7.7) OX-algebras.

Again let (X,OX) be an arbitrary ringed space. An OX-algebra is an OX -module A
together with an OX -bilinear multiplication

A ×A → A , (a, a′) 7→ aa′ for a, a′ ∈ A (U), U ⊆ X open

such that this multiplication defines on A (U) the structure of an OX(U)-algebra for all
open subsets U ⊆ X. We call A commutative, if A (U) is a commutative OX(U)-algebra.

As for algebras over a ring, an OX -algebra A is the same as a sheaf of non-necessarily
commutative rings together with a morphism α : OX → A of sheaves of rings such that
the image of α(U) is contained in the center of the ring A (U) for all open sets U ⊆ X.

(7.8) Direct and inverse image of OX-modules.

Let f : (X,OX)→ (Y,OY ) be a morphism of ringed spaces. In other words we are given
a continuous map f : X → Y and a morphism f [ : OY → f∗(OX) of sheaves of rings
on Y (or, equivalently, a morphism f ] : f−1OY → OX of sheaves of rings on X), see
Section (2.9).

Direct image.

Note that if F and F ′ are sheaves on X, and V ⊆ Y is an open set, we have

f∗(F ×F ′)(V ) = (F ×F ′)(f−1(V )) = F (f−1(V ))×F ′(f−1(V ))

= f∗(F )(V )× f∗(F ′)(V )

and hence

(7.8.1) f∗(F ×F ′) = f∗(F )× f∗(F ′).

Now let F be an OX -module. Then addition and scalar multiplication by OX define
by (7.8.1) via functoriality morphisms of sheaves

f∗(F )× f∗(F )→ f∗(F ), f∗(OX)× f∗(F )→ f∗(F )

and in this way f∗(F ) is an f∗(OX)-module. Via f [ we obtain the structure of an
OY -module on f∗(F ). This OY -module is called the direct image of F under f .

Remark 7.8. This construction is clearly functorial in F and we obtain a functor f∗
from the category of OX -modules to the category of OY -modules. It is easy to see that
this functor is left exact (this also follows formally from Proposition 7.11 below which
shows that f∗ is right adjoint to another functor).

If g : (Y,OY )→ (Z,OZ) is a second morphism of ringed spaces, there is an identity

(7.8.2) (g ◦ f)∗(F ) = g∗(f∗(F ))

of OZ-modules which is functorial in F .
Let F and F ′ be OX -modules. For all open subsets V of Y the canonical map

F (f−1(V ))×F ′(f−1(V ))→ (F ⊗OX F ′)(f−1(V ))
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is OX(f−1(V ))-bilinear and thus in particular OY (V )-bilinear. Therefore we obtain a
homomorphism of OY -modules

(7.8.3) f∗(F )⊗OY f∗(F
′)→ f∗(F ⊗OX F ′)

which is functorial in F and F ′. In general this homomorphism is neither injective nor
surjective.

Inverse image.

Recall that for a sheaf G on Y we defined in Section (2.8) f−1G as the sheaf attached to
the presheaf

f+G : U 7→ lim
−→

V⊃f(U)

G (V ).

If G ′ is a second sheaf on Y , we clearly have f+(G × G ′) = f+(G )× f+(G ′) and hence

(7.8.4) f−1(G × G ′) = f−1(G )× f−1(G ′).

Now let G be an OY -module. Using (7.8.4), addition and scalar multiplication on G
define on f−1G the structure of an f−1OY -module. Via f ] : f−1OY → OX , OX is an
f−1OY -algebra. Therefore

(7.8.5) f∗G := OX ⊗f−1OY f
−1G

is endowed with the structure of an OX -module which we call the inverse image of G
under f .

For every x ∈ X there is a functorial isomorphism of stalks f−1(G )x ∼= Gf(x) by (2.8.2)
and hence by (7.4.7) a functorial isomorphism of OX,x-modules

(7.8.6) (f∗G )x ∼= OX,x ⊗OY,f(x)
Gf(x).

Remark 7.9. Clearly G 7→ f−1(G ) 7→ f∗(G ) is functorial in G , and we obtain a functor
f∗ from the category of OY -modules to the category of OX -modules. By (7.8.6), f∗ is
right exact (again this also follows formally from Proposition 7.11 below which shows
that f∗ is left adjoint to f∗).

Remark 7.10. If f : (X,OX)→ (Y,OY ) is a morphism of ringed spaces, then

f∗OY = OX .

Let G ′ be a second OY -module. The definition of f−1G shows that there is a natural
functorial homomorphism

(7.8.7) f−1(G )⊗f−1OY f
−1(G ′)→ f−1(G ⊗OY G ′).

By (2.8.2) and (7.4.7) this is an isomorphism on stalks and thus an isomorphism. This
isomorphism induces by the definition of f∗ an isomorphism

(7.8.8) f∗(G )⊗OX f
∗(G ′)

∼→ f∗(G ⊗OY G ′),

functorial in G and G ′.
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If g : (Y,OY )→ (Z,OZ) is a second morphism of ringed spaces and H an OZ -module,
the isomorphism (7.8.7) defines an isomorphism, functorial in H ,

(7.8.9) (g ◦ f)∗H ∼= f∗(g∗H ).

The existence of this isomorphism follows also from the isomorphism of functors (7.8.2)
and from the following Proposition.

Proposition 7.11. For every OX-module F and every OY -module G there is an iso-
morphism of Γ(Y,OY )-modules

HomOX (f∗G ,F )
∼−→ HomOY (G , f∗F )

which is functorial in F and G .

Here the left hand side, being an Γ(X,OX)-module, is considered as a Γ(Y,OY )-module
via the ring homomorphism f [Y : Γ(Y,OY )→ Γ(X,OX).

Proof. It is straightforward to check – albeit a bit tedious – that there are functorial
isomorphisms

HomOX (f∗G ,F )
∼−→ Homf−1OY (f−1G ,F )

∼−→ HomOY (G , f∗F ),

the second isomorphism being a variant of Proposition 2.27.

In particular, idf∗G and idf∗F correspond to homomorphisms

(7.8.10) G → f∗(f
∗G ), f∗(f∗F )→ F

which we call canonical. These homomorphisms are in general neither injective nor
surjective. If G = OY , then G → f∗(f

∗G ) is the homomorphism f [ : OY → f∗OX using
Remark 7.10.

Using the canonical homomorphism G → f∗(f
∗G ) we define for every open subset

V ⊆ Y a map

(7.8.11) f∗ = f∗V : Γ(V,G )→ Γ(V, f∗(f
∗G )) = Γ(f−1(V ), f∗G )

which we call the pull back of sections under f . If G = OY , then f∗V = f [V and we obtain
the usual pullback of functions.

Quasi-coherent modules on a scheme

In this part of the chapter we attach to every module M over a ring A a module M̃ over
the ringed space X = SpecA. We obtain a fully faithful functor from the category of
A-modules to the category of OX -modules which is compatible with those constructions
that commute with localization (e.g., forming kernels and cokernels, direct sums, filtered
inductive limits; but not infinite products or infinite intersections of submodules).
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The notion of a quasi-coherent OX -module is introduced for an arbitrary ringed space
(X,OX). Then we show that for X = SpecA an OX -module F is quasi-coherent if and
only if F ∼= M̃ for some A-module M (Theorem 7.16). The key property of quasi-coherent
OX -modules F used in the proof is the fact that for f ∈ A any section u of F over the
principal open subset D(f) can be extended essentially uniquely to X after multiplying u
with some positive power of f . This useful property holds in fact much more generally
(Theorem 7.22).

Finally we will discuss direct and inverse images of quasi-coherent modules.

(7.9) The OSpecA-module M̃ attached to an A-module M .

Let A be a ring and let X = SpecA be the associated affine scheme. Let M be an
A-module. We define an OX -module M̃ similarly as we defined the structure sheaf OX
in Section (2.10): Recall that {D(f) ; f ∈ A } is a basis for the topology of SpecA. We
define

Γ(D(f), M̃) := Mf ,

where Mf is the localization of M with respect the multiplicative set { f i ; i ≥ 0 }. As in

Section (2.10) it is easy to see that this is well-defined and that we obtain a presheaf M̃ on
the basis {D(f) ; f ∈ A }. Verbatim the same arguments as in the proof of Theorem 2.33
show:

Theorem 7.12. The presheaf M̃ is a sheaf on {D(f) ; f ∈ A }.

We denote the attached sheaf on X again by M̃ . For each f ∈ A, Mf = Γ(D(f), M̃) is
a module over the ring Af = Γ(D(f),OX), and it is easy to check that this defines the

structure of an OX -module on M̃ . If we consider A as a module over itself, then Ã = OX .
As for the structure sheaf OX in (2.10.2), we have for every point x ∈ X

(7.9.1) M̃x = lim
−→

D(f)3x

Γ(D(f), M̃) = lim
−→
f /∈px

Mf = Mpx ,

where Mpx denotes the localization of M in the prime ideal px.
If N is a second A-module and u : M → N a homomorphism of A-modules, u induces

a homomorphism uf : Mf → Nf of Af -modules for all f ∈ A. For all f, g ∈ A with
D(f) ⊆ D(g) we have a commutative diagram

Mg

ug //

��

Ng

��
Mf

uf // Nf ,

where the vertical maps are the canonical homomorphisms. Therefore u induces a homo-
morphism of OX -modules

ũ : M̃ → Ñ .

In this way we obtain a functor M 7→ M̃ from the category of A-modules to the category
of OX -modules.

Conversely, a homomorphism w : F → G of OX -modules induces on global sections a
homomorphism of modules over the ring A = Γ(X,OX)
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wX : Γ(X,F )→ Γ(X,G )

and we obtain a functor Γ: F 7→ Γ(X,F ) from the category of OX -modules to the
category of A-modules.

Proposition 7.13. Let A be a ring, X = SpecA. Then for all A-modules M and N the
maps

HomA(M,N)
u 7→ũ // HomOX (M̃, Ñ)

Γ
oo

are mutually inverse. In particular, the functor M 7→ M̃ is fully faithful.

Proof. The definition of ũ shows that Γ(ũ) = u. Conversely let w : M̃ → Ñ be a ho-
momorphism of OX -modules and set u = Γ(w) = wX . For all f ∈ A, the Af -module
homomorphism wD(f) makes the diagram

M
u //

��

N

��
Mf

wD(f) // Nf ,

commutative. Hence wD(f) = uf for all f ∈ A and therefore ũ = w.

By setting M = A in Proposition 7.13, it follows that an A-module N is zero if and
only if Ñ is zero.

Proposition 7.14. Let A be a ring, X = SpecA.
(1) Let

(7.9.2) M
u−→ N

v−→ P

be a sequence of A-modules. Then this sequence is exact if and only if the sequence

(7.9.3) M̃
ũ−→ Ñ

ṽ−→ P̃

is an exact sequence of OX-modules.
(2) Let u : M → N be a homomorphism of A-modules. Then

Ker(u)∼ = Ker(ũ), Im(u)∼ = Im(ũ), Coker(u)∼ = Coker(ũ).

In particular, u is injective (resp. surjective, resp. bijective) if and only if ũ is.
(3) Let (Mi)i∈I be a family of A-modules. Then⊕

i∈I
M̃i =

(⊕
i∈I

Mi

)∼
.

(4) Let M be the filtered inductive limit of an inductive system of A-modules Mλ. Then
M̃ is the inductive limit of the inductive system M̃λ of OX-modules.

Proof. The sequence (7.9.2) is exact if and only if for all x ∈ X the induced sequence
Mpx → Npx → Ppx is exact, which is equivalent to the exactness of (7.9.3) by (7.9.1).

Assertion (2) follows immediately from (1). To prove Assertion (3) set M :=
⊕

iMi.

The inclusions Mi →M define homomorphisms M̃i → M̃ and hence a homomorphism⊕
i M̃i → M̃ . As localization commutes with direct sums, this homomorphism is bijective

on stalks and hence an isomorphism. The same proof shows (4).
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(7.10) Quasi-coherent modules.

Let A be a ring. We will now identify the essential image of the functor M 7→ M̃ . Note
that if M is any A-module, there exists an exact sequence of A-modules

A(J) → A(I) →M → 0

for some index sets J and I. Therefore by Proposition 7.14, the following condition for an
OX -module (for X = SpecA) is clearly necessary for being of the form M̃ .

Definition 7.15. Let (X,OX) be a ringed space. An OX-module F is called quasi-
coherent if for all x ∈ X there exists an open neighborhood U of x and an exact sequence
of OX |U -modules of the form

O
(J)
X |U −→ O

(I)
X |U −→ F |U −→ 0,

where I and J are arbitrary index sets (depending on x).

We will now show that for X = SpecA an OX -module F is isomorphic to M̃ for some
A-module M if and only if F is quasi-coherent. We introduce the following notation. Let
(X,OX) be a locally ringed space and let f ∈ Γ(X,OX) be a global section. We define

Xf := {x ∈ X ; fx is invertible in OX,x }.

Note that fx is invertible in OX,x if and only if the residue class f(x) of f in κ(x) is 6= 0.
The set Xf is easily seen to be an open subset of X. The image of f under the restriction
homomorphism Γ(X,OX) → Γ(Xf ,OX) is invertible. Therefore for every OX -module
F the restriction homomorphism Γ(X,F ) → Γ(Xf ,F ) induces a homomorphism of
Γ(X,OX)-modules

(7.10.1) Γ(X,F )f −→ Γ(Xf ,F ),

where the left hand side is the localization of the Γ(X,OX)-module Γ(X,F ) by f .
If X = SpecA is an affine scheme and f ∈ A = Γ(X,OX), Xf is simply the principal

open set D(f). If F = M̃ for an A-module M , the homomorphism (7.10.1) is the identity
morphism of Mf = Γ(D(f), M̃) which holds by definition of M̃ .

Theorem 7.16. Let X be a scheme and let F be an OX-module. Then the following
assertions are equivalent.
(i) For every open affine subset U = SpecA of X there exists an A-module M such that

F |U ∼= M̃ .
(ii) There exists an open affine covering (Ui)i of X, Ui = SpecAi, and for each i an

Ai-module Mi such that F |Ui
∼= M̃i for all i.

(iii) The OX-module F is quasi-coherent.
(iv) For every open affine subset U = SpecA of X and every f ∈ A the homomor-

phism (7.10.1)
Γ(U,F )f → Γ(D(f),F )

is an isomorphism.

Proof. The implication “(i) ⇒ (ii)” is clear, and the implication “(ii) ⇒ (iii)” follows
from the remarks above. To show “(iv) ⇒ (i)” we may assume that X = U = SpecA is
affine. Setting M := Γ(X,F ), (iv) implies that there is an isomorphism
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Γ(D(f), M̃) = Mf
∼→ Γ(D(f),F )

for all f ∈ A, compatible with restriction to D(g) for g ∈ A with D(g) ⊆ D(f). This
proves F ∼= M̃ .

To show the implication “(iii) ⇒ (iv)” we can assume that X = SpecA is affine and
that U = X. We have already seen above that if F is of the form M̃ for an A-module
M , condition (iv) holds. As X is quasi-compact, the hypothesis implies that there exist
finitely many gi ∈ A such that X =

⋃
iD(gi) and such that F |D(gi) is isomorphic to the

cokernel of a homomorphism Ã
(J)
gi → Ã

(I)
gi . By Proposition 7.13 this homomorphism is of

the form ũ for some homomorphism u : A
(J)
gi → A

(I)
gi and hence

F |D(gi)
∼= Coker(ũ) = Coker(u)∼

by Proposition 7.14.
This shows that F |D(gi) satisfies condition (iv). The same argument proves condition (iv)

for F |D(gi)∩D(gj) = F |D(gigj) as well.
Let us denote the image of f in Agi and in Agigj again by f . As F is a sheaf, we have

a commutative diagram with exact rows

0 // Γ(X,F )f //

α

��

∏
i Γ(D(gi),F )f //

α′

��

∏
i,j Γ(D(gigj),F )f

α′′

��
0 // Γ(D(f),F ) // ∏

i Γ(D(fgi),F ) // ∏
i,j Γ(D(fgigj),F ).

Here the upper row is obtained by localizing the exact sequence (2.5.1), and we use that
localization commutes with finite products. As we have seen, α′ and α′′ are isomorphisms,
hence α is an isomorphism by the Five Lemma (Proposition B.5).

Corollary 7.17. Let A be a ring, X = SpecA. The functor M 7→ M̃ induces an
equivalence of the category of A-modules with the category of quasi-coherent OX-modules.

Remark 7.18. Let X be a ringed space. An OX -algebra is called quasi-coherent if its
underlying OX -module is quasi-coherent.

If X = SpecA is an affine scheme, the equivalence in Corollary 7.17 immediately implies
that the functor B 7→ B̃ induces an equivalence of the category of A-algebras with the
category of quasi-coherent OX -algebras. Moreover, an A-algebra B is commutative if and
only if B̃ is commutative.

Corollary 7.19. Let X be a scheme.
(1) Let u : F → G be a homomorphism of quasi-coherent OX-modules. Then Ker(u),

Coker(u), and Im(u) are quasi-coherent OX-modules.
(2) The direct sum of quasi-coherent OX-modules is again quasi-coherent.
(3) Let (F ′i )i∈I be a family of quasi-coherent submodules of a quasi-coherent OX-module

F . Then their sum
∑
i F
′
i is quasi-coherent. If I is finite, then their intersection⋂

i F
′
i is quasi-coherent.

(4) Let F and G be quasi-coherent OX-modules. The tensor product F ⊗OX G is quasi-
coherent, and for every open affine subset U ⊆ X we have

(7.10.2) Γ(U,F ⊗OX G ) = Γ(U,F )⊗Γ(U,OX) Γ(U,G ).
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Proof. We may assume that X = SpecA is affine. Then F ∼= M̃ and G ∼= Ñ , where M
and N are A-modules. Then (1) and (2) follow from Proposition 7.14. Now

∑
i F
′
i is the

image of
⊕

F ′i → F and, if I is finite,
⋂
i F
′
i is the kernel of F →

⊕
i F/F ′i . Thus (1)

and (2) imply (3).
To prove (4) it suffices to show that there is an isomorphism

(7.10.3) M̃ ⊗Ã Ñ ∼= (M ⊗A N)∼,

functorial in M and N . The sheaf M̃ ⊗Ã Ñ is attached to the presheaf

U 7→H (U) := Γ(U, M̃)⊗Γ(U,Ã) Γ(U, Ñ),

defined for principal open subsets U = D(f), f ∈ A. There are functorial isomorphisms

H (D(f)) ∼= Mf ⊗Af Nf ∼= (M ⊗A N)f ∼= Γ(D(f), (M ⊗A N)∼)

which are compatible with restriction from D(f) to D(g) ⊆ D(f). This defines the desired
isomorphism (7.10.3).

Arbitrary intersections of quasi-coherent submodules are not necessarily quasi-coherent
(Exercise 7.12).

Remark 7.20. The corollary shows in particular that on a scheme X the category of
quasi-coherent OX -modules is an abelian category.

In Corollary 12.34 we will see that given an affine scheme X = SpecA and an exact
sequence 0 → F ′ → F → F ′′ → 0 of OX -modules with F ′ quasi-coherent, then the
induced sequence of A-modules

0→ Γ(X,F ′)→ Γ(X,F )→ Γ(X,F ′′)→ 0

is exact.

(7.11) Extending sections of quasi-coherent modules.

The implication “(iii) ⇒ (iv)” of Theorem 7.16 is a special case of a very useful theorem
about the extension of sections of quasi-coherent modules. We will generalize it in two
ways: We replace OX by an arbitrary invertible OX -module L (Section (7.5)) and we
relax the condition of X to be affine.

Let (X,OX) be a locally ringed space and let L be an invertible OX -module. Let
s ∈ Γ(X,L ) be a global section. By definition there exists for every point x ∈ X an open
neighborhood U of x and an isomorphism w : L |U

∼→ OX |U . We say that s is invertible

in x, if wx(sx) ∈ O×X,x. Using the notion of fiber introduced above (7.1.1), we can express
this as s(x) 6= 0 ∈ L (x). In particular, this property does not depend on the choice of w.
Set

(7.11.1) Xs(L ) := {x ∈ X ; s is invertible in x }.

For L = OX we have Xs(OX) = Xs. We claim that Xs(L ) is an open set in X. Indeed,
a subset W ⊆ X is open if and only if there exists an open covering X =

⋃
i Ui such

that W ∩ Ui is open in Ui for all i. To show that Xs(L ) is open in X we can therefore
assume that L = OX . If x ∈ Xs there exists a tx ∈ OX,x such that sxtx = 1. Choose an
open neighborhood V of x such that there exists t ∈ Γ(V,OX) whose germ at x is tx. By
shrinking V , we can assume that (s|V )t = 1 and therefore V ⊆ Xs.



190 7 Quasi-coherent modules

Definition 7.21. A scheme is called quasi-separated if for every two affine open subsets
U, V ⊆ X the intersection U ∩ V is quasi-compact.

For a more thorough discussion of this notion we refer to Section (10.7). Here we note
only that by Corollary 3.22 every locally noetherian scheme is quasi-separated. Moreover,
every affine scheme X is quasi-separated: As U and V are quasi-compact, we can choose
finite coverings U =

⋃
kD(fk) and V =

⋃
lD(gl) by principal open subsets of X. As

D(g) ∩D(g′) = D(gg′), U ∩ V =
⋃
k,lD(fkgl) is a finite union of quasi-compact sets and

thus quasi-compact. (Proposition 9.15 shows that U ∩ V is always affine.)
Therefore the following theorem applies in particular if X is affine or if X is a noetherian

scheme.

Theorem 7.22. Let X be a quasi-compact and quasi-separated scheme, let L be an
invertible OX -module, and let s ∈ Γ(X,L ) be a global section. Let F be a quasi-coherent
OX-module.
(1) Let t ∈ Γ(X,F ) be a global section such that t|Xs = 0. Then there exists an integer

n > 0 such that t⊗ s⊗n = 0 ∈ Γ(X,F ⊗L ⊗n).
(2) For every section t′ ∈ Γ(Xs,F ) there exist n > 0 and a section t ∈ Γ(X,F ⊗L ⊗n)

such that t|Xs = t′ ⊗ s⊗n.

The proof will show that (1) also holds if X is only assumed to be quasi-compact but
not necessarily quasi-separated.

Proof. We can write X as a finite union of open affine subsets Ui such that we can fix an
isomorphism wi : L |Ui

∼→ OUi .
To show (1) we can therefore assume that X is affine and that L = OX . Then (1) is

equivalent to the injectivity of the natural map Γ(X,F )s → Γ(D(s),F ) which has been
proved to be an isomorphism in Theorem 7.16.

We prove (2). Let si be the image of s|Ui in OX(Ui) under wi. We first remark that the
surjectivity of Γ(Ui,F ⊗L ⊗n)si

∼= Γ(Ui,F )si → Γ(Ui ∩Xs,F ) proved in Theorem 7.16
shows that there exists an integer l > 0 (independent of i), such that (t′ ⊗ s⊗l)|Ui∩Xs can

be extended to a section ti ∈ Γ(Ui,F ⊗L ⊗l). If we denote by ti|j the restriction of ti
to Ui ∩ Uj , the restriction of ti|j − tj|i to Xs ∩ Ui ∩ Uj is zero. As X is quasi-separated,
Ui ∩ Uj is quasi-compact and quasi-separated. By (1) there exists an integer m > 0
(which we can choose to be independent of i and j) such that (ti|j − tj|i) ⊗ s⊗m = 0.

Therefore there exists a section t ∈ Γ(X,F ⊗L ⊗(l+m)) such that t|Ui = ti ⊗ s⊗m and

hence t|Xs = t′ ⊗ s⊗(m+l).

(7.12) Direct and inverse image of quasi-coherent modules.

Remark 7.23. Let f : (X,OX) → (Y,OY ) be a morphism of ringed spaces. If G is a
quasi-coherent module on OY it follows from f∗(OY ) = OX and from the fact that f∗ is
right exact and commutes with direct sums that f∗(G ) is a quasi-coherent OX -module.

If F is a quasi-coherent OX -module, it is not true in general that f∗(F ) is again
quasi-coherent, even if (X,OX) and (Y,OY ) are schemes (see Exercise 10.14 for such an
example). However this is true if (X,OX) and (Y,OY ) are affine schemes. This follows
from the following more precise description of f∗(F ) and f∗(G ) in this case.
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Proposition 7.24. Let f : X = Spec(B) → Y = Spec(A) be a morphism of affine
schemes and let ϕ : A→ B be the corresponding ring homomorphism.
(1) Let N be a B-module and let ϕ∗(N) be the restriction of scalars to A, i.e., ϕ∗(N) = N

considered as an A-module via ϕ. Then there is a functorial isomorphism of OY -
modules

f∗(Ñ) ∼= ϕ∗(N)∼.

(2) Let M be an A-module. Then there is a functorial isomorphism of OX-modules

f∗(M̃) ∼= (B ⊗AM)∼.

Proof. For all g ∈ A we have f−1(D(g)) = D(ϕ(g)) and therefore we obtain

Γ(D(g), f∗(Ñ)) = Γ(D(ϕ(g)), Ñ) = Nϕ(g) = (ϕ∗(N))g = Γ(D(g), ϕ∗(N)∼).

These identifications are compatible with restriction maps for D(g′) ⊆ D(g) and functorial
in N . This proves (1). To show (2), note that we already know that f∗(M̃) is a quasi-
coherent OX -module. Now for all quasi-coherent OX -modules F we have identifications,
functorial in M and F ,

HomOX (f∗M̃,F )
7.11
= HomOY (M̃, f∗F )

(1)
= HomOY (M̃, ϕ∗(Γ(X,F ))∼)

7.13
= HomA(M,ϕ∗(Γ(X,F )))

= HomB(B ⊗AM,Γ(X,F ))
7.13
= HomOX ((B ⊗AM)∼,F ).

This proves (2) by the Yoneda lemma (Section (4.2)): Using the identity morphisms for
F = f∗M̃ and F = (B ⊗AM)∼, we obtain homomorphisms f∗M̃ → (B ⊗AM)∼ and
(B ⊗A M)∼ → f∗M̃ , and the functoriality in F implies that they are inverse to each
other.

In Corollary 10.27 we will see that f∗(F ) is quasi-coherent for quasi-coherent OX -
modules F if f is a morphism of schemes satisfying certain mild finiteness conditions
(more precisely, if f is quasi-compact and quasi-separated) which for instance are satisfied
whenever X is noetherian.

(7.13) Example: Invertible sheaves on Dedekind schemes.

A very important example of an OX -module are those formed by functions on a scheme X
which have poles or zeros of prescribed orders. We will study this in general in Chapter 11.
Here we discuss this construction only for the simple (but still very interesting) case of
so-called Dedekind schemes.

Recall (Proposition B.87) that a Dedekind ring is a noetherian integral domain A such
that for each maximal ideal m of A the local ring Am is a principal ideal domain. In
other words, a Dedekind ring is a noetherian regular (or equivalently normal) domain of
dimension ≤ 1.

A noetherian integral scheme X is called a Dedekind scheme if Γ(U,OX) is a Dedekind
ring for every open affine subscheme U ⊆ X. In other words, a Dedekind scheme is a
noetherian integral regular scheme of dimension ≤ 1. If X is an integral scheme which
has a finite open covering X =

⋃n
i=1 Ui by Dedekind schemes Ui, then X is a Dedekind

scheme.
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Examples for Dedekind schemes are of course affine schemes X = SpecA where A is a
Dedekind ring, e.g., if A is the integral closure of Z in a finite field extension of Q. If k is
a field, the affine line A1

k = Spec(k[T ]) is a Dedekind scheme. Moreover, as the projective
line P1

k has an open covering by two copies of the affine line, P1
k is a Dedekind scheme.

More generally any regular integral curve C over k (i.e., C is a regular integral k-scheme
of finite type with dimC = 1) is a Dedekind scheme.

From now on we denote by X a Dedekind scheme of dimension 1. Then OX,x is a
discrete valuation ring for every closed point x ∈ X. We denote by X0 its set of closed
points. Let K := K(X) = OX,η be the function field. As explained in Proposition 3.29, we
may consider OX,x (for x ∈ X) and Γ(U,OX) (for U ⊆ X non-empty open) as subrings of
K(X). If U is affine, K is the field of fractions of Γ(U,OX). We denote by vx : K× → Z
the normalized valuation and by πx a uniformizing element of the discrete valuation ring
OX,x (Section (B.13)). As usual, we set vx(0) :=∞. Then OX,x = { a ∈ K ; vx(a) ≥ 0 }.
By Proposition 3.29 we have for every open set U ⊆ X

Γ(U,OX) =
⋂

x∈X0∩U
OX,x = { a ∈ K ; vx(a) ≥ 0 for all x ∈ X0 ∩ U }.

Let D := (nx)x∈X0 ∈ Div(X) := Z(X0) be a tuple of integers nx (for x ∈ X0) such that
nx = 0 for almost all x ∈ X0. Such a D is called a divisor on X (see Section (11.11) for
the general definition of a divisor and Example 11.47 for the connection to the definition
given here). We attach to D an OX -module LD as follows: If U ⊆ X is open, we set

Γ(U,LD) := { s ∈ K ; vx(s) ≥ nx for all x ∈ X0 ∩ U }

For V ⊆ U we define the restriction maps to be the inclusions Γ(U,LD) ↪→ Γ(V,LD) and
this defines a sheaf LD of abelian groups on X. Multiplication within K defines a scalar
multiplication Γ(U,OX)× Γ(U,LD)→ Γ(U,LD) that makes LD into an OX -module.

We think of elements in Γ(U,LD) as “meromorphic functions on U” that have at x a
zero of order at least nx (or, for nx < 0, a pole of order at most −nx). The notion of a
meromorphic function will be made precise in Section (11.10).

If D′ := (n′x)x∈X0 ∈ Div(X) is a second divisor with n′x ≤ nx for all x ∈ X0, we have a
natural inclusion

(7.13.1) LD ↪→ LD′ .

We claim that LD is locally free of rank 1, i.e. an invertible OX -module (in Theo-
rem 11.40 we will see that conversely every invertible OX -module L is of the form LD

for some divisor D). Let Supp(D) be the set of x ∈ X0 such that nx 6= 0. For each
x ∈ Supp(D) let Ux be an open affine neighborhood of x which does not contain any other
point of Supp(D) and such that there exists a section sx ∈ Γ(Ux,OX) whose germ at x is
the chosen uniformizing element πx ∈ OX,x. By shrinking Ux we can further assume that
vy(sx) = 0 for all y ∈ (Ux ∩X0) \ {x}. We also set V := X \ Supp(D). Then V and the
Ux for x ∈ Supp(D) form an open covering of X. By definition we have LD |V ∼= OX |V
and over Ux multiplication by snxx ∈ K defines an isomorphism

OX |Ux
∼→ LD |Ux .

For two divisors D,D′ ∈ Div(X) we have LD ⊗OX LD′ = LD+D′ . For every f ∈ K×
set div(f) = (vx(f))x∈X0 ∈ Div(X) (such divisors are called principal divisors ; see
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Definition 11.26 for the general definition). The multiplication by f defines an isomorphism
LD

∼→ LD+div(f). In Proposition 11.28 we will see that, conversely, if two invertible
sheaves LD and LD′ are isomorphic, there exists an f ∈ K× such that D + div(f) = D′.
In Exercise 7.10 the case X = P1

k is studied in more detail.

Properties of quasi-coherent modules

We now define analogues of properties P of modules M over a ring A for OX -modules
over a scheme (or even a ringed space) (X,OX). Of course, all these properties are defined
in such a way that if X = SpecA, then M has property P if and only if the corresponding
quasi-coherent OX -module M̃ has this property – although sometimes this requires a
proof.

(7.14) Modules of finite type and of finite presentation.

Definition 7.25. Let (X,OX) be a ringed space. An OX-module F is called of finite
type (resp. of finite presentation) if for all x ∈ X there exists an open neighborhood U of
x and an exact sequence of OX |U -modules of the form

On
X |U −→ F |U −→ 0

(resp. of the form
Om
X |U −→ On

X |U −→ F |U −→ 0),

where n,m ≥ 0 are integers (dependent on x).

In other words, F is of finite type if F is locally generated by finitely many sections.
Clearly, every OX -module of finite presentation is quasi-coherent and of finite type.

Proposition 7.26. Let X = SpecA be an affine scheme. An A-module M is of finite
type (resp. of finite presentation) if and only if M̃ is an OX-module of finite type (resp. of
finite presentation).

Proof. The condition is clearly necessary as M 7→ M̃ is an exact functor. Conversely,
assume that M̃ is an OX -module of finite type (resp. of finite presentation). As the
principal open subsets D(f) form a basis of the topology of X and as X is quasi-
compact, we may assume that there exists a finite open covering X =

⋃
iD(fi) such that

M̃ |D(fi) = (Mfi)
∼ is generated by a finite number of global sections (resp. admits a finite

presentation). Therefore Mfi is a finitely generated Afi -module (resp. an Afi -module of
finite presentation) for all i by Proposition 7.14. Hence M is a finitely generated A-module
by Lemma 3.20 (resp. an A-module of finite presentation by Proposition B.28; see also
Proposition 14.48 below).

Finitely generated modules over noetherian rings are of finite presentation. Hence if X
is a locally noetherian scheme, a quasi-coherent OX -module is of finite type if and only
if it is of finite presentation. (Note however that even when X is noetherian, in general
there exist OX -modules which are of finite type, but not of finite presentation: Just take
the quotient of OX by an ideal sheaf which is not quasi-coherent.)
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For modules of finite presentation, properties on the stalks in some point x ∈ X can
often be extended to properties on an open neighborhood of x. The key proposition for
this is the following.

Proposition 7.27. Let (X,OX) be a ringed space and let F be an OX-module of finite
presentation.
(1) For all x ∈ X and for each OX-module G , the canonical homomorphism of OX,x-

modules
HomOX (F ,G )x → HomOX,x(Fx,Gx)

is bijective.
(2) Let F and G be two OX-modules of finite presentation. Let x ∈ X be a point and

let θ : Fx
∼→ Gx be an isomorphism of OX,x-modules. Then there exists an open

neighborhood U of x and an isomorphism u : F |U
∼→ G |U of OU -modules such that

ux = θ.

Proof. The proof of (1) uses a standard technique for proving assertions on modules of
finite presentation: Denote by F and F ′ the following contravariant functors from the
category of OX -modules to the category of OX,x-modules

F : F 7→HomOX (F ,G )x

F ′ : F 7→ HomOX,x(Fx,Gx).

Both functors are left exact and commute with finite direct sums. We are given a morphism
of functors F → F ′ and we want to show that F(F )→ F ′(F ) is an isomorphism if F is
of finite presentation.

By replacing X by a sufficiently small open neighborhood of x we may assume that there
exists a finite presentation Om

X → On
X → F → 0. Therefore we obtain a commutative

diagram with exact rows

0 // F(F ) //

��

F(OX)n //

��

F(OX)m

��
0 // F ′(F ) // F ′(OX)n // F ′(OX)m.

By the Five Lemma it suffices to show that F(OX)→ F ′(OX) is an isomorphism which
is obvious.

Now (2) is a direct corollary of (1): Let θ : Fx → Gx and η : Gx → Fx be mutually
inverse isomorphisms of OX,x-modules. By (1) there exist open neighborhoods U and
V of x and homomorphisms u : F |U → G |U and v : G |V → F |V such that ux = θ and
vx = η. As θ ◦ η = idGx and η ◦ θ = idFx , we can find an open neighborhood W ⊆ U ∩ V
of x such that u|W ◦ v|W = idG |W and v|W ◦ u|W = idF |W .

As for modules over a ring we obtain also the following characterization of modules of
finite presentation (Proposition B.8 (2)).

Proposition 7.28. Let (X,OX) be a ringed space and F be an OX-module of finite type.
Then F is of finite presentation if and only if for each open set U ⊆ X and for each
exact sequence of OU -modules

0→ F ′ → G → F |U → 0,
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where G is of finite type, F ′ is an OU -module of finite type.

Proposition 7.29. Let X be a scheme, let F be an OX-module of finite presentation
and let G be a quasi-coherent OX-module. Then the OX-module HomOX (F ,G ) is again
quasi-coherent.

If X = SpecA is affine and M and N are A-modules such that M̃ = F (of finite pre-
sentation) and Ñ = G , then there is an isomorphism HomA(M,N)∼

∼−→HomOX (M̃, Ñ)
of OX-modules which is functorial in M and N .

Proof. It suffices to show the second assertion. For f ∈ A we have functorial homomor-
phisms of Af -modules

(*)
HomA(M,N)∼(D(f)) = HomA(M,N)f

−→ HomA(M,Nf ) = HomAf (Mf , Nf ) = HomOX (M̃, Ñ)(D(f))

compatible with restrictions of principal open subsets D(g) ⊆ D(f). Here the arrow is
defined by u/fr 7→ (m 7→ u(m)/fr) and the last equality holds because of the equivalence
between the categories of Af -modules and of quasi-coherent OD(f)-modules.

If F is of finite presentation, then by Proposition 7.26 there exists a finite presentation
Am → An → M → 0. To show that (*) is an isomorphism we can now argue as in the
proof of Proposition 7.27 and therefore may assume that M = A. Then the arrow in (*)
is the identity Nf

∼→ Nf .

(7.15) Support of a module of finite type.

One of the key properties of modules of finite type is the following proposition and its
corollaries.

Proposition 7.30. Let (X,OX) be a ringed space and let F be an OX-module of finite
type. Let x ∈ X be a point and let si ∈ Γ(U,F ) for i = 1, . . . , n be sections over some
open neighborhood of x such that the germs (si)x generate the stalk Fx. Then there exists
an open neighborhood V ⊆ U , such that the si|V generate F |V .

Proof. Let U ′ ⊆ U be an open neighborhood of x such that F |U ′ is generated by sections
tj ∈ Γ(U ′,F ) for j = 1, . . . ,m. As the (si)x generate Fx, there exist sections aij of
OX over an open neighborhood U ′′ ⊆ U ′ of x such that (tj)x =

∑
i(aij)x(si)x for all j.

Therefore there exists an open neighborhood V ⊆ U ′′ of x such that (tj)y =
∑
i(aij)y(si)y

for all j and all y ∈ V . Hence the (si)y generate Fy for all y ∈ V .

Corollary 7.31. Let (X,OX) be a ringed space. For every OX-module F of finite type
and any integer r ≥ 0 the subset

Xr := {x ∈ X ; Fx can be generated by r elements as OX,x-module }

is open in X.

Note that if (X,OX) is a locally ringed space, we have

Xr = {x ∈ X ; dimκ(x) F (x) ≤ r }

by the Lemma of Nakayama (Proposition B.3 (3)).
As X0 is the complement of the support of F (7.6.1), we obtain in particular:



196 7 Quasi-coherent modules

Corollary 7.32. Let (X,OX) be a ringed space and let F be an OX-module of finite
type. Then Supp(F ) is closed in X.

(7.16) Closed immersions revisited.

Let X be a scheme. For any subset Y of X we denote by iY : Y ↪→ X the inclusion
map. In Section (3.15) we defined a closed subscheme of X to be a scheme (Z,OZ), such
that Z is a closed subset X and (iZ)∗OZ ∼= OX/J , where J is a (necessarily unique)
ideal of OX . Note that i−1

Z (iZ)∗OZ = OZ and hence OZ ∼= i−1
Z (OX/J ) if (Z,OZ) is a

closed subscheme. Moreover, Z = Supp(OX/J ) in this case. The following proposition
characterizes the ideals of OX that define closed subschemes.

Proposition 7.33. Let X be a scheme, let J be an ideal of OX , and set

Z = Supp(OX/J ), OZ = i−1
Z (OX/J ).

Then Z is a closed subset of X, and (Z,OZ) is a closed subscheme of X if and only if J
is a quasi-coherent OX-module.

Proof. As OX/J is an OX -module of finite type, its support is closed by Corollary 7.32.
Because the properties of being a scheme and of being quasi-coherent can both be checked
locally, we may assume that X = SpecA is an affine scheme. Now J is quasi-coherent if
and only if there exists an ideal a of A such that J = ã (Theorem 7.16). In this case
Z = V (a) and OZ = (A/a)∼ and hence Z = Spec(A/a). Conversely, if Z is a closed
subscheme of X = Spec(A), we have already seen in Theorem 3.42 that there exists an
ideal a such that Z = Spec(A/a). Then J = Ker(Ã → (A/a)∼) and hence J = ã by
Proposition 7.14.

Corollary 7.34. Let X be a scheme. Attaching to a quasi-coherent ideal J the closed
subscheme (Z := Supp(OX/J ), i−1

Z (OX/J )) defines a bijection between the set of quasi-
coherent ideals of OX and the set of closed subschemes of X. An inverse bijection is given
by attaching to a closed subscheme (Z,OZ) the kernel of OX → (iZ)∗OZ .

The closed subscheme of X corresponding to a quasi-coherent ideal J ⊆ OX is denoted
by V (J ). It is called the vanishing scheme of J .

(7.17) The annihilator of an OX-module.

If X is a scheme and F is quasi-coherent of finite type, there is the following possibility
to endow the closed subset Supp(F ) with a natural subscheme structure: We will call the
kernel of the canonical homomorphism OX →HomOX (F ,F ) (7.4.12) the annihilator of
F and denote it by Ann(F ).

Proposition 7.35. Let X be a scheme and let F be a quasi-coherent OX-module of
finite type. Then Ann(F ) is a quasi-coherent ideal of OX , for every open affine subset
U ⊆ X we have Γ(U,Ann(F )) = Ann Γ(U,F ), and the underlying topological space of
V (Ann(F )) is Supp(F ).

Proof. As this is a local question, we may assume that X = SpecA is affine and thus
F = M̃ , where M is an A-module, generated by a finite number of elements t1, . . . , tn.
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We first show that Ann(F ) is quasi-coherent. As finite intersections of quasi-coherent
submodules are again quasi-coherent (Corollary 7.19), we even may assume that M is
generated by a single element t. But then Ann(F ) is the kernel of the homomorphism of
quasi-coherent OX -modules OX → F that is given by multiplication with t and hence
quasi-coherent as well.

Moreover, we also see that Ann(F ) is the quasi-coherent ideal corresponding to the
ideal

⋂
i Ann(ti) = Ann(M). If p ⊂ A is a prime ideal, we have

p ∈ Supp(F )⇔Mp 6= 0⇔ ∃ti : Ann(ti) ⊆ p⇔ p ⊇
⋂
i

Ann(ti)⇔ p ∈ V (Ann(M)).

Remark 7.36. Under the hypotheses of Proposition 7.35 let I be any quasi-coherent
ideal with I ⊆ Ann(F ) and let i : V (I )→ X be the corresponding closed immersion.
Then we have I F = 0 and therefore F is an OX/I -module. This shows that the
canonical homomorphism F → i∗(i

∗F ) is an isomorphism.

Remark 7.37. Let X be a scheme, F be a quasi-coherent OX -module and let E ,E ′ ⊆ F
be quasi-coherent OX -submodules. Then let (E : E ′) be the ideal of OX defined by

Γ(U, (E : E ′)) := { a ∈ Γ(U,OX) ; ∀V ⊆ U open, m′ ∈ Γ(V,E ′): (a|V )m′ ∈ Γ(V,E ) }.

For instance we have (0 : F ) = Ann(F ). A similar proof as in Proposition 7.35 shows
that (E : E ′) is a quasi-coherent ideal of OX if E ′ is of finite type.

(7.18) Flat and finite locally free modules.

Let f : X → Y be a morphism of ringed spaces and let F be an OX -module. For each
x ∈ X, the OX,x-module Fx is endowed via the homomorphism f ]x : OY,f(x) → OX,x with
the structure of an OY,f(x)-module. For the notions of flat and faithfully flat modules over
a ring, see Section (B.4). The notion of a flat morphism of schemes introduced below is
of great importance, because it expresses algebraically the property of a “family varying
in a continuous way”. Here we will address only some basic results on flat modules. For a
more thorough discussion see Chapter 14.

Definition 7.38.
(1) The OX-module F is called flat over Y at x or f -flat at x if Fx is a flat OY,f(x)-

module. It is called flat over Y or f -flat if F is flat over Y at all points x ∈ X.
(2) If X = Y and f = idX , we simply say that F is flat at x if it is idX -flat at x, i.e. if

Fx is a flat OX,x-module. Similarly, F is called flat, if Fx is a flat OX,x-module for
all x ∈ X.

(3) We say that f is flat, or that X is flat over Y , if OX is flat over Y .

Remark 7.39. Let ϕ : A → B be a homomorphism of rings, set Y = SpecA and
X = SpecB and let f : X → Y the morphism of schemes corresponding to ϕ. Then a
B-module M is flat over A if and only if Mpx is a flat Aϕ−1(px)-module for all points
x ∈ SpecB (Proposition B.27). By definition this is equivalent to the assertion that the
quasi-coherent OX -module M̃ is flat over Y .

In particular an A-module M is flat if and only if the corresponding quasi-coherent
OY -module M̃ is flat.

If F is f -flat at x, for all open neighborhoods V of y = f(x), the functor
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(OV -Mod)→ (OX,x-Mod),

G 7→ (f∗G ⊗OX F )x
(7.4.7)

= (f∗G )x ⊗OX,x Fx
(7.8.6)

= Gy ⊗OY,y Fx

is exact. In particular, if F is flat over Y , then the functor

(7.18.1) (OY -Mod)→ (OX -Mod), G 7→ f∗G ⊗OX F

is exact.

Proposition 7.40. Let f : X → Y be a morphism of schemes and let

(7.18.2) 0→ F ′ → F → F ′′ → 0

be an exact sequence of quasi-coherent OX -modules. Assume that F ′′ is flat over Y .
(1) For every morphism g : Y ′ → Y and every quasi-coherent OY ′-module G ′ the sequence

0→ F ′ �Y G ′ → F �Y G ′ → F ′′ �Y G ′ → 0

of OX×Y Y ′-modules is exact (here we set H �Y G ′ := p∗H ⊗OX×Y Y ′
q∗G ′ for an

OX-module H , where p : X ×Y Y ′ → X and q : X ×Y Y ′ → Y ′ are the projections).
(2) The OX-module F is flat over Y if and only if F ′ is flat over Y .

Proof. We may assume that Y = SpecA, X = SpecB, and Y ′ are affine. Let us write
M := Γ(X,F ), M ′ := Γ(X,F ′), M ′′ := Γ(X,F ′′). Then (7.18.2) corresponds to an
exact sequence 0→M ′ →M →M ′′ → 0 of B-modules (Proposition 7.14) and M ′′ is a
flat A-module by hypothesis. Thus the proposition follows from the analogous assertions
for modules over a ring (Proposition B.16).

Clearly for every ringed space (X,OX), locally free OX -modules are flat. There is also
the following converse.

Proposition 7.41. Let (X,OX) be a locally ringed space and let F be an OX-module.
Then the following assertions are equivalent.
(i) F is locally free of finite type.
(ii) F is of finite presentation and Fx is a free OX,x-module for all x ∈ X.
(iii) F is flat and of finite presentation.

Proof. The conditions (i) and (ii) are equivalent by Proposition 7.27, and (ii) clearly
implies (iii). Conversely, if F is flat and of finite presentation, the OX,x-module Fx is
flat and of finite presentation and hence free by Proposition B.21.

By Proposition B.29 we obtain the following corollary.

Corollary 7.42. Let X = SpecA be an affine scheme and let M be an A-module. Then
the following assertions are equivalent.
(i) M̃ is a locally free OX-module of finite type.
(ii) M is a finitely generated projective A-module.
(iii) M is a flat A-module of finite presentation.

There exist projective A-modules M (not finitely generated) such that M̃ is not locally
free (Exercise 7.19).
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Lemma 7.43. Let X be a scheme, let Z ⊆ X be a finite set of points and let U = SpecA
be an open affine neighborhood of Z. Let E be a finite locally free OX-module of constant
rank r. Then there exists an s ∈ A such that D(s) ⊃ Z and E |D(s)

∼= Or
D(s).

Proof. We may assume X = U and thus E = M̃ for an A-module M . For every z ∈ Z
choose a specialization z′ of z which is a closed point of X. Every open neighborhood of
the set { z′ ; z ∈ Z } then is an open neighborhood of Z. Thus we may assume that Z
consists of finitely many maximal ideals m1, . . . ,mn ⊂ A. Let S be the complement of⋃
imi, which is a multiplicative subset of A. We set A′ = S−1A and M ′ = S−1M . Then

A′ is a semi-local ring. If r denotes its radical, A′/r is a product of fields. As the rank of E
is constant, M ′/rM ′ is free. Let m1, . . . ,mr ∈M ′ be elements whose images in M ′/rM ′

are a basis. The corresponding homomorphism A′r →M ′ of A′-modules is surjective by
Nakayama’s lemma and hence an isomorphism because M ′ is locally free of rank r. By
Proposition 7.27 there exists an s ∈ S and an isomorphism Ars

∼→ Ms. In other words
Or
D(s)

∼= E |D(s).

Remark 7.44. The property of being projective (but not necessarily of finite type) can
be globalized to schemes as follows. Let X be a scheme. A quasi-coherent OX -module F
is called locally projective if for all x ∈ X there exists an open affine neighborhood U of x

such that F |U is isomorphic to a direct summand of O
(I)
U for some index set I. It is then

a highly non-trivial result that a quasi-coherent OX -module is locally projective if and
only if for all open affine subschemes U = SpecA ⊆ X the restriction F |U is isomorphic

to P̃ , where P is a projective A-module (see [RG], 2nd part, 3.1, see also [Pey], [St] 058B,
05A5).

(7.19) Coherent modules.

Definition 7.45. Let (X,OX) be a ringed space. An OX-module F is called coherent
if F is of finite type and if for every open subset U ⊆ X, every integer n ≥ 0, and for
every homomorphism w : On

X |U → F |U the kernel of w is of finite type.

By Proposition 7.28 every coherent OX -module is of finite presentation and in particular
quasi-coherent. The converse is not true: note that we do not require w above to be
surjective (in fact, there exist affine schemes X such that OX,x is noetherian for every
point x ∈ X and such that OX is not a coherent OX -module; e.g., see [Gl] Chapter 2,
Section 4).

The notion of coherence is important in the analytic setting, as well. For instance it
is a basic result in complex analysis that the structure sheaf OX of a complex analytic
space X is coherent (Theorem of Oka; e.g., see [Re] Theorem 7.4). The same holds for
the structure sheaf of p-adic analytic spaces in the sense of Berkovich ([Du] Lemme 0.1).
In the sequel, we will use the notion of a coherent OX -module almost always for locally
noetherian schemes X. In this case several of the finiteness conditions on OX -modules
are equivalent:

Proposition 7.46. Let X be a locally noetherian scheme and let F be an OX-module.
Then the following assertions are equivalent:
(i) F is coherent.
(ii) F is of finite presentation.

https://stacks.math.columbia.edu/tag/058B
https://stacks.math.columbia.edu/tag/05A5
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(iii) F is of finite type and quasi-coherent.

Proof. The implications “(i) ⇒ (ii) ⇒ (iii)” are clear. To prove that (iii) implies (i)
we may assume that X is affine and that we are given a homomorphism w : On

X → F .
We have to show that Ker(w) is of finite type. By Proposition 3.19, X = SpecA,
where A is a noetherian ring. Then F ∼= M̃ for a finitely generated A-module M
(Theorem 7.16 and Proposition 7.26) and w is of the form ũ for some homomorphism
u : An →M by Proposition 7.13. As A is noetherian, the kernel of u is finitely generated.
By Proposition 7.14, Ker(w) = Ker(u)∼ and therefore Ker(w) is of finite type.

Corollary 7.47. Let X be a locally noetherian scheme. Let 0→ F ′ → F → F ′′ → 0 be
an exact sequence of quasi-coherent OX-modules. Then F is coherent if and only if F ′

and F ′′ are coherent.

Proof. We may assume that X = SpecA is affine. Then A is noetherian and the assertions
follow from the analogous assertions for modules over a noetherian ring (Proposition B.32
and Proposition B.33).

In particular we see that on a locally noetherian scheme X the category of coherent
OX -modules is an abelian category.

(7.20) Exterior powers, determinant, and trace.

We recall the notion of exteriors powers. Let R be a ring, let M be an R-module and
let r ≥ 1 be an integer. For any R-module N we call a multilinear map α : Mr → N
alternating if α(m1, . . . ,mr) = 0 whenever there exist indices 1 ≤ i 6= j ≤ r such that
mi = mj . The r-th exterior power is an R-module

∧r
M =

∧r
RM together with an

alternating map $ : Mr →
∧r

M such that for all R-modules N and for all alternating
maps α : Mr → N there exists a unique R-linear map u :

∧r
M → N such that u◦$ = α.

Clearly, the pair (
∧r

M,$) is unique up to unique isomorphism. To show its existence
we denote by L the submodule of

M⊗r := M ⊗R · · · ⊗RM︸ ︷︷ ︸
r times

that is generated by elements of the form m1 ⊗ · · · ⊗mr with mi ∈ M and such that
there exist indices 1 ≤ i 6= j ≤ r with mi = mj . Then M⊗r/L together with the map
$ : Mr → M⊗r/L that sends (m1, . . . ,mr) to the image of m1 ⊗ · · · ⊗ mr is an r-th
exterior power of M . For m1, . . . ,mr ∈M we set

m1 ∧ · · · ∧mr := $(m1, . . . ,mr) ∈
r∧
M.

Elements of this form generate
∧r

M . We have
∧1

M = M and we set
∧0

M := R. The
construction of

∧r
M is functorial in M : If u : M → N is a homomorphism of R-modules,

then there exists a unique R-linear homomorphism
∧r

(u) :
∧r

(M)→
∧r

(N) that sends
m1 ∧ · · · ∧mr to u(m1) ∧ · · · ∧ u(mr).

If ϕ : R→ R′ is a ring homomorphism, the construction of
∧r

M shows that there is
an isomorphism of R′-modules
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(7.20.1) (

r∧
R

M)⊗R R′
∼→

r∧
R′

(M ⊗R R′)

which is functorial in M .
As tensor products commute with filtered inductive limits, it is easy to see that the

same holds for exterior powers: Let ((Mi)i, (uji)i≤j) be a filtered inductive system of
R-modules. Via functoriality of the r-th exterior power we obtain an filtered inductive
system ((

∧r
Mi), (

∧r
uji)) and the R-linear homomorphisms

∧r
Mi →

∧r
lim
−→

Mi yield

an isomorphism of R-modules

(7.20.2) lim
−→
i

r∧
Mi

∼→
r∧

lim
−→
i

Mi.

We now collect some results about exterior powers of free modules. Let R be a ring
and let A = (aij) ∈ Mn×m(R) be a matrix. Let J = {j1 < · · · < js} ⊆ {1, . . . ,m} and
I = {i1 < · · · < it} ⊆ {1, . . . , n} be subsets. We denote by

(7.20.3) AI,J = (aiλ,jµ)1≤λ≤t
1≤µ≤s

the submatrix of A consisting only of rows (resp. columns) numbered by elements in I
(resp. in J).

Now let M be an R-module, and (e1, . . . , em) a tuple of elements of M . For every finite
subset J = {j1 < · · · < jr} ⊆ {1, . . . ,m} we set

eJ := ej1 ∧ ej2 ∧ · · · ∧ ejr ∈
r∧

(M).

We write e∅ := 1 ∈
∧0

(M) = R. Finally we denote by Fr(m) the set of subsets J
of {1, . . . ,m} such that #J = r and by F(m) the power set of {1, . . . ,m}. Recall the
following result (e.g. [BouAI] Chapter 3, §7.8 Theorem 1 and §8.5 Proposition 10).

Proposition 7.48. Let M be a free R-module of rank m, let (e1, . . . , em) be a basis of
M , and let r ≥ 0 be an integer.
(1) Then the elements eJ for J ∈ Fr(m) form a basis of

∧r
(M).

(2) Let N be a free R-module with basis (f1, . . . , fn), let u : M → N be a linear map,
and let A ∈ Mn×m(R) be the matrix of u with respect to the given bases of M and
N . Then the matrix of

∧r
(u) with respect to the bases (eJ)J∈Fr(m) of

∧r
(M) and

(fI)I∈Fr(n) of
∧r

(N) is the matrix

(det(AI,J))I∈Fr(n),J∈Fr(m).

We also need the following formula for an endomorphism u of a free R-module of rank
n and for all scalars a, b ∈ R (see [BouAI] Chapter 3, §8.5 Proposition 11):

(7.20.4) det(a idM +bu) =

n∑
r=0

tr(

r∧
(u))an−rbr.
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We will now globalize the exterior power to ringed spaces. Let (X,OX) be a ringed
space and let F be an OX -module and let r ≥ 0 be an integer. The sheaf attached to the
presheaf U 7→

∧r
Γ(U,OX) Γ(U,F ) is an OX -module denoted by

∧r
OX

F or simply
∧r F .

It is called the r-th exterior power of F . Clearly
∧r F is a covariant functor in F . As

filtered inductive limits commute with exterior powers (7.20.2), there is for each point
x ∈ X a functorial isomorphism of OX,x-modules

(7.20.5) (

r∧
F )x

∼→
r∧

Fx.

For quasi-coherent modules the exterior power is again quasi-coherent:

Proposition 7.49. Let S be a scheme, let F be a quasi-coherent OS-module, and let
r ≥ 0 be an integer.
(1) The r-th exterior product

∧r
(F ) is quasi-coherent.

(2) If S = SpecR is affine and F = M̃ for some R-module M , then the quasi-coherent
OS-module corresponding to

∧r
(M) is

∧r
(F ).

(3) For every morphism f : T → S of schemes there is an isomorphism of quasi-coherent
OT -modules, functorial in F ,

(7.20.6) f∗
r∧

(F )
∼→

r∧
(f∗F ).

Proof. Let us show (2). We apply (7.20.1) to the localization R′ = Rs for an element
s ∈ R. Therefore on the basis of principal open subsets of SpecR the presheaf

D(s) 7→
r∧
Rs

Γ(D(s),F ) =

r∧
Rs

Ms = (

r∧
R

M)⊗R Rs

is the quasi-coherent OS-module associated to
∧r
RM . This shows (2). As quasi-coherence

can be shown locally, (1) follows from (2). Finally (3) is implied by (7.20.1).

Now assume that F is a locally free OX -module of rank n. As the r-th exterior power
of a free module of rank n over any ring is free of rank

(
n
r

)
, it is immediate that

∧r F

is a locally free OX -module of rank
(
n
r

)
. In particular, det(F ) :=

∧n F is an invertible
OX -module which we call the determinant of F .

Let us define determinant and trace of an endomorphism of F . Consider the morphism
of sheaves

(7.20.7)

det : HomOX (F ,F )→HomOX (det(F ), det(F )) ∼= OX ,

u 7→ det(u) :=

n∧
(u),

where the isomorphism is the one given by (7.5.7) and where u is an endomorphism of
F |U for some open subset U ⊆ X. We call det(u) the determinant of u. If X = SpecR,

F = R̃n, and u : F → F an endomorphism, then u corresponds to an endomorphism w
of Rn and det(u) = det(w) ∈ Γ(X,OX) = R by Proposition 7.48.

The trace is defined as follows.

(7.20.8)
tr : HomOX (F ,F ) ∼= F∨ ⊗OX F → OX ,

λ⊗ s 7→ λ(s),
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where the isomorphism is the one given by (7.5.4) and where λ and s are sections of F∨

and of F , respectively, over some open subset U ⊆ X. If u is an endomorphism of F |U ,
we call its image tr(u) ∈ Γ(U,OX) the trace of u. Again this coincides with the usual
notion of trace if X is affine and F is free (see Exercise 7.31).

Exercises

Exercise 7.1. Give an example of a scheme X and a family (Fi)i of OX -modules such
that the presheaf U 7→

⊕
i∈I Fi(U) is not a sheaf.

Exercise 7.2. Let (X,OX) be a locally ringed space and let F be an OX -module of
finite type.
(a) Show that Supp(F ) = {x ∈ X ; F (x) 6= 0 }.
(b) If G is another OX -module of finite type, show that

Supp(F ⊗OX G ) = Supp(F ) ∩ Supp(G ).

(c) Let f : (X ′,OX′)→ (X,OX) be a morphism of locally ringed spaces. Show that

Supp(f∗(F )) = f−1(Supp(F )).

Exercise 7.3. Let A be a ring and let Y ⊆ X = SpecA be a subset of closed points of
X. Let M =

⊕
y∈Y κ(y). Show that Supp(M̃) = Y . Give an example of a ring A and a

subset Y of closed points of X = SpecA such that Y is not closed in X.

Exercise 7.4. Let (X,OX) be a locally ringed space, let F be an OX -module of finite
type and let s1, . . . , sr ∈ Γ(X,F ).
(a) Show that {x ∈ X ; s1(x), . . . sr(x) generate F (x) } is open in X.
(b) Show that {x ∈ X ; s1(x), . . . sr(x) ∈ F (x) is linearly independent } is open in X if

F is a finite locally free OX -module.

Exercise 7.5♦. Let (X,OX) be a ringed space and let F be an OX -module of finite
presentation.
(a) Fix an integer r ≥ 0. Show that

Yr := {x ∈ X ; Fx is a free OX,x-module of rank r }

is an open subset of X and that F |Yr is a locally free OYr -module of rank r.
(b) Now let X be an integral scheme and let F be an OX -module of finite presentation.

Show that there exists an open dense subset U of X and an integer n ≥ 0 such that
F |U ∼= On

X |U .

Exercise 7.6♦. Let (X,OX) be a ringed space, let x ∈ X be a point, and let F and G
be OX -modules. Assume that F is of finite type.
(a) Let w : G → F be a homomorphism of OX -modules such that wx is surjective. Show

that there exists an open neighborhood U of x such that w|U is surjective.
(b) Let w : F → G be a homomorphism of OX -modules such that wx = 0. Show that

there exists an open neighborhood U of x such that w|U = 0.
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Exercise 7.7. Let A be an integral domain with field of fractions K, set X = SpecA
and let η ∈ X be the generic point. Let x ∈ X be a point and let F x be the skyscraper
sheaf with value K concentrated in the point x (see Exercise 2.14). Show that F x is an
OX -module.
(a) Show that F x is quasi-coherent if and only if x = η.
(b) Now assume that x 6= η. Show that there is a canonical injective homomorphism of

OX -modules F x → F η and let G be its cokernel. Show that there exists no open
neighborhood U of x such that G |U is generated by its global sections.

Exercise 7.8♦. Let X be a quasi-compact and quasi-separated scheme, let F be a
quasi-coherent OX -module, and let f ∈ Γ(X,OX). Show that the homomorphism of
Γ(X,OX)f -modules Γ(X,F )f → Γ(Xf ,F ) (7.10.1) is an isomorphism.

Exercise 7.9. Let X be a locally noetherian scheme. Show that

{x ∈ X ; OX,x is reduced }

is an open subset of X.
Hint : Use that the nilradical of X is an OX -module of finite type.

Exercise 7.10. Let k be an algebraically closed field and let X = P1
k be the projective

line over k. Its function field is k(T ), the field of fractions of the polynomial ring k[T ].
We use the notation of Section (7.13).
(a) For each monic irreducible polynomials p ∈ k[T ] let vp be the p-adic valuation on

k(T ). Define also the discrete valuation v∞ on k(T ) by v∞(f/g) = deg(g)− deg(f),
if f, g ∈ k[T ] are nonzero polynomials. Show that these valuations are the normalized
discrete valuations corresponding to the closed points X0 of X.

(b) For a divisor D = (nx) ∈ Div(X) we call deg(D) :=
∑
x∈X0

nx its degree. Show that
every principal divisor on X has degree 0.

(c) Show that for two divisors D,D′ ∈ Div(X) the invertible sheaves LD and LD′ are
isomorphic if and only if deg(D) = deg(D′). For all n ∈ Z we denote by OX(n) the
isomorphism class of an invertible sheaf attached to a divisor of degree −n.

(d) Show that Γ(P1
k,OX(n)) is a k-vector space of dimension n + 1, if n ≥ 0, and of

dimension 0, if n < 0.
Remark : Divisors and their degrees on general 1-dimensional k-schemes will be studied in
Section (15.9).

Exercise 7.11. With the notation of Exercise 7.10 show OX(n)⊗OX OX(m) ∼= OX(n+m)
for all n,m ∈ Z. Find n,m ∈ Z such that

Γ(P1
k,OX(n)⊗OX OX(m)) 6∼= Γ(P1

k,OX(n))⊗Γ(P1
k,OX) Γ(P1

k,OX(m)).

Exercise 7.12. Let A be a discrete valuation ring with uniformizing element π. Set
X = SpecA and for n ≥ 1 let Fn = ãn be the quasi-coherent OX -submodule of OX
corresponding to the ideal an = (πn). Show that

⋂
n Fn is not quasi-coherent. This

example is due to P. Hartwig.

Exercise 7.13♦. Let X be a scheme, let I ⊆ OX be a quasi-coherent ideal, and let F
be a quasi-coherent OX -module. Show that I F is a quasi-coherent OX -module.

Exercise 7.14. Let X be a scheme and let Z ⊆ X be a closed subspace. Define an ideal
IZ of OX by

IZ(U) := { f ∈ OX(U) ; f(x) = 0 for x ∈ U ∩ Z }.
Show that IZ is quasi-coherent and that the corresponding closed subscheme is Zred.
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Exercise 7.15. Let (X,OX) be a ringed space, let E be a locally free OX -module of
finite rank, and let u ∈ EndOX (E ) be an endomorphism. Show that u is an automorphism
if and only if det(u) ∈ Γ(X,OX) is a unit.

Exercise 7.16. Let (X,OX) be a ringed space and let E be a locally free OX -module of
constant rank n ≥ 0. For i = 1, . . . , n define

σi : HomOX (F ,F )→ OX , u 7→ tr(

i∧
(u))

for a section u ∈ Γ(U,HomOX (F ,F )), U ⊆ X open. Then

charpolu := Tn − σ1(u)Tn−1 + · · ·+ (−1)nσn(u) ∈ Γ(U,OX)[T ]

is called the characteristic polynomial of u.
(a) Show that ifX = U = SpecA and E = (An)∼, then charpolu is the usual characteristic

polynomial of u ∈ EndA(An).
(b) Show that charpolu(u) = 0.

Exercise 7.17. Let X be a scheme, E be a locally free OX -module of constant rank n ≥ 0,
and let u : E → E be an OX -linear endomorphism. Let 0 ≤ r ≤ n be an integer.
(a) Show that the following assertions are equivalent.

(i) There exists u-stable decomposition E = Enil(u)⊕ Eiso(u) of OX -modules, such
that the characteristic polynomial of u|Enil

is T r and such that u|Eiso is an
automorphism of Eiso.

(ii) There exists an open affine covering X =
⋃
Ui, Ui = SpecAi, such that

charpolu|Ui
= T r(Tn−r + c1T

n−r−1 + · · ·+ cn−r) ∈ Ai[T ]

with cn−r ∈ A×i .
(b) Show that Enil(u) and Eiso(u) are uniquely determined if they exist and that they are

v-stable for every OX -linear endomorphism v of E with v ◦ u = u ◦ v.
(c) Show that for every morphism of schemes f : X ′ → X one has Enil(f

∗u) = f∗Enil(u)
and Eiso(f∗u) = f∗Eiso(u).

The decomposition E = Enil(u)⊕ Eiso(u) is called Fitting decomposition .

Exercise 7.18. Let X be a scheme and let 0 6= I ⊆ OX be a quasi-coherent ideal that
is locally free as an OX -module. Show that I is an invertible OX -module.

Exercise 7.19. Let k be a field, let I be an infinite set, set A = kI and X = SpecA.
Show that a := k(I) is a projective ideal of A such that ã is not a locally free OX -module.
Hint : Exercise 7.18.

Exercise 7.20. Let f : (X,OX)→ (Y,OY ) be a morphism of ringed spaces, and let G
and G ′ be two OY -modules. Define a natural homomorphism of OX -modules

α : f∗HomOY (G ,G ′)→HomOX (f∗G , f∗G ′),

functorial in G and G ′. Show that α is an isomorphism in each of the following two
cases.
(a) G is locally free of finite rank.
(b) G is of finite presentation and f is flat.
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Exercise 7.21. Let X be a quasi-compact scheme, F a quasi-coherent OX -module of
finite type, and let I ⊆ OX be a quasi-coherent ideal of finite type. We assume that
Supp(F ) ⊆ Supp(O/I ) (as closed subsets). Show that there exists an n > 0 such that
I nF = 0.

Exercise 7.22♦. Let X be a scheme and let F be a quasi-coherent OX -module of finite
type. Show that any surjective OX -module endomorphism F → F is bijective.
Hint : Use Corollary B.4.

Exercise 7.23♦. Let X be a scheme, let I ⊆ OX be a quasi-coherent ideal and let k ≥ 1
be an integer. Show that the following assertions are equivalent.
(i) I k = 0.
(ii) There exists an open affine covering (Ui)i of X such that Γ(Ui,I )k = 0.
(iii) For all x ∈ X we have I k

x = 0.

Exercise 7.24. Let (X,OX) be a ringed space.
(a) Let 0→ F ′ → F → F ′′ → 0 be an exact sequence of OX -modules. Show that if two

of the three modules are coherent, the third one is also coherent.
(b) Let u : F → G be a homomorphism of coherent OX -modules. Show that Ker(u),

Im(u), and Coker(u) are coherent.
(c) Let F and G be two coherent OX -modules. Show that F ⊗OX G and HomOX (F ,G )

are coherent.

Exercise 7.25. Let (X,OX) be a ringed space such that OX is a coherent OX -module.
Show that an OX -module F is of finite presentation if and only if F is coherent.
Hint : Use Exercise 7.24.

Exercise 7.26. Let (X,OX) be a ringed space such that OX is a coherent OX -module
and let x ∈ X be a point.
(a) Let F be a coherent OX -module and let E ⊆ Fx be an OX,x-submodule of finite type.

Show that there exist an open neighborhood U of x and a coherent OU -submodule E
of F |U such that Ex = E.

(b) Let M be an OX,x-module of finite presentation. Show that there exist an open
neighborhood U of x and a coherent OU -module F such that Fx

∼= M .

Exercise 7.27. Let (X,OX) be a ringed space, let E , F , H be OX -modules. Assume
that H is finite locally free.
(a) Show that there are functorial isomorphisms of Γ(X,OX)-modules

HomOX (E ⊗OX F ,H )
∼→ HomOX (E ,F∨ ⊗OX H )

∼→ HomOX (F ,E ∨ ⊗OX H ).

An OX -linear homomorphism β : E ⊗OX F → H is called a pairing . If H = OX ,
then β is called a bilinear form. A pairing is called perfect if the corresponding
OX -module homomorphisms sβ : E → F∨ ⊗OX H and rβ : F → E ∨ ⊗OX H are
both isomorphisms.

(b) Show that if E and F are finite locally free, then rβ is an isomorphism if and only if
sβ is an isomorphism.

Exercise 7.28. Let (X,OX) be a ringed space, n ≥ 1 an integer, and let F be a locally
free OX -module of rank n. Show that the wedge product yields for all 1 ≤ r ≤ n a perfect
pairing (Exercise 7.27)
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r∧
F ⊗OX

n−r∧
F −→

n∧
F = det(F ).

In particular we obtain an isomorphism of OX -modules

r∧
F
∼→ (

n−r∧
F )∨ ⊗OX det(F ).

Exercise 7.29. Let (X,OX) be a ringed space and let 0→ F ′ → F → F ′′ → 0 be an
exact sequence of finite locally free OX -modules. Show that det F ∼= det F ′ ⊗ det F ′′.

Exercise 7.30. Let (X,OX) be a ringed space, let E be a finite locally free OX -module,
and let ω : E ⊗OX E → OX be an alternating bilinear form (Exercise 7.27). It is called
symplectic if ω is perfect (Exercise 7.27).

Show that if ω is a symplectic form on E , then there exists for all x ∈ X an open
neighborhood U of x and integer n ≥ 0 and an isomorphism of OU -modules E |U

∼→ O2n
U

which identifies ω with the alternating form on the free module O2n
U given by the matrix

J :=

(
0 In
−In 0

)
,

where In is the (n× n)-identity matrix.
Hint : Use that every finitely generated free module M over any ring with a symplectic
form ω admits a basis such that ω is given by J with respect to this basis.
Remark : If (X,OX) is a real manifold and E is the tangent bundle of X, then this result
is called Theorem of Darboux .

Exercise 7.31. Let R be a ring, n ≥ 1 an integer, and let (e1, . . . , en) be the standard
basis of Rn. Show that under the isomorphism (7.5.4)

(Rn)∨ ⊗R Rn
∼→ EndR(Rn) = Mn(R)

the base vector e∨i ⊗ ej is sent to the matrix all of whose coefficients are zero except for
the (i, j)-th coefficient which is 1. Deduce that for any matrix A = (aij) ∈Mn(R) with
corresponding endomorphism u of Rn the trace of u in the sense of (7.20.8) is equal to
tr(A) =

∑
i aii.
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In Chapter 4 we attached to a scheme X a contravariant functor hX from the category
of schemes to the category of sets. The Yoneda lemma 4.6 tells us that we obtain an
embedding of the category of schemes into the category of such functors and thus we
can consider schemes also as functors. Functors F that lie in the essential image of this
embedding are called representable. We say that a scheme X represents F if hX ∼= F . It
is one of the central problems within algebraic geometry to study functors that classify
certain interesting objects and to decide whether they are representable, i.e., whether
they are “geometric objects”. For general functors F and G it may be difficult to envisage
them as geometric objects. But it makes sense to say that a morphism f : F → G is
“geometric” (called representable), even if F and G are not necessarily representable. Thus
we may speak of immersions or of open coverings of functors. We will show that a functor
that is a sheaf for the Zariski topology and has an open covering by representable functors
is itself representable.

In the second part of this chapter we will define the important example of the Grass-
mannian functor and illustrate the abstract notions of the first part. The Grassmannian
scheme Grassd,n represents a functor F such that F (Spec k) is the set of subvector spaces
of dimension d in kn for all fields k. To make this precise we will first have to define what
the correct analogue for “subvector space of dimension d” is over an arbitrary scheme
S. In the special case d = 1 we will see that Grass1,n

∼= Pn−1. As we will have defined
S-valued points of Grassd,n, we will in particular obtain a description of the S-valued
points of Pn−1.

A variant of the Grassmannian then leads to Brauer-Severi schemes. These schemes
are forms of the projective space, that is, they are schemes over a field k that become
isomorphic to projective space after base change to a field extension. In this chapter we
will explain how to construct Brauer-Severi schemes. As an application of descent theory
we will prove in Section (14.23) that this construction yields all Brauer-Severi schemes.

Representable Functors

(8.1) Representable Functors.

The Yoneda lemma (Section (4.2)) shows that we can embed a category C into the category

Ĉ of functors F : Copp → (Sets) via the functor X 7→ hX .

© Springer Fachmedien Wiesbaden GmbH, part of Springer Nature 2020
U. Görtz und T. Wedhorn, Algebraic Geometry I: Schemes, Springer Studium 
Mathematik – Master, https://doi.org/10.1007/978-3-658-30733-2_9
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Definition 8.1. A functor F : Copp → (Sets) is called representable if there exist an
object X and an isomorphism ξ : hX

∼→ F .

The pair (X, ξ) is then uniquely determined up to unique isomorphism. In other words,
F is representable if it lies in the essential image of the functor X 7→ hX . In the sequel
we will often not distinguish between an object X and the representing functor hX .

Example 8.2. (Affine Space) Let n ≥ 0 be an integer. The functor (Sch)
opp → (Sets)

that sends a scheme S to Γ(S,OS)n is represented by An (Section (4.1)).

Example 8.3. (Fiber products of functors) In the category Ĉ fiber products always
exist: Let F , G, and H be contravariant functors from C to (Sets), and let F → H and
G→ H be morphisms of functors. We set for every object T ∈ C

(F ×H G)(T ) := F (T )×H(T ) G(T ),

where the right hand side denotes the fiber product in the category of sets (Example 4.12).

Then (F ×H G)(T ) is clearly functorial in T and we obtain a functor F ×H G ∈ Ĉ.
The projections p(T ) : (F ×H G)(T ) → F (T ) and q(T ) : (F ×H G)(T ) → G(T ) define
morphisms of functors p : F ×H G→ F and q : F ×H G→ G. Then (F ×H G, p, q) is the

fiber product of F and G over H in Ĉ.
If F , G, and H are representable, say F ∼= hX , G ∼= hY , and H ∼= hS , the fiber product

F ×H G in Ĉ is representable by an object Z if and only if X ×S Y exists in C and in this
case Z = X ×S Y . Indeed, the universal property of (X ×S Y, p, q) says that for every
object T in C the morphisms p and q yield a bijection (automatically functorial in T )

hX×SY (T ) = Hom(T,X ×S Y )
∼→ Hom(T,X)×Hom(T,S) Hom(T, Y )

= hX(T )×hS(T ) hY (T ).

Let us give less formal examples of representable functors which will be useful at several
occasions.

Proposition 8.4. Let S be a scheme and let v : E → F be a homomorphism of quasi-
coherent OS-modules.
(1) Let F be of finite type. Then the locus where v is surjective is open, i.e., the functor

F : (Sch/S)
opp → (Sets), F (T ) = { f ∈ HomS(T, S) ; f∗(v) is surjective }

is represented by an open subscheme of S.
(2) Let F be finite locally free. Then the locus v = 0 is closed, i.e., the functor

F : (Sch/S)
opp → (Sets), F (T ) = { f ∈ HomS(T, S) ; f∗(v) = 0 }

is represented by a closed subscheme of S.

Proof. Assertion (1) means that there exists an open subscheme U ⊆ S such that a
morphism f : T → S factors through U if and only if f∗(v) : f∗E → f∗F is surjective,
i.e., if and only if Coker(f∗(v)) = 0. As Coker(v) is of finite type, its support is closed
(Corollary 7.32). As f∗ is right exact, we have Coker(f∗(v)) = f∗(Coker(v)). Therefore
the open subscheme U = S \Supp(Coker(v)) has the desired property. Cf. Exercise 7.2 (c).
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If F is finite locally free, we have Hom(E ,F ) = E ∨ ⊗F = (E ⊗F∨)∨ by (7.5.4).
Thus v corresponds to a homomorphism ṽ : E ⊗F∨ → OS of quasi-coherent OS-modules.
Let I be the image of ṽ. Then I is a quasi-coherent ideal of OS . If f : T → S is a
morphism, then f∗(v) = 0 if and only if f∗(ṽ) = 0. But f∗(ṽ) = 0 if and only if the ideal
generated by I in OT is zero, which happens if and only if f factors through the closed
subscheme V (I ).

Once we have introduced the flattening stratification in Section (11.8) for modules it is
not difficult to show further assertions in this direction, see Exercise 11.10.

Also note the following variant: Let S be a scheme, let X be an S-scheme, and let
v : E → F be a homomorphism of quasi-coherent OX -modules with F of finite type.
Then the functor F ′ on S-schemes with F ′(T ) = { f ∈ HomS(T,X) ; f∗(v) surjective }
is representable by an open subscheme of X. (Apply the original proposition to X, v
to obtain an open subscheme U of X, and observe that the S-scheme U represents the
functor F ′.)

Often the most interesting functors are those that classify interesting objects. As examples,
we list the following questions:
(1) Is there a functor F : (Sch)

opp → (Sets) such that F (Spec k) is the set of isomor-
phism classes of schemes of finite type over k for every field k? Can such an F be
representable?

The answer to the first question is “Yes” (one could define F (S) as the set of
isomorphism classes of S-schemes of finite presentation, see Section (10.9) below).
The answer to the second question is “No” (see Exercise 8.3).

(2) Given a scheme X over a field k. Is there a functor H : (Sch/k)
opp → (Sets) such that

H(SpecK) is the set of closed subschemes of XK for every field extension K of k? Is
it representable?

Again the first answer is “Yes”, and the second answer is also very often “Yes”,
e.g., if X is quasi-projective over k (see the discussion of the Hilbert scheme in
Section (14.32)).

(3) Consider in (2) the special case X = Pnk and fix 0 ≤ d ≤ n. Is there a representable
functor G : (Sch/k)

opp → (Sets) such that G(SpecK) is the set of linear subspaces of
PnK of dimension d for every field extension K of k?

Again the answer is “Yes”. This functor can be identified with the Grassmannian
Grassn+1,d+1 considered in Section (8.4), see Section (8.8) (and also Exercise 8.10).

(8.2) Representable morphisms.

Let F and G be two functors (Sch)
opp → (Sets). For certain morphisms f : F → G of

functors it is possible to make sense of the assertion that f possesses a property P, where
P is a property of morphisms of schemes:

Let X be a scheme and let g : X → G be a morphism in (̂Sch) (recall that we do not
distinguish explicitly between a scheme X and the attached functor hX). Let F ×G X be

the fiber product in the category (̂Sch) (Example 8.3). Denote by

p : F ×G X → F, q : F ×G X → X,

the two projections.
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Definition 8.5. A morphism f : F → G of functors in (̂Sch) is called representable if for

all schemes X and all morphisms g : X → G in (̂Sch) the functor F ×GX is representable.

Let Z be a scheme and let ζ : Z
∼→ F ×G X be an isomorphism. By the Yoneda

lemma 4.6 the composition of ζ with the second projection F ×G X → X is given by
a unique scheme morphism Z → X which is independent of the choice of (Z, ζ) up to
composition with an isomorphism. Thus the following definition makes sense.

Definition 8.6. Let P be a property of morphisms of schemes such that the composition
of a morphism possessing P with an isomorphism from the right or from the left has
again property P (this will hold for all properties of morphisms of schemes that we will

be considering). We say that a representable morphism f : F → G of functors in (̂Sch)
possesses the property P if for all schemes X and for every morphism g : X → G the
second projection f(X) : F ×G X → X possesses P.

Remark 8.7. If F ∼= hY and G ∼= hS are representable, we have by definition of the
universal property of the fiber product that hY ×hS hX ∼= hX×SY , where X ×S Y is
the fiber product in the category of schemes, which exists by Theorem 4.18. Thus the
fiber product of three representable functors is again representable. In particular, every
morphism of representable functors is itself representable.

In general it is not correct that if a scheme morphism f : X → Y possesses a property
P, the corresponding morphism of functors hX → hY also possesses P. But this is true
for all properties that are stable under base change; see Section (4.7).

(8.3) Zariski sheaves, Zariski coverings of functors.

Often we are given for a fixed scheme S a functor F : (Sch/S)
opp → (Sets) and we would

like to know whether this functor is representable by an S-scheme. In general this is a
difficult problem. We will now give a first criterion for the representability of a functor
which we will use to prove the representability of the Grassmannian in Section (8.4).

Let F : (Sch/S)
opp → (Sets) be a functor. If j : U → X is an open immersion of S-

schemes and ξ ∈ F (X) we write, like for sections of presheaves, simply ξ|U instead of
F (j)(ξ).

We say that F is a sheaf for the Zariski topology or shorter a Zariski sheaf (on (Sch/S))
if the usual sheaf axioms are satisfied, that is, for every S-scheme X and for every open
covering X =

⋃
i∈I Ui we have:

(Sh) Given ξi ∈ F (Ui) for all i ∈ I such that ξi|(Ui∩Uj) = ξj |(Ui∩Uj) for all i, j ∈ I, there
exists a unique element ξ ∈ F (X) such that ξ|Ui = ξi for all i ∈ I.

Then Proposition 3.5 on gluing of morphisms can be reformulated as:

Proposition 8.8. Every representable functor F : (Sch/S)
opp → (Sets) is a sheaf for the

Zariski topology.

Later on we will treat faithfully flat descent and we will see that representable func-
tors are sheaves for much finer “coverings” than coverings in the Zariski topology (see
Section (14.17)).

We will now show that every Zariski sheaf that has a Zariski covering by representable
functors is itself representable. Let us make this more precise: Let S be a fixed scheme
and let F : (Sch/S)

opp → (Sets) be a contravariant functor. An open subfunctor F ′ of F
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is a representable morphism f : F ′ → F that is an open immersion (Definition 8.6). By
definition this means that for every S-scheme X and for every S-morphism g : X → F
the second projection f(X) : F ′ ×F X → X is an open immersion of schemes.

A family (fi : Fi → F )i∈I of open subfunctors is called a Zariski open covering of F , if
for every S-scheme X and every S-morphism g : X → F the images of the (fi)(X) form a
covering of X.

Theorem 8.9. Let F : (Sch/S)
opp → (Sets) be a functor such that

(a) F is a sheaf for the Zariski topology,
(b) F has a Zariski open covering (fi : Fi → F )i∈I by representable functors Fi.
Then F is representable.

Proof. Let the Fi be represented by S-schemes Xi. We will show that we may glue the
schemes Xi to a scheme X that represents F . The morphisms Fi → F are representable
by open immersions and open immersions are monomorphisms. Therefore the Yoneda
lemma implies that for all S-schemes T the maps Fi(T ) → F (T ) are injective. For all
i, j ∈ I and all T we can therefore identify (Fi ×F Fj)(T ) with Fi(T ) ∩ Fj(T ) ⊆ F (T ).
In virtue of this identification, the functors Fi ×F Fj and Fj ×F Fi are equal. Let X{i,j}
be a scheme that represents this functor. Likewise we identify for i, j, k ∈ I the functors
Fi ×F Fj ×F Fk, Fj ×F Fi ×F Fk etc. and write F{i,j,k} for them.

The morphisms X{i,j} → Xi, induced by the projections Fi ×F Fj → Fi, are open
immersions and we denote their images by Uij . These immersions induce isomorphisms

ψi,j : X{i,j}
∼→ Uij . We set ϕji = ψj,i ◦ ψ−1

i,j : Uij ∼= Uji and claim that the tuple
((Xi)i∈I , (Uij), (ϕij)) is a gluing datum of schemes (Section (3.5)).

We have to check the cocycle condition, that is,

(8.3.1) ϕkj ◦ ϕji = ϕki on Uij ∩ Uik

for all i, j, k ∈ I. For the open subscheme Uij ∩ Uik of Xi and for all T we then have
(Uij ∩ Uik)(T ) = Uij(T ) ∩ Uik(T ) = F{i,j,k}(T ) and there is a commutative diagram

Uij ∩ Uik
ϕji|Uij∩Uik //

∼=
��

Uji ∩ Ujk
∼=
��

F{i,j,k}
id // F{i,j,k}.

Therefore it suffices to show that the equality (8.3.1) holds for the corresponding morphisms
between the functors F{i,j,k}. But this is obvious as these morphisms are by construction
the identity morphisms.

Let X be the S-scheme that results from gluing the Xi with respect to this gluing
datum. As F is a Zariski sheaf, the open immersions fi : Xi → F can be glued to an
S-isomorphism f : X → F and thus F is represented by X.
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The example of the Grassmannian

(8.4) The Grassmannian functor and its representability.

Let 1 ≤ d ≤ n be integers. We would like to find a scheme that classifies d-dimensional
subspaces within an n-dimensional vector space. Thus we want to define a representable
functor Grassd,n : (Sch)

opp → (Sets) such that we have for every field k:

Grassd,n(Spec k) = {U ⊆ kn ; U is d-dimensional k-subspace of kn }.

What is the correct replacement for “d-dimensional subspace” when we want to define
Grassd,n(S), where S is an arbitrary scheme? We will need the following result.

Proposition 8.10. Let S be a scheme and let ι : U → E be a homomorphism of OS-
modules. Let U be of finite type and E finite locally free. Then the following assertions
are equivalent.
(i) For every open affine subset U of S there exists a homomorphism π : E |U → U |U

such that π ◦ ι|U = id.
(ii) The homomorphism ι is injective and the OS-module E /ι(U ) is locally free.
(iii) For all s ∈ S the homomorphism ι ⊗ idκ(s) : U (s) → E (s) of κ(s)-vector spaces is

injective.
(iv) For every scheme morphism f : T → S the homomorphism f∗(ι) : f∗(U )→ f∗(E )

is injective.
(v) U is a finite locally free OS-module and the dual ι∨ : E ∨ → U ∨ is surjective.

Proof. For all implications we may assume that S = SpecR is affine. We recall that
Corollary 7.42 shows that if F ∼= Ñ is a quasi-coherent OS-module, F is finite locally
free if and only if N is a finitely generated projective R-module. In particular we have
E ∼= M̃ , where M is a finitely generated projective R-module.

“(ii) ⇒ (i)”. We may assume that U = S. The exact sequence

0→ U −→ E −→ E /ι(U )→ 0

shows that U is quasi-coherent by Proposition 7.14. It corresponds to an exact sequence
0→ N

i−→M −→ P → 0 of R-modules, where P is projective. Therefore there exists a
homomorphism r : M → N such that r ◦ i = idN and we may set π = r̃.

“(i) ⇒ (iv) ⇒ (iii)”. Assertion (i) implies clearly (iv), and (iii) is the special case
T = Spec(κ(s))→ S of (iv).

“(iii) ⇒ (ii)”. For s ∈ S we set A := OS,s and denote by m its maximal ideal. We
write N := Us, M := Es, and i := ιs. Thus we are given a homomorphism i : N →M of
A-modules such that the homomorphism i0 := i ⊗ idA/m : N/mN → M/mM of (A/m)-
vector spaces is injective. We claim that i is injective and that i(N) is a direct summand
of M .

Indeed, let r0 be a left inverse of i0. The surjection M −→ M/mM
r0−→ N/mN can

be factorized into M
r′−→ N −→ N/mN , because M is projective. Now r′ ◦ i is an

endomorphism of N which is modulo m the identity. Hence r′ ◦ i is surjective by the
Lemma of Nakayama. But surjective endomorphisms of finitely generated modules are
bijective by Corollary B.4. Thus if we set r := (r′ ◦ i)−1 ◦ r′ : M → N , we have r ◦ i = idN .
This shows our claim.
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The claim proves that ι is injective and that all stalks E /ι(U )s are free OS,s-modules. As
U is of finite type, E /ι(U ) is of finite presentation and thus locally free (Proposition 7.41).

“(iii) ⇔ (v)”. As (iii) implies (ii) and (i), we know already that (iii) implies that
U ∼= ι(U ) is locally a direct summand of E and hence U is locally free. Therefore we
have (ι∨)∨ = ι and (ι⊗ idκ(s))

∨ = ι∨ ⊗ idκ(s). This shows that (iii) is equivalent to the
surjectivity of ι∨⊗ idκ(s) for all s ∈ S and hence by Nakayama’s Lemma to the surjectivity
of ι∨.

If ι is the inclusion of an OS-submodule U of E , it satisfies these equivalent conditions
if and only if for all s ∈ S there exists an open neighborhood V of s such that U |V is
a direct summand of E |V (and in that case U |U is a direct summand of E |U for every
open affine subscheme U of S). In this case U is called locally a direct summand of E .

Remark 8.11. The proof shows that the implications “(ii) ⇒ (i) ⇒ (iv) ⇒ (iii)” also
hold if U is an arbitrary OS-module and E is only assumed to be quasi-coherent.

Corollary 8.12. Let S be a scheme and let π : E → F be a homomorphism of finite locally
free OS-modules of the same rank. Then the following assertions are equivalent.
(i) π is an isomorphism.
(ii) For all s ∈ S the homomorphism π ⊗ idκ(s) : E (s)→ F (s) is surjective.
(iii) det(π) : det(E )→ det(F ) is bijective.

Proof. The equivalence of (i) and (ii) follows from Proposition 8.10 applied to ι := π∨. The
equivalence of (i) and (iii) can be checked on stalks and thus follows from the analogous
property of homomorphisms between free modules of the same rank.

This corollary will be generalized in Lemma 16.17 below.
We would like to define Grassd,n(S) as a set of “certain” OS-submodules U ⊆ On

S .
This will be made more precise now. We first demand that these submodules U are of
finite type. In order to make Grassd,n into a functor we also have to define for every
morphism of schemes f : T → S a map Grassd,n(f) : Grassd,n(S) → Grassd,n(T ). We
set Grassd,n(f)(U ) := f∗(U ) for U ∈ Grassd,n(S). The inclusion U ↪→ On

S yields via
functoriality a homomorphism of OT -modules f∗(U )→ f∗(On

S ) = On
T . By the proposition

above this homomorphism is injective for all f if and only if On
S/U is a locally free OS-

module. If this is the case, U is a locally free OS-module. This suggests that the correct
replacement for “d-dimensional subspace” is the condition that OS/U is locally free of
rank n− d. Therefore we define

Grassd,n(S) = {U ⊆ On
S ; On

S/U is a locally free OS-module of rank n− d }.

We want to prove that the functor Grassd,n is representable. As OS-submodules can be
glued (as all sheaves), Grassd,n is a sheaf for the Zariski topology. Therefore it suffices to
show that Grassd,n has a covering by open representable subfunctors which we are going
to define now. For every subset I ⊆ {1, . . . , n} with n− d elements we define a subfunctor
of Grassd,n by

(8.4.1) GrassId,n(S) := {U ∈ Grassd,n(S) ; OI
S ↪→ On

S � On
S/U is an isomorphism }.
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Here the first arrow is the homomorphism of OS-modules uI : OI
S → O

{1,...,n}
S = On

S ,

induced by the inclusion I ↪→ {1, . . . , n}. In other words, GrassId,n(S) consists of those

U ∈ Grassd,n(S) such that U ⊕ OI
S = On

S . The inclusion GrassId,n(S) ↪→ Grassd,n(S)
defines a morphism of functors

ιI : GrassId,n → Grassd,n .

Lemma 8.13.
(1) The morphism ιI is representable and an open immersion.
(2) The functor GrassId,n is isomorphic to Ad(n−d), in particular it is representable.

Proof. (1). Let X be a scheme and let g : X → Grassd,n be a morphism of functors, that
is, g is an X-valued point of Grassd,n and thus corresponds to an OX -submodule U of
On
X such that On

X/U is locally free of rank n − d. Let S be an arbitrary scheme. By
definition we have

(GrassId,n×Grassd,nX)(S) = { f ∈ X(S) = Hom(S,X) ; f∗(U ) ∈ GrassId,n(S) }.

Therefore we have to show that there exists an open subscheme U of X with the following
property: A morphism of schemes f : S → X factors through U if and only if the
composition vf : OI

S → On
S → On

S/f
∗(U ) is an isomorphism. As source and target of vf

are locally free OS-modules of the same rank, vf is an isomorphism if and only if vf is
surjective (Corollary 8.12), and (1) follows from Proposition 8.4 (1).

(2). Let S be a scheme and U ∈ GrassId,n(S). Then w : OI
S → On

S/U is by definition
an isomorphism. The kernel of the composition

uU : On
S � On

S/U
w−1

−→ OI
S

is U and we have uU ◦ uI = idOIS
. Conversely, given a homomorphism u : On

S → OI
S with

u ◦ uI = id, we find Ker(u) ∈ GrassId,n(S). Therefore the map

(8.4.2) F (S) := {u ∈ HomOS (On
S ,O

I
S) ; u ◦ uI = id } → GrassId,n(S), u 7→ Ker(u)

is bijective. It is functorial in S and we obtain an isomorphism of functors F
∼→ GrassId,n.

Setting J := {1, . . . , n} \ I, the map

(8.4.3) F (S)→ HomOS (OJ
S ,O

I
S) = Γ(S,OS)J×I ∼= Ad(n−d)(S), u 7→ u|OJS

is bijective and functorial in S and therefore we obtain an isomorphism F
∼→ Ad(n−d).

Now we use this lemma and the representability criterion Theorem 8.9 to prove:

Proposition 8.14. Let n ≥ d ≥ 1 be integers. Then the functor Grassd,n is representable.

The representing scheme is called Grassmannian and is also denoted by Grassd,n.

Proof. By Theorem 8.9 it suffices to show that the family (ιI : GrassId,n → Grassd,n)I
of open subfunctors (where I runs through the set of subsets of {1, . . . , n} with (n− d)
elements) is a Zariski covering of Grassd,n.
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Let X be a scheme and let g : X → Grassd,n be a morphism of functors corresponding
via the Yoneda lemma to an element U ∈ Grassd,n(X). In Lemma 8.13 we have seen

that U I := GrassId,n×Grassd,nX is representable by an open subscheme of X which again

we denote by U I . We have to show that the morphism f :
∐
I U

I → X, induced by the
open immersion U I → X, is surjective. For this it suffices to show that f is surjective on
K-valued points, where K is an arbitrary field (Proposition 4.8).

Let x : Spec(K)→ X be a K-valued point of X. By composition with g we obtain a
K-valued point of Grassd,n which corresponds to a d-dimensional subvector space U of Kn.
By definition, x lies in the image of U I(K) ↪→ X(K) if and only if KI is a complement
of U . But linear algebra tells us that we can complete any basis of U by a part of the
standard basis to a basis of Kn and thus there exists a subset I of {1, . . . , n} with n− d
elements such that KI is a complement of U .

In Lemma 8.13 we have seen that GrassId,n
∼= Ad(n−d) for all I. We therefore obtain the

following corollary.

Corollary 8.15. The scheme Grassd,n has a finite open covering by schemes that are
isomorphic to Ad(n−d). In particular Grassd,n is smooth over SpecZ of relative dimension
d(n− d).

(8.5) Projective Space as a Grassmannian.

We now show that the projective space is the special case d = 1 of the Grassmannian. Note
that Grass1,n(S) is the set of locally direct summands L of On of rank 1. In particular
we find that Grass1,n(k) = Pn−1(k) for every algebraically closed field k. In fact, we will
see now that Grass1,n = Pn−1.

If L is a locally free submodule of On of rank 1, then locally on S there exists a section
of Γ(S,On) that generates L . This means that for every point s ∈ S there exists an open
affine neighborhood U of s such that L |U is the submodule of On

U generated by a section
x = (x0, . . . , xn−1) ∈ Γ(U,OU )n. Moreover, L |U is a direct summand of On

U if and only
if the ideal generated by x0, . . . , xn−1 in Γ(U,OU ) is the unit ideal.

For i ∈ {0, . . . , n−1} set Ii := {1, . . . , n}\{i+1} and denote by Ui := GrassIi1,n the open
subscheme of Grass1,n defined in (8.4.1). Then Ui(S) consists of those L ∈ Grass1,n(S)
that are locally on S generated by (x0, . . . , xn−1) ∈ Γ(S,OS)n with xi ∈ Γ(S,OS)×. The
isomorphism Ui

∼→ An−1 constructed in the proof of Lemma 8.13 is given locally on S by

Ui 3 〈x0, . . . , xn−1〉 7−→ (
x0

xi
, . . . ,

x̂i
xi
, . . . ,

xn−1

xi
).

The definition of Pn−1 in Section (3.6) shows that the isomorphisms

Ui
∼→ An−1 ∼→ Pn−1 \ V+(Xi) ⊂ Pn−1

glue to an isomorphism

(8.5.1) Grass1,n
∼→ Pn−1.

Remark 8.16. The canonical surjective morphism p : An \ {0} → Pn−1 in (3.6.1) is
given on R-valued points (R some ring) by sending (x0, . . . , xn−1) ∈ (An \ {0})(R) (see
Example 4.5) to the free direct summand of Rn generated by (x0, . . . , xn−1). Conversely, if
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U ⊂ Rn is a free direct summand of rank 1 generated by an element (x0, . . . , xn−1) ∈ Rn,
then the ideal in R generated by the xi is the unit ideal. In particular we see that p is
surjective on R-valued points if and only if every direct summand of Rn of rank 1 is a
free R-module (e.g., if R is a local ring).

(8.6) The Grassmannian of a quasi-coherent module.

Instead of considering submodules of On
S we can also look at the following more general

situation. Let S be a scheme, E a quasi-coherent OS-module, and e ≥ 0 an integer. For
every S-scheme h : T → S denote by Grasse(E )(T ) the set of OT -submodules U ⊆ h∗(E )
such that h∗(E )/U is a locally free OT -module of rank e. Every morphism f : T ′ → T of
S-schemes yields a map

Grasse(E )(T ) −→ Grasse(E )(T ′), U 7−→ f∗(U )

by Remark 8.11. Therefore we obtain a contravariant functor Grasse(E ) from the category
of S-schemes to the category (Sets). Setting E = On

S and e = n− d we obtain the special
case Grasse(E ) = Grassd,n×ZS. Every surjection v : E1 → E2 of OS-modules induces a
morphism iv : Grasse(E2)→ Grasse(E1).

Proposition 8.17.
(1) Let E be a quasi-coherent OS-module and e ≥ 0 an integer. Then Grasse(E ) is

representable by an S-scheme.
(2) If v : E1 → E2 is a surjection of quasi-coherent OS-modules, the induced morphism

iv : Grasse(E2)→ Grasse(E1) is a closed immersion.

The representing S-scheme is called Grassmannian of quotients of E of rank e and it is
again denoted by Grasse(E ).

We will only give the proof of (1) if E is of finite type. For a sketch of the proof in
the general case we refer to Exercise 8.11 where also the open subfunctors GrassId,n are
generalized. See also [EGAInew] 9.7 for a different proof.

Proof. (if E is of finite type) It is a consequence of Proposition 8.4 (2) that iv in
part (2) is representable and a closed immersion (for this part of the proof it is not
necessary to assume that E is of finite type). In fact, let h : X → S be an S-scheme.
Given X → Grasse(E1), let VX be the corresponding element of Grasse(E1)(X), and
apply Proposition 8.4 (2) to the composite ker(h∗(v)) → h∗(E1)/VX . Moreover, as
Grasse(E ) is a Zariski-sheaf, the question of the representability of Grasse(E ) is local
on S (Theorem 8.9) and we may assume that S = SpecR is affine and that E = Ẽ
for a finitely generated R-module E. Let u : Rn � E be a surjection of R-modules. As
iũ : Grasse(E )→ Grasse(On

S ) = Grassn−e,n×ZS is representable by a closed immersion,
Grasse(E ) is representable by an S-scheme which is isomorphic to a closed subscheme of
Grassn−e,n×ZS.

If E is a finite locally free OS-module of rank n, dualizing yields an isomorphism

(8.6.1)
Grasse(E )

∼→ Grassn−e(E ∨),

(ι : U ↪→ h∗E ) 7→ (Coker(ι)∨ ↪→ h∗E ∨) on (h : T → S)-valued points.
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(8.7) Base change of Grassmannians.

Let S be a scheme, E a quasi-coherent OS-module and e ≥ 0 an integer. Let u : S′ → S be
a morphism of schemes. By composing with u we can consider every S′-scheme h′ : T → S′

as an S-scheme and we find identities, functorial in T ,

HomS′(T,Grasse(E )×S S′)
(4.7.1)

= HomS(T,Grasse(E )) = HomS′(T,Grasse(u∗E )),

where the second equality follows from the definition of the Grassmannian functor and
the isomorphism (u ◦ h′)∗E = (h′)∗(u∗E ) (7.8.9). By the Yoneda lemma we obtain an
isomorphism of S′-schemes

(8.7.1) u∗Grasse(E ) ∼= Grasse(u∗E ).

For every scheme S we also set Grassd,n,S := Grassd,n×ZS. Then

Grassd,n,S = Grassn−d(On
S ) ∼= Grassd((On

S )∨),

where the second identity is given by (8.6.1).

(8.8) Projective bundles and linear subbundles.

Let S be a scheme and E be a quasi-coherent OS-module. As a generalization of the
projective space we define the projective bundle defined by E as

(8.8.1) P(E ) := Grass1(E ).

Thus the S-scheme P(E ) represents the functor that attaches to every S-scheme h : T → S
the set P(E )(T ) of equivalence classes of surjections h∗E � L where L is a locally
free OT -module of rank 1. In particular there is a universal surjection p∗E � Luniv

corresponding to idP(E ), where p : P(E )→ S is the structure morphism.

In the special case S = SpecZ and E = (On+1
SpecZ)∨ the dualizing isomorphism (8.6.1)

yields an identification

(8.8.2) P((On+1
SpecZ)∨) = Pn.

By (8.7.1) we have for every morphism u : S′ → S an isomorphism of S′-schemes

(8.8.3) u∗P(E ) = P(u∗E )

In Section (13.8) we will show that P(E ) can also be described quite differently (using
the projective spectrum of the symmetric algebra attached to E ).

In Section (1.23) we defined the notion of a linear subspace of Pn(k) (k an algebraically
closed field). This is generalized to projective bundles as follows. Assume that E is a finite
locally free OS-module. We call a closed subscheme Z of P(E ) a linear subbundle if there
exists a surjective homomorphism E � F onto a finite locally free OS-module F such
that the associated closed immersion P(F )→ P(E ) induces an isomorphism P(F )

∼→ Z.
If F is of rank m+ 1, we say that the corresponding linear subbundle is of rank m.

We see that a linear subbundle of P(E ) of rank m is the same as an S-valued point of
Grassm+1(E ). Therefore we define

(8.8.4) LinSubm(P(E )) := Grassm+1(E )

and consider LinSubm(P(E )) as the scheme parameterizing linear subbundles of rank m.
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Remark 8.18. (Projections with center in a linear subspace) Now fix a surjective homo-
morphism q : E � F as above and identify P(F ) with the associated linear subbundle of
P(E ). Let G := Ker(q). This is locally a direct summand of E and in particular again
finite locally free (Proposition 8.10). Generalizing Example 1.66 we will define a morphism
of S-schemes

πq : P(E ) \ P(F )→ P(G )

which is called projection with center q. First we will identify the T -valued points of
U := P(E ) \ P(F ). Define a subfunctor P(E )q of P(E ) by

P(E )q(T ) = { [h∗E � L ] ∈ P(E )(T ) ; h∗G ↪→ h∗E � L is surjective }

By Proposition 8.4 it is representable by the open subscheme U ′ of P(E ) which is the
complement of the support of the cokernel of the composition p∗G → p∗E � Luniv.
Moreover, it is clear that for any field k the open subschemes U and U ′ have the same
k-valued points. Thus they have the same underlying topological spaces and hence are
equal. Therefore we may define πq by sending every (h : T → S)-valued point of P(E )q to
the composition h∗G ↪→ h∗E � L which is a T -valued point of P(G ).

If T is an affine S-scheme, we can choose a complement of h∗G in h∗E and extend any
surjection h∗G � L to a surjection h∗E � L . This shows that πq(T ) is surjective. In
particular πq is surjective (Proposition 4.8).

Any surjection F � F ′ of OS-modules (corresponding to a linear subbundle P(F ′) of
P(F )) yields a factorization of πq as follows. Let q′ be the composition E � F � F ′

and let G ′ be its kernel. We denote by q′ the canonical projection G ′ � G ′/G . Note that
we have an exact sequence 0→ G ′/G → F → F ′ → 0. Therefore π−1

q′ (P(G ′/G )) = P(F )
and πq is the composition

πq : P(E ) \ P(F )
πq′ |P(E)\P(F)−−−−−−→ P(G ′) \ P(G ′/G )

πq′′−−−−→ P(G ).

In Section (13.17) we will give a more geometric interpretation of πq.

Remark 8.19. (Segre embedding revisited) The Segre embedding for products of
projective spaces (Section (4.14)) can be generalized and defined via the representing
functors as follows. Let E and F be two locally free OS-modules of finite rank. For every
S-scheme h : T → S we have h∗E ⊗OT h

∗(F ) = h∗(E ⊗OS F ) (7.8.8). We define

(8.8.5)
σ(T ) : P(E )(T )× P(F )(T )→ P(E ⊗OS F )(T ),

(u : h∗E � L , v : h∗F �M ) 7→ (u⊗ v : h∗(E ⊗F )� L ⊗M ).

This map is clearly functorial in T and therefore defines a morphism of S-schemes

(8.8.6) σ = σE ,F : P(E )×S P(F )→ P(E ⊗OS F )

which is called the Segre embedding. For E = (On+1
S )∨ and F = (Om+1

S )∨ we have
P(E ) = PnS , P(F ) = PmS , and P(E ⊗OS F ) = Pnm+n+m

S , and we obtain the usual Segre
embedding

σn,m : PnS ×S PmS → Pnm+n+m
S

defined in Section (4.14). It follows immediately from the definition that the Segre
embedding is compatible with base change: For every morphism f : S′ → S we have

(8.8.7) (σE ,F )(S′) = σf∗E ,f∗F .

Proposition 8.20. The morphism σE ,F is a closed immersion.
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Proof. The property of being a closed immersion is local on the target and in particular
local on S. Replacing S by a sufficiently small open affine subset we may assume by (8.8.7)
that S = SpecR and that E ∼= (On+1

S )∨ and F ∼= (Om+1
S )∨. Therefore the claim

follows from the fact that the Segre embedding σn,m : PnR ×R PmR → Pnm+n+m
R is a closed

immersion (Proposition 4.39).

The construction of σE ,F and Proposition 8.20 can be generalized to arbitrary quasi-
coherent OS-modules E and F .

Remark 8.21. Let S be a scheme, let E and F be quasi-coherent OS-modules, and let
e ≥ 1 be an integer. Then we may consider the disjoint union of Grasse(E ) and Grasse(F )
as a closed subscheme of Grasse(E ⊕F ): The canonical surjections E ⊕F → E and
E ⊕F → F yield closed immersions Grasse(E ) ↪→ Grasse(E ⊕F ) (Proposition 8.17). We
have to show that there is no field k and no k-valued point x : Spec k → Grasse(E ⊕F )
such that x factors through Grasse(E ) and through Grasse(F ). But such a point x would
correspond to a subvector space U of x∗E ⊕ x∗F of codimension e which is contained
and of codimension e in x∗E and in x∗F . This is absurd.

In particular, there is a closed embedding of S-schemes

(8.8.8) P(E )q P(F ) ↪→ P(E ⊕F ).

(8.9) The tangent space of the Grassmannian.

In Section (6.6) we defined the relative tangent space of a scheme in terms of the functor
it represents. We illustrate this in the case of the Grassmannian.

Example 8.22. Let k be a field, x : Spec k → X := Grassd,n be a k-valued point. It
corresponds to a sub-vector space Ux ⊆ V := kn of dimension d. The tangent space
Tx(X/Z) can then be identified with the set of free k[ε]-submodules U ⊆ V ⊗ k[ε] of rank
d with U ⊗ k = Ux. Note that we have V ⊗ k[ε] = V ⊕ εV as k-vector spaces.

Every U ∈ Tx(X/Z) is the image of a k[ε]-linear map Ux ⊗k k[ε] → V ⊗ k[ε] that is
the inclusion modulo ε. Therefore for w ∈ Homk(Ux, V ) let w̃ : Ux ⊗k k[ε] → V ⊗ k[ε]
be the unique k[ε]-linear homomorphism such that w̃|Ux = ι⊕ εw, where ι : Ux → V is
the inclusion. Then the image of w̃ is an element Uw of Tx(X/Z) and w 7→ Uw defines
a surjective map π : Homk(Ux, V )→ Tx(X/Z) that is readily checked to be k-linear. Its
kernel consists of those k-linear maps w such that w(Ux) ⊆ Ux. Therefore π induces an
isomorphism

(8.9.1) Homk(Ux, V/Ux)
∼→ Tx(Grassd,n /Z).

In particular we see that its dimension is d(n− d) (which we already knew by applying
Corollary 6.29 to the scheme Grassd,n⊗Zk which is smooth of relative dimension d(n− d)
over k by Corollary 8.15).

(8.10) The Plücker embedding.

For n ≥ d ≥ 1 the d-th exterior power
∧d

OS
On
S is a free OS-module of rank

(
n
d

)
. If U ⊆ On

S

is a locally direct summand of rank d,
∧d

OS
U is a locally direct summand of

∧d
OS

On
S of

rank 1. Therefore we obtain a morphism of functors
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$ : Grassd,n −→ Grass(
n
d)−1

( d∧
(On

Spec(Z))
) ∼= P(nd)−1, U 7→

d∧
U .

Both sides are representable functors and therefore $ is a morphism of schemes, called
the Plücker embedding.

Proposition 8.23. The Plücker embedding is a closed immersion.

Proof. We identify On
Spec(Z) with its dual using the standard basis. Then dualizing (8.6.1)

defines an isomorphism Grassd,n
∼→ G := Grassn−d,n and

Grass1
( d∧

On
Spec(Z)

) ∼→ P := P
( d∧

On
Spec(Z)

)
.

Via these isomorphism the Plücker embedding is given on S-valued points by

π(S) : G(S) −→ P (S), (On
S � On

S/U ) 7→
( d∧

On
S �

d∧
On
S/U

)
.

For a subset J ⊆ {1, . . . , n} with d elements we set GJ := GrassJn−d,n. We also define a

subfunctor P J of P by

P J(S) =
{( d∧

On
S � L

)
∈ P (S);

d∧
OJ
S ↪→

d∧
On
S → L is an isomorphism

}
.

In Section (8.4) we have seen that (GJ)J is an open covering of G. Similarly, (P J)J is
an open covering of P . As a homomorphism u between locally free modules of rank d
is an isomorphism if and only if

∧d
(u) is an isomorphism (Corollary 8.12), we see that

π(S)−1(P J (S)) = GJ (S). The property to be a closed immersion is local on the base and
therefore it suffices to show that the restriction πJ : GJ → P J of π is a closed immersion.

We set I := {1, . . . , n} \ J . By (8.4.2) and (8.4.3) we have a bijection, functorial in S,

GJ(S)
∼−→ G′J(S) := HomOS (OI

S ,O
J
S ).

Likewise we can identify P J(S) with HomOS (E ,
∧d OJ

S ) if E is a complement of
∧d OJ

S

in
∧d On

S . As we have

d∧
On
S =

d⊕
i=0

Ei, where Ei :=
(d−i∧

OJ
S ⊗

i∧
OI
S

)
,

we may choose E :=
⊕d

i=1 Ei and can identify P J(S) with

P ′J(S) :=

d⊕
i=1

HomOS (Ei,
d∧

OJ
S ),

functorial in S. Because the OS-modules Ei are free, it follows that P ′J ∼= AN , where
N = rk(E1) + · · ·+ rk(Ed).

Via the identification of GJ with G′J and of P J with P ′J , the morphism π is given by
G′J(S) 3 u 7→ π(u) =: (ui)1≤i≤d ∈ P ′J(S) with
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ui : Ei −→
d∧

OJ
S , x⊗ y 7→ x ∧

( i∧
(u)
)
(y)

for x ∈ Γ(U,
∧d−i OJ

S ) and y ∈ Γ(U,
∧i OI

S), U open in S.
Now u and the first component u1 of π(u) determine each other because u corresponds

to u1 via the isomorphism

α : HomOS (OI
S ,O

J
S )

∼−→ HomOS

(d−1∧
OJ
S ⊗ OI

S ,

d∧
OJ
S

)
,

v 7−→ (x⊗ y 7→ x ∧ v(y)).

Therefore we can identify G′J(S) with those tuples (ui) ∈ P ′J(S) such that

ui(x⊗ y) = x ∧
( i∧

α−1(u1)
)
(y) for all i = 2, . . . , d.

This shows that G′J(S) ∼= Γ(S,OS)(n−d)d is the vanishing set in P ′J(S) ∼= Γ(S,OS)N

of certain polynomials which have integer coefficients independent of S (we have to check
the equality only for standard basis vectors due to the linearity in x and in y). In other
words, G′J is a closed subscheme of P ′J .

The theorem implies that Grassd,n is isomorphic to a closed subscheme of P(nd)−1.
Using the terminology that we will introduce in Chapter 13, this shows that Grassd,n is a
projective Z-scheme.

Remark 8.24. Let E be an arbitrary quasi-coherent OS-module and let e ≥ 0 be an
integer. Let f : T → S be an S-scheme. For each T -valued point U = Ker(f∗E � Q)
of Grasse(E ) we define $E (T )(U ) ∈ P(

∧e E )(T ) as the kernel of
∧e

f∗E �
∧e Q. We

obtain a morphism

$E : Grasse(E )→ P(

e∧
E ).

It is not difficult to modify the argument in the proof of Proposition 8.23 in order to
show that $E is a closed immersion.

Brauer-Severi schemes

(8.11) Brauer-Severi schemes.

Let k be a field. It is a common phenomenon that, given k-schemes X and Y , there is a
field extension K of k such that XK and YK are isomorphic as K-schemes without X
and Y being isomorphic k-schemes. In that case we say that X and Y are (K/k)-forms
of each other. This will be studied in detail in Section (14.22).

Here is an explicit example: the R-schemes V+(X2
0 +X2

1 +X2
2 ) and V+(X2

0 +X2
1 −X2

2 )
in P2

R are not isomorphic (the first one does not have an R-valued point), but over C they
are isomorphic. In fact, over C they are isomorphic to P1

C (see Example 1.72), so this is
an instance of the following important class of varieties (see also Exercise 8.16):
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Definition 8.25. A Brauer-Severi scheme over k is a k-scheme X such that there exist
a field extension K of k and an integer n ≥ 0 such that the K-schemes X ⊗k K and PnK
are isomorphic.

Clearly Pnk is a Brauer-Severi scheme (use K = k). Also note that PnK ⊗K K ′ = PnK′ for
every field extension K ′/K. By Proposition 5.51 X is geometrically integral because PnK
is integral for every field K. (Therefore one often speaks of Brauer-Severi varieties.) We
will see in Section (14.23) that every Brauer-Severi scheme X is smooth and of finite type
over k and that there exists a finite Galois extension K of k such that X ⊗k K ∼= PnK .

(8.12) Morita equivalence.

We will construct Brauer-Severi schemes by the functors which they represent. For that
we need a general useful equivalence of categories: the Morita equivalence. Let (S,OS)
be a ringed space. For every OS-module E we have defined in Section (7.4) the sheaf of
endomorphisms End(E ) := HomOS (E ,E ). It is naturally a (usually non-commutative)
OS-algebra (Section (7.7)). The maps

End(E )(U)× E (U)→ E (U), (v, s) 7→ vU (s),

E ∨(U)× End(E )(U)→ E ∨(U), (λ, v) 7→ λ ◦ v,

for U ⊆ S open, make E into a left End(E )-module and E ∨ into a right End(E )-module.
We obtain functors

F : (OS-Mod)→ (End(E )-LeftMod), F 7→ E ⊗OS F ,

G : (End(E )-LeftMod)→ (OS-Mod), H 7→ E ∨ ⊗End(E ) H .

Proposition 8.26. Assume that E is a finite locally free OS-module such that Es 6= 0 for
all s ∈ S. Then the functors F and G are quasi-inverse to each other.

Proof. As E is finite locally free, we have E ⊗OS E ∨ ∼= End(E ) (7.5.4) and therefore
F ◦G ∼= id. To show that G◦F ∼= id, it suffices to show that the evaluation homomorphism
ev : E ∨⊗End(E ) E → OS is an isomorphism. This is a local question and can be checked on
stalks. Therefore it suffices to show that for a ring R and an integer n > 0 the evaluation
map ev : (Rn)∨ ⊗Mn(R) R

n → R is an isomorphism. Identifying (Rn)∨ with the module
M1×n(R) of (1× n)-matrices and Rn with the module Mn×1(R) of (n× 1)-matrices, ev
is given by multiplication

m : M1×n ⊗Mn(R) Mn×1(R)→ R, A⊗B 7→ AB.

Clearly m is surjective.
Let

∑
iAi ⊗Bi ∈ Ker(m), that is,

∑
iAiBi = 0. Fix D ∈M1×n(R) and E ∈Mn×1(R)

such that DE = 1. Then∑
i

Ai ⊗Bi = (
∑
i

Ai ⊗Bi)DE =
∑
i

Ai ⊗ (BiD)E

=
∑
i

Ai(BiD)⊗ E = (
∑
i

AiBi)(D ⊗ E) = 0.
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Note that the proof is purely formal and even works if OS is a sheaf of not necessarily
commutative rings. It is also possible to show the converse of Proposition 8.26: If F and
G are quasi-inverse functors, the OS-module E is finite locally free with Es 6= 0 for all
s ∈ S.

If E = On
S we can identify End(E ) with the sheaf of (n× n)-matrices Mn(OS) and we

obtain an equivalence of the category of OS-modules and the category of left Mn(OS)-
modules.

(8.13) Construction of Brauer-Severi schemes.

If A is a not necessarily commutative k-algebra (e.g., A = End(V ) for a k-vector space V )
and f : S → Spec k is a k-scheme, we often simply write AS instead of f∗Ã, where Ã is
the quasi-coherent OSpec k-algebra corresponding to A (Remark 7.18). We fix an integer
e ≥ 0 and define a subfunctor Fe(A) : (Sch/k)

opp → (Sets) of Grasse(A) by sending a
k-scheme S to the set of left ideals I ⊆ AS such that AS/I is a locally free OS-module
of rank e. This functor is representable by a closed subscheme of Grasse(A):

Lemma 8.27. The inclusion Fe(A)→ Grasse(A) is representable and a closed immersion.

Proof. Let S be a k-scheme. We have to show that if U ⊆ AS is a submodule such that
AS/U is finite locally free, there exists a closed subscheme Z of S such that a morphism
f : T → S factors through Z if and only if f∗(U ) ⊆ AT is a left ideal. But f∗(U ) is a
left ideal if and only if the composition

AT × f∗U ↪→ AT ×AT
mult−→ AT � AT /f

∗U

is zero. But the locus where a homomorphism to a finite locally free module is zero, is a
closed subscheme by Proposition 8.4 (2).

A similar proof shows a much more general version of this lemma; see Exercise 8.14.

We recall (e.g., [We] IX, §1) that a finite-dimensional k-algebra A is called central and
simple if A satisfies the following equivalent conditions.
(i) The center of A is k and A has no nontrivial two-sided ideals.
(ii) There exists a field extension K of k such that the K-algebra A⊗k K is isomorphic

to EndK(V ) for some finite-dimensional K-vector space V 6= 0.
(iii) There exists a finite Galois extension K of k such that the K-algebra A ⊗k K is

isomorphic to EndK(V ) for some finite-dimensional K-vector space V 6= 0.
(iv) There exists a division algebra D with Cent(D) = k and an integer r ≥ 1 such that

A ∼= Mr(D).
Moreover, the isomorphism class of the division algebra D in (iv) is uniquely determined
by A as D = EndA(M) where M is any simple left A-module. It is called the Brauer
class of A and we denote it by [A]. Two central simple k-algebras A and B are called
Brauer equivalent if [A] = [B].

From now on let A be a central simple k-algebra and K a field extension of k such
that AK := A⊗k K ∼= EndK(V ). Then dimk(A) = n2, where n = dimK(V ) is called the
degree of A. The degree of the division algebra D in (iv) is called the index of A. Clearly
the index of A always divides the degree of A.
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For every integer e ≥ 0 we set BSe(A) := Fne(A). Therefore for every k-algebra R the
R-valued points of BSe(A) are the left ideals I ⊆ A⊗k R such that (A⊗k R)/I is finite
projective of rank ne.

We claim that BSe(A) is a form of Grasse(V ). More precisely we have

(8.13.1) BSe(A)⊗k K ∼= Grasse(VK).

Indeed, we have BSe(A) ⊗k K = BSe(AK) ∼= BSe(End(VK)). Let S be a K-scheme,
denote by VS = (VK)S the base change, and let

I ⊆ AS ∼= EndOS (VS) = V ∨S ⊗ VS

be a left ideal. By Morita equivalence, I corresponds to an OS-submodule U of VS
such that VS/U is locally free of rank e. This defines the functorial bijection between
Grasse(VK)(S) and BSe(AK)(S) and hence an isomorphism (8.13.1).

We call BSe(A) the e-th Brauer-Severi scheme attached to A. It is a closed subscheme
of Grassne(A). For every field extension L of k we have BSe(A)⊗k L = BSe(AL) because
both sides have the same S-valued points for every L-scheme S.

We also write BS(A) instead of BSn−1(A) and call it the Brauer-Severi scheme attached
to A. This is a Brauer-Severi scheme in the sense of Definition 8.25 as we have BS(A)⊗k
K ∼= Pn−1

K by (8.13.1). In particular we obtain BS(Mn(k)) = Pn−1
k .

For each fixed integer n ≥ 1 we obtain a map

(8.13.2)

{
central simple k-algebras

of degree n

}
−→

{
isomorphism classes of Brauer-Severi

varieties over k that are forms of Pn−1
k

}
,

A 7−→ BS(A).

As an application of descent theory we will see in Section (14.23) that this map is a
bijection. Here we remark only that for a finite-dimensional division algebra D with
Cent(D) = k there exist no nontrivial left ideals. This shows that BSe(D)(k) = ∅ for
0 < e < n, where n is the index of D (see Exercise 8.15 for a more precise version). In
particular we see that BSe(D) 6∼= Grasse(kn) even though BSe(D)K ∼= Grasse(kn)K .

Exercises

Exercise 8.1. Let (Aff) be the category of affine schemes. A contravariant functor
F : (Aff)

opp → (Sets) is called a Zariski sheaf on (Aff) if for all affine schemes X = SpecA
and for every finite open covering (Ui)1≤i≤n of X with Ui = D(fi) for fi ∈ A the sheaf
axiom (Sh) in Section (8.3) holds. By restriction of a functor on (Sch) to (Aff) we obtain
a functor from the category Sh/(Sch) of Zariski sheaves on (Sch) to the category Sh/(Aff)

of Zariski sheaves on (Aff). Show that this induces an equivalence of categories of Sh/(Sch)

and Sh/(Aff).

Exercise 8.2♦.

(a) Let F in (̂Sch) be a representable functor and let f : T → S be an epimorphism
(Section (A.1)) of schemes. Show that F (f) : F (S)→ F (T ) is injective.

(b) Let f : T → S be a scheme morphism such that f is surjective and f [ : OS → f∗(OT )
is injective. Show that f is an epimorphism in the category of schemes.
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(c) Let (Ui)i∈I be an open covering of a scheme S. Show that the morphism
∐
i Ui → S,

induced by the immersions Ui ↪→ S, is an epimorphism.
(d) Let K be a field and A an K-algebra. Show that the corresponding morphism

SpecA→ SpecK is an epimorphism.
Remark : It follows from the results in descent theory of schemes (Section (14.17)) that
every faithfully flat quasi-compact morphism of schemes is an epimorphism.

Exercise 8.3. Does there exist a scheme X such that X(k) is the set of isomorphism
classes of k-schemes of finite type for every field k?
Hint : Use Exercise 8.2.

Exercise 8.4. One motivation for the introduction of schemes was the “geometric
globalization” of rings, i.e., we wanted to define “an object” whose “local geometry” is
determined by a ring. For that we made rings into locally ringed spaces (affine schemes)
and defined schemes as locally ringed spaces that are locally isomorphic to affine schemes.
But one might argue that there is no natural reason to work with locally ringed spaces.
It might be more natural to embed the category of rings into a category of functors via
the Yoneda lemma and define schemes as those functors that are locally isomorphic to a
functor given by a ring. In fact that yields the same result:
(a) Define for a (covariant) functor F : (Ring)→ (Sets) when F is called representable or

a Zariski sheaf (cf. Exercise 8.1). Define the notion of a (not necessarily finite) open
covering of F .

(b) Show that the category of covariant functors F : (Ring) → (Sets) that are Zariski
sheaves and have an open covering by representable functors is equivalent to the
category of schemes.

(c) Let (MfStandard) be the category of open subsets of Rn for n non-fixed, where mor-
phisms are differentiable maps. Identify the category of (not necessarily Hausdorff, lo-
cally finite-dimensional) differentiable manifolds with a globalization of (MfStandard)
using contravariant functors F : (MfStandard)

opp → (Sets).

Exercise 8.5♦. Let S be a scheme, let E be a finite locally free OS-module, and let
G ⊆H ⊆ E be OS-submodules. Assume that H is locally a direct summand of E . Show
that G is locally a direct summand of E if and only if G is locally a direct summand of
H .

Exercise 8.6. Let S be a scheme and let F be a quasi-coherent OS-module. Define
functors

End(F ) : (Sch/S)
opp → (Sets), (h : T → S) 7→ EndOT (h∗F ),

Aut(F ) : (Sch/S)
opp → (Sets), (h : T → S) 7→ AutOT (h∗F ).

(a) Assume that F is of finite type. Show that the inclusion of functors Aut(F ) ↪→
End(F ) is representable and an open immersion.

(b) Show that End(F ) and Aut(F ) are representable if F is finite locally free.
Hint : To show (a) use Exercise 7.22.
Remark : If F is of finite presentation, (b) has a converse, see [Nau].
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Exercise 8.7. Let S be a scheme, E be a locally free OS-module of constant rank n ≥ 0,
and let 0 ≤ r ≤ n be an integer. Show that there exists a subscheme Nr of the S-scheme
End(E ) (Exercise 8.6) such that for an S-scheme h : T → S an S-morphism T → End(E ),
corresponding to an endomorphism u of h∗E , factors through Nr if and only if the Fitting
decomposition of u (Exercise 7.17) exists and (h∗E )nil(u) is locally free of rank r. Show
that N0 is the open subscheme Aut(E ) and that Nn is a closed subscheme.

Nn is the called the scheme of nilpotent endomorphisms or the nilpotent cone in
End(E ).
Hint : Let σ : End(E ) → AnS be the morphism of S-schemes which is given on T -valued

points (T an S-scheme) by u 7→ (tr(
∧i

(u)))1≤i≤n (cf. Exercise 7.16). Let Zr ⊂ AnS be the
subscheme (A1

S \ {0})n−r × {0}r and show that Nr = σ−1(Zr).

Exercise 8.8. Let S be a scheme, let F be a quasi-coherent OS-module, and let G ⊆ F
be a quasi-coherent OX -submodule such that F/G is finite locally free. Show that the
locus where an endomorphism u : F → F satisfies u(G ) ⊆ G is a closed subscheme of
S (i.e., there exists a closed subscheme Z of S such that a morphism h : T → S factors
through Z if and only if h∗(u)(h∗G ) ⊆ h∗G ).

Exercise 8.9. For a finite locally free OS-module E let G = W (E ) be the associated
vector group, i.e., for every S-scheme h : T → S we set W (E )(T ) := Γ(T, h∗E ), considered
as a group via the addition. Show that W (E ) is representable by a group scheme.

Exercise 8.10♦. Let n ≥ d ≥ 1 be integers.
(a) Let k be an algebraically closed field. Show that the k-scheme Grassd,n⊗Zk is an

integral regular projective k-scheme. The points of the corresponding projective
variety correspond to the set of d-dimensional subspaces of kn.

(b) Show that Grassd,n(k) can be also considered as the set of (d− 1)-dimensional linear
subspaces of Pn−1(k) (see Section (1.23)).

Exercise 8.11. Let S be a scheme, let E be a quasi-coherent OS-module, and let e ≥ 0 be
an integer. Show that Grasse(E ) is representable. The following steps might be useful.
(a) Let G ⊆ E be a quasi-coherent submodule. Define a subfunctor Grasse(E )G of

Grasse(E ) by

Grasse(E )G (T ) := {U ∈ Grasse(E )(T ) ; f∗G → f∗E � f∗E /U is surjective }

for any S-scheme f : T → S. Show that the morphism Grasse(E )G → Grasse(E ) of
functors is representable and an open immersion.

(b) Check that Grasse(E ) is a sheaf for the Zariski topology and deduce that it suffices
to show the representability of Grasse(E ) if S = SpecR is affine and E = Ẽ for an
R-module E.

(c) Let I be the set of finitely generated R-submodules G ⊆ E. Show that the open
subfunctors (Grasse(E )G̃)G∈I form an open covering of Grasse(E ) and deduce that
Grasse(E ) is representable.

Exercise 8.12. Let k be an algebraically closed field. Let n ≥ d ≥ 1 be integers and let
T := Fd(n) be the set of subsets J ⊆ {1, . . . , n} with d elements. Denote by P((kT )∨) the
projective space of lines through the origin in kT .
(a) For every (n× d)-matrix A ∈ Mn×d(k) ∼= And(k) let UA be the subspace of kn gener-

ated by the column vectors of A. Show that V := {A ∈Mn×d(k) ; A has rank d } is
an open subvariety of Mn×d(k), and that the map V → Grassd,n(k), A 7→ UA is a
morphism of prevarieties.
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(b) For J ∈ Fd(n) and A ∈ Mn×d(k) let AJ ∈ Md×d(k) be the matrix that consists only of
the j-th rows of A for j ∈ J . Show that the morphism V → AT (k), A 7→ (det(AJ ))J∈T
induces the Plücker embedding $(k) : Grassd,n(k)→ P((kT )∨).

(c) Let xJ for J ∈ Fd(n) be the coordinates on P(kT ). Let (j1, . . . , jd) be a tuple of
integers ji ∈ {1, . . . , n}. If the ji are pairwise different, we set xj1,...,jd := εxJ , where
J = {j1, . . . , jd} and ε = ε(j1, . . . , jd) is the sign of the permutation σ of {1, . . . , d}
such that jσ(1) < · · · < jσ(d). Otherwise we set xj1,...,jd := 0. Show that the image
of the Plücker embedding is the closed subvariety of P((kT )∨) that is given by the
quadratic homogeneous polynomials

d+1∑
α=1

(−1)αxi1,...,id−1,jαxj1,...,ĵα,...,jd+1
= 0,

for all sequences i1 < · · · < id−1 and j1 < · · · < jd+1 of integers in {1, . . . , n}.
(d) Deduce that the Plücker embedding identifies the variety Grass2,4(k) with the quadric

V+(x{1,2}x{3,4} − x{1,3}x{2,4} + x{1,4}x{2,3})

in P((kF2(4))∨) ∼= P5(k).

Exercise 8.13. Let k be an algebraically closed field and let G be the Grassmannian
variety Grass2,4(k) over k.
(a) Let p ∈ P3(k) be a point and H ⊂ P3(k) be a plane that contains p. Let Σp,H ⊂ G be

the set of lines P3(k) that lie in H and that meet p. Show that Σp,H is mapped by
the Plücker embedding $ : G ↪→ P5(k) to a line in P5(k) and that every line in the
image of $ arises in that way.

(b) For p ∈ P3(k) let Σp ⊂ G be the set of lines in P3(k) that contain p. For every plane
H ⊂ P3(k) let ΣH ⊆ G be the set of lines that are contained in H . Show that Σp and
ΣH are mapped by the Plücker embedding to planes in P5(k) and that every plane in
P5(k) that is contained in the image of $ is the image of some Σp or ΣH .

Exercise 8.14. Let S be a scheme, let A be a quasi-coherent OS-algebra (not necessarily
commutative), and let E be a quasi-coherent OS-module with an A -action (i.e., a
homomorphism of OS-algebras ρ : A → EndOS (E )). For each integer e ≥ 1 define a
functor GrasseA (E ) by sending an S-schemes f : T → S to the set of f∗(A )-submodules
U ⊆ f∗E such that f∗E /U is a locally free OT -module of rank e. Show that GrasseA (E )
is representable by a closed subscheme of G := Grasse(E ) and that the quasi-coherent
ideal I ⊆ OG defining GrasseA (E ) is of finite type if A is locally finitely generated (as
an OS-algebra).

Exercise 8.15. Let k be a field, A a finite-dimensional central simple k-algebra of degree
n, and 1 ≤ e ≤ n − 1 an integer. Show that BSe(A) has a K-valued point for a field
extension K of k if and only if the index of AK divides e. Deduce

BS(A)(k) 6= ∅ ⇔ A ∼= Mn(k)⇔ BS(A) ∼= Pn−1
k .

Exercise 8.16. Let k be a field of characteristic not 2. For a, b ∈ k× define (a, b) as the
4-dimensional k-algebra with basis 1, i, j, k, where the multiplication is determined by
i2 = a, j2 = b, k = ij = −ji. (The Hamilton quaternions are the special case k = R and
a = b = −1.)
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(a) Show that (a, b) is a central simple k-algebra which is either isomorphic to M2(k)
or a division algebra. Conversely, every 4-dimensional central simple k-algebra is
isomorphic to (a, b) for some a, b ∈ k×.

(b) Let C(a, b) ⊂ P2
k be the associated cone, that is, the closed subscheme given by the

homogeneous equation ax2
0 + bx2

1 − x2
2. Show that if two quaternion k-algebras (a, b)

and (a′, b′) are isomorphic, their associated cones C(a, b) and C(a′, b′) are isomorphic.
(The converse is also true, see Theorem 14.95).

(c) Show that C(a, b) is a form of P1
k and in particular a Brauer-Severi scheme. Show

that C(a, b) ∼= P1
k ⇔ (a, b) ∼= M2(k)⇔ b is a norm of the extension k[

√
a] ⊇ k.



9 Separated morphisms

Contents

– Diagonal of scheme morphisms and separated morphisms

– Rational maps and function fields

Recall that a topological space X is Hausdorff if and only if the following equivalent
conditions are satisfied.
(i) The diagonal { (x, x) ; x ∈ X } is closed in X × X (with respect to the product

topology).
(ii) For every topological space Y and every continuous map f : Y → X its graph
{ (y, f(y)) ; y ∈ Y } is closed in Y ×X.

(iii) For every topological space Y and any two continuous maps f, g : Y → X the
equalizer { y ∈ Y ; f(y) = g(y) } is closed in Y .

Now the underlying topological spaces of schemes are rarely Hausdorff but the analogues
of the properties (i)–(iii) can be used to define an analogue of the Hausdorff property for
schemes. Since the topology on fiber products of schemes is (usually) not the product
topology, this gives rise to the different (and in fact very useful) notion of a separated
scheme. We will start in this chapter with the definition of diagonal, graph, and equalizer
for morphisms of schemes and then define the notion of a separated morphism in analogy
to (i)–(iii). Almost all schemes and morphisms encountered in practice will turn out to
be separated, but in particular if one uses gluing constructions, then this might not be
obvious.

If f, g : X → Y are morphisms of S-schemes and U ⊆ X is an open dense subscheme
such that f |U = g|U , then – in contrast to the analogous statement for topological spaces
– this does not imply that f = g, even if Y is separated over S. It only implies that f and
g coincide on a closed subscheme Z of X whose underlying topological space is the same
as that of X (Corollary 9.9). If X is reduced, then one has necessarily Z = X but for
non-reduced schemes we will define the stronger notion of a schematically dense open
subscheme U . For locally noetherian schemes, schematic density can be expressed in terms
of associated prime ideals.

The second part of this chapter deals with rational maps X 99K Y , i.e., morphisms to
Y that are only defined on some schematically dense open subscheme. This leads us to
the notion of birational equivalence of schemes X and Y which means that there exist
schematically dense open subschemes U ⊆ X and V ⊆ Y such that U ∼= V . For integral
schemes X and Y of finite type over a field k we will prove that X and Y are birationally
equivalent if and only if their functions fields are isomorphic.
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Diagonal of scheme morphisms and separated morphisms

(9.1) Diagonals, graphs, and equalizers in arbitrary categories.

Let C be a category where arbitrary fiber products exist. Let S be an object of C. Recall
that if X and T are S-objects, we write XS(T ) for the set of S-morphisms T → X.

Definition 9.1.
(1) Let u : X → S be an S-object. The morphism

(9.1.1) ∆X/S := ∆u := (idX , idX)S : X → X ×S X

is called the diagonal (morphism) of X over S.
(2) Let f : X → Y be a morphism of S-objects. The morphism

(9.1.2) Γf := (idX , f)S : X → X ×S Y

is called the graph (morphism) of f .
(3) Let f, g : X → Y be two S-morphisms. An S-object K together with an S-morphism

i : K → X is called equalizer (or difference kernel) of f and g if for all S-objects T
the map i(T ) yields a bijection

KS(T )
∼→ {x ∈ XS(T ) ; f(T )(x) = g(T )(x) }

We denote the equalizer of f and g by Eq(f, g)S or simply Eq(f, g) and call the
morphism i : Eq(f, g)→ X the canonical morphism.

Thus the equalizer of f and g represents the contravariant functor which sends an
S-object T to the set {x ∈ XS(T ) ; f(T )(x) = g(T )(x) }. We will see in Proposition 9.3
that the equalizer can be described as a fiber product, in particular it always exists in C.
For all S-objects T the canonical morphism Eq(f, g)→ X is injective on T -valued points,
in other words, it is a monomorphism in the category of S-objects.

Example 9.2. If C is the category of sets, the diagonal of an S-object u : X → S and
graph of an S-map f : X → Y to an S-object v : Y → S are given by the usual diagonal
and graph

∆u : X → X ×S X = { (x, x′) ∈ X ×X ; u(x) = u(x′) }, x 7→ (x, x);

Γf : X → X ×S Y = { (x, y) ∈ X × Y ; u(x) = v(y) }, x 7→ (x, f(x)).

If g : X → Y is a second S-morphism, we have

Eq(f, g) = {x ∈ X ; f(x) = g(x) }.

If p : X ×S Y → X is the first projection, we have p ◦ Γf = idX . In particular Γf and
∆X/S = ΓidX are monomorphisms. Diagonal, graph, and equalizer are related as follows.

Proposition 9.3. Let u : X → S, v : Y → S be S-objects, let p : X ×S Y → X and
q : X ×S Y → Y be the projections, and f, g : X → Y two S-morphisms.
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(1)

(9.1.3) ∆X/S = ΓidX , Γf = (can: Eq( X ×S Y
q //
f◦p

// Y )→ X ×S Y ).

(2) All rectangles of the following diagram are cartesian.

(9.1.4)

Eq(f, g)
can //

can

��
�

X
f //

Γf

��
�

Y

∆Y/S

��
X

Γg

// X ×S Y
f×S idY

// Y ×S Y.

(3) Let s : S → X be a section of u (i.e., u ◦ s = idS). The following diagram is cartesian.

(9.1.5)

S

�

s //

s

��

X

Γs◦u
��

X
∆X/S

// X ×S X.

Proof. Using the Yoneda lemma it suffices to treat the case that C is the category
of sets (Remark 4.15), where the claims follow from the explicit description given in
Example 9.2.

(9.2) Diagonal, graph, and equalizers for morphisms of schemes.

In the category of schemes arbitrary fiber products exist (Theorem 4.18). Therefore
diagonal, graph, and equalizer exist. For affine schemes diagonal and graph are described
as follows.

Proposition 9.4. Let S = SpecR be an affine scheme, let X = SpecB → S and
Y = SpecA→ S be affine S-schemes and let f : X → Y be an S-morphism corresponding
to an R-algebra morphism ϕ : A → B. Then the diagonal morphism ∆X/S and graph
morphism Γf correspond to the following surjective ring homomorphisms.

∆B/R : B ⊗R B → B, b⊗ b′ 7→ bb′,

Γϕ : A⊗R B → B, a⊗ b 7→ ϕ(a)b.

In particular ∆X/S and Γf are closed immersions.

In general, ∆X/S and Γf are still immersions but not necessarily closed. To show this
we first remark that if S is a scheme, X an S-scheme and Z,Z ′ ⊆ X are subschemes,
we may consider Z ×S Z ′ as a subscheme of X ×S X (immersions are stable under base
change and composition) and we have an equality of subschemes of X,

(9.2.1) Z ∩ Z ′ = ∆−1
X/S(Z ×S Z ′).

Proposition 9.5. Let S be a scheme, let X and Y be S-schemes, and let f, g : X → Y
be morphisms of S-schemes. Then ∆X/S, Γf , and the canonical morphism Eq(f, g)→ X
are immersions.
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Proof. As being an immersion is stable under base change, the cartesian diagram (9.1.4)
shows that it suffices to prove that ∆X/S is an immersion. As the question is local on
the target, we may assume that S is affine. If X =

⋃
i∈I Ui is an open covering, the open

subschemes Ui×S Ui form an open covering of ∆X/S(X). Thus by (9.2.1) we may assume
that X is also affine. But in this case we have already seen that ∆X/S is an immersion.

Therefore ∆X/S yields an isomorphism of X onto a subscheme of X ×S X which we
call the diagonal of X ×S X. Similarly, we call the subscheme of X ×S Y attached to the
immersion Γf the graph of f . Finally, we will usually consider Eq(f, g) as a subscheme of
X.

Remark 9.6.
(1) A subscheme Γ of X ×S Y is the graph of an S-morphism f : X → Y if and only if

the restriction of the first projection p : X ×S Y → X to Γ is an isomorphism (in this
case f = q ◦ (p|Γ)−1, where q is the second projection).

(2) Let p, q : X ×S X → X be the projections, and ∆ ⊆ X ×S X the diagonal. Then we
have an inclusion of sets ∆ ⊆ { z ∈ X ×S X ; p(z) = q(z) } but this inclusion is in
general not an equality (Exercise 9.4).

(9.3) Separated morphisms and separated schemes.

In analogy of the notion of a Hausdorff space we define now the notion of a separated
morphism.

Definition and Proposition 9.7. A morphism of schemes v : Y → S is called separated
if the following equivalent conditions are satisfied.
(i) The diagonal morphism ∆Y/S is a closed immersion.
(ii) For every S-scheme X and for any two S-morphisms f, g : X → Y the equalizer

Eq(f, g) ⊆ X is a closed subscheme of X.
(iii) For every S-scheme X and for any S-morphism f : X → Y its graph Γf is a closed

immersion.
In this case we also say that Y is separated over S. A scheme Y is called separated if it
is separated over Z.

Proof. The equivalence of (i), (ii), and (iii) follows from Proposition 9.3 and the fact that
being a closed immersion is stable under base change.

Remark 9.8. Proposition 9.4 shows that every morphism between affine schemes is
separated. In particular every affine scheme is separated.

Corollary 9.9. Let S be a scheme, X and Y two S-schemes. Assume that Y is separated
over S. Let U ⊆ X be an open dense subscheme, and f, g : X → Y two S-morphisms such
that f |U = g|U . Then we have f |Xred

= g|Xred
.

Proof. By hypothesis, U is majorized by Eq(f, g) (Definition 3.46). As Y is separated over
S, Eq(f, g) is a closed subscheme of X. As U is dense in X, the underlying topological
space of Eq(f, g) has to be X. This implies Xred ⊆ Eq(f, g).
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Example 9.10. Let U be a scheme and let V ⊆ U be an open subscheme. Let X be the
scheme obtained from gluing two copies of U along V (Example 3.13). Assume that V is
not closed in U (e.g., if X is the affine line with a double point in loc. cit.). We claim
that X is not separated. Indeed, let j, j′ : U → X be the open immersions whose images
are the two copies of U . Then Eq(j, j′) = V and therefore X cannot be separated.

Remark 9.11. Let P be a property of morphisms of schemes that is stable under
composition and stable under base change. Moreover, we assume that every immersion
(resp. closed immersion) possesses P.
(1) Then for every commutative diagram of schemes

X
f //

u
��

Y

v
��

S,

where u possesses P (resp. where u possesses P and v is separated), f also possesses
P. Indeed, f can be written as the composition

X
Γf−→ X ×S Y

q−→ Y,

where q = u(Y ) is the second projection.
(2) If f : X → Y is a morphism that possesses P, then fred possesses P.

Indeed, let iX : Xred → X and iY : Yred → Y be the canonical closed immersions.
As f possesses P, f ◦ iX = iY ◦ fred possesses P. Therefore fred possesses P by (1).

Example 9.12. The Remark 9.11 can be applied to P being the property to be a (closed)
immersion. Thus we see that if a composition g ◦ f is an immersion (resp. is a closed
immersion and g is separated), then f is an immersion (resp. a closed immersion).

In particular, if g : X → S is a morphism (resp. a separated morphism), any section
of g (i.e., any morphism i : S → X with g ◦ i = idS) is an immersion (resp. a closed
immersion).

Proposition 9.13.
(1) Every monomorphism of schemes (and in particular every immersion) is separated.
(2) The property of being separated is stable under composition, stable under base change,

and local on the target.
(3) If the composition X → Y → Z of two morphisms is separated, X → Y is separated.
(4) A morphism f : X → Y is separated if and only if fred : Xred → Yred is separated.

Proof. (1). If f is a monomorphism (i.e., injective on T -valued points for all schemes T ),
∆f is an isomorphism (i.e., bijective on T -valued points for all T ). In particular, ∆f is a
closed immersion.

(2). Let f : X → Y and g : Y → Z be two separated morphisms of schemes, p, q : X×Y
X → X the two projections. The following diagram is commutative and the square on
the right hand side is cartesian (easily checked in the category of sets)

(9.3.1)

X
∆f //

∆g◦f ##

X ×Y X
f◦p=f◦q //

(p,q)Z

��
�

Y

∆g

��
X ×Z X

f×f
// Y ×Z Y.
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As ∆g is a closed immersion, (p, q)Z is a closed immersion and therefore its composition
∆g◦f with the closed immersion ∆f is a closed immersion. This shows that g ◦ f is
separated.

If f : X → S is a separated morphism and S′ → S a morphism, we have

(∆f )(S′) = ∆f(S′) : X ×S S′ → (X ×S S′)×S′ (X ×S S′) = (X ×S X)×S S′.

As ∆f is a closed immersion, ∆f(S′) is a closed immersion. This shows that being separated
is stable under base change. Finally, being separated is local on the target, as follows now
easily from the fact that the same is true for closed immersions.

(3). Assertion (3) follows via Remark 9.11 from (1) and (2).
(4). Let f : X → S be a morphism and let i : Xred → X be the canonical immersion.

Then i is a surjective immersion and thus a universal homeomorphism. Identifying
Xred ×Sred

Xred with Xred ×S Xred we have ∆f ◦ i = (i×S i) ◦∆fred
. Therefore ∆f is a

closed immersion if and only if ∆fred
is a closed immersion.

Example 9.14. Let S be a scheme. As AnZ is an affine scheme and therefore separated
(over Z), the affine space AnS = AnZ ×Z S is separated over S (being separated is stable
under base change). More generally, every subscheme of AnS is separated over S.

Proposition 9.15. Let S = SpecR be an affine scheme and let X be an S-scheme. Then
the following assertions are equivalent.
(i) X is separated.
(ii) For every two open affine sets U, V ⊆ X the intersection U ∩ V is affine and

ρU,V : Γ(U,OX)⊗R Γ(V,OX)→ Γ(U ∩ V,OX), (s, t) 7→ s|U∩V · t|U∩V

is surjective.
(iii) There exists an open affine covering X =

⋃
i Ui such that Ui ∩ Uj is affine and

ρUi,Uj : Γ(Ui,OX)⊗R Γ(Uj ,OX)→ Γ(Ui ∩ Uj ,OX) is surjective for all i, j.

Proof. For all open subschemes U, V ⊆ X we have ∆−1
X/S(U ×S V ) = U ∩ V by (9.2.1).

As being a closed immersion is local on the target, ∆X/S is a closed immersion if and
only if its restriction U ∩ V → U ×S V is a closed immersions for all pairs (U, V ) of open
subschemes or, equivalently, for all pairs (Ui, Uj) for i, j ∈ I if X =

⋃
Ui is an open

covering (note that X ×S X =
⋃
i,j Ui ×S Uj by Corollary 4.19).

But if U = SpecA and V = SpecB are affine, U ×S V = Spec(A⊗RB) is affine as well.
Thus the restriction of ∆X/S to a morphism U ∩V → U ×S V is a closed immersion if and
only if U ∩ V is affine and the induced homomorphism is surjective (Theorem 3.42).

(9.4) Examples of separated schemes.

Example 9.16. (Projective spaces and the Grassmannian) Let S be a scheme and let E
be a finite locally free OS-module. Then P(E ) is separated over S and in particular PnS is
separated over S for all integers n ≥ 0. Indeed, the question is local on S and we may
assume that S = SpecR is affine and that E is a finite free OS-module. Thus we have
P(E ) ∼= PnR for some n. Let PnR =

⋃n
i=0 Ui be the standard open affine covering. Then

the explicit description in Section (3.6) shows that condition (iii) of Proposition 9.15 is
satisfied for this covering.
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More generally, let e ≥ 0 be an integer and let E be a quasi-coherent OS-module of
finite type. Then the Grassmannian Grasse(E ) is separated. Indeed, we may assume
that S = SpecR is affine. Then E = M̃ , where M is a finitely generated R-module. Let
u : Rn �M be a surjection of R-modules for some n ≥ 0. By Proposition 8.17, u yields a
closed immersion

Grasse(E ) ↪→ Grasse((Rn)∼) = Grassn−e,n⊗ZR.

As immersions are separated, it suffices to show that Grassn−e,n is a separated scheme.

The Plücker embedding $ : Grassn−e,n → P(ne)−1 is a closed immersion (Section (8.10)).

As P(ne)−1 is separated, Grassn−e,n is separated.
In fact, it can be shown that Grasse(E ) is separated over S for every quasi-coherent

OS-module E ( [EGAInew] (9.7.7)).

Example 9.17. (Varieties) Let k be an algebraically closed field and let X be a prevariety
over k (which we view as an integral k-scheme of finite type via Theorem 3.37). We call
X a variety if X is separated over k. As affine schemes are separated, a prevariety that is
affine is a variety. Moreover, Example 9.16 shows that Pn(k) is a variety. As subschemes
of separated schemes are separated (Proposition 9.13) we see that any prevariety that
is quasi-projective is indeed a variety. That explains why we did not speak of affine (or
quasi-projective, or projective) prevarieties.

Rational maps and function fields

Sometimes it is useful to consider, instead of morphisms, “morphisms” which are not
everywhere defined but only on an open dense set. As an example from complex geometry,
meromorphic functions on a complex manifold X are defined only on the open dense
subset that is the complement of their poles. Below we discuss this concept in the setting
of algebraic geometry. We start by discussing the scheme-theoretic version of the notion
“open and dense”.

(9.5) Schematically dense open subschemes.

If Y is a Hausdorff topological space, and f, g : X → Y are continuous maps of topological
spaces such that there exists a dense subset U ⊆ X with f |U = g|U , then we have f = g.
The naive generalization to schemes does not hold: If Y is separated over a scheme S, X is
an S-scheme, and f, g : X → Y are S-morphisms coinciding on an open dense subscheme
U we saw in Corollary 9.9 that f |Xred

= g|Xred
. But in general we do not have f = g

(Exercise 9.10). The reason is that X is not necessarily the only closed subscheme Z of X
such that Z majorizes U . Therefore we make the following definition.

Definition 9.18. Let X be a scheme. An open subscheme U of X is called schematically
dense in X if for every open subscheme V of X the only closed subscheme of V that
majorizes U ∩ V is V itself.

An open immersion j : Y → X is called schematically dominant if the open subscheme
j(Y ) is schematically dense in X.

Then we indeed have:
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Proposition 9.19. Let S be a scheme, let X be an S-scheme, and let j : U ↪→ X be an
open subscheme of X. Then the following assertions are equivalent.
(i) U is schematically dense in X.
(ii) The homomorphism j[ : OX → j∗OU is injective.
(iii) For every open subscheme V of X, for every separated S-scheme Y , and for any two

S-morphisms f, g : V → Y such that f |U∩V = g|U∩V we have f = g.

Proof. “(ii) ⇒ (i)”. Let i : Z ↪→ V be a closed subscheme of an open subscheme V
defined by the quasi-coherent ideal J ⊆ OV . Assume that Z majorizes U ∩ V . As j[|V
is injective, i[ : OV → i∗(OZ) = OV /J is injective. This implies J = 0.

“(i) ⇒ (iii)”. Eq(f, g) is a closed subscheme majorizing U ∩ V .
“(iii) ⇒ (ii)”. Let V ⊆ X be an open subset. We have to show that the restriction

ρ : Γ(V,OX)→ Γ(V ∩ U,OX) is injective. This follows by applying (iii) to Y = A1
S and

using that HomS(W,A1
S) = Γ(W,OX) (4.12.2) for every open subscheme W of X.

Remark 9.20.
(1) Corollary 9.9 shows that if X is reduced and U is an open dense subscheme of X,

then U is schematically dense in X. On the other hand, a schematically dense open
subscheme U ⊆ X does not have to be dense in general; see [St] 01RC for an example.
This is true, however, if the open immersion U ↪→ X is “quasi-compact”, e.g., if X is
locally noetherian (cf. Definition 10.1, Proposition 10.30, Remark 10.31).

(2) If U and U ′ are schematically dense open subschemes of a scheme X, their intersection
U ∩ U ′ is again a schematically dense open in X.

(3) If U is schematically dense in X and W is schematically dense in U , W is schematically
dense in X.

(4) If X =
⋃
j Vj is an open covering, an open subset U of X is schematically dense in X

if and only if U ∩ Vj is schematically dense in Vj for all j.

For locally noetherian schemes X, we can express whether an open U ⊆ X is schemati-
cally dense in X in terms of associated points. Recall from Section (B.11) that if A is a
ring, a prime ideal p of A is called associated if there exists an element a ∈ A such that
p = Ann(a) = { b ∈ A ; ba = 0 }. The set of associated prime ideals of A is denoted by
AssA.

Definition 9.21. If X is a locally noetherian scheme, we call a point x ∈ X associated
if mx is an associated prime ideal of OX,x. The set of associated points of X is denoted
by Ass(X).

It follows from Equation (B.11.1) that if X = SpecA is an affine scheme, we have
Ass(X) = Ass(A). Every maximal point of X is an associated point. The closure {x} of an
associated point x is called an associated component . It is called an embedded component
if x is not a maximal point. If all associated points are maximal points, we say that X
has no embedded components.

The connection between associated points and schematically dense subsets is given by
the following proposition.

Proposition 9.22. Let X be a locally noetherian scheme and let U ⊆ X be an open
subset. Then U is schematically dense in X if and only if U contains Ass(X).

https://stacks.math.columbia.edu/tag/01RC
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Proof. By definition we have Ass(V ) = Ass(X) ∩ V for every open subscheme V of
X. Moreover, the property of being schematically dense may be checked locally (Re-
mark 9.20 (4)). Therefore it suffices to prove the following more precise lemma.

Lemma 9.23. Let A be a noetherian ring, let U ⊆ X = SpecA be an open subset,
and let a ⊆ A be any ideal such that U = X \ V (a). Then the following assertions are
equivalent.
(i) U is schematically dense in X.
(ii) U contains a principal open subset D(t), where t ∈ A is not a zero divisor.
(iii) a contains an element t ∈ A that is not a zero divisor.
(iv) Ann(a) := { s ∈ A ; sa = 0 } is zero.
(v) U contains Ass(A).

Proof. Clearly (ii) and (iii) are equivalent.
“(ii) ⇒ (i)”. It suffices to show that D(t) is schematically dense in X. Let V ⊆ X be

open and let s ∈ Γ(V,OX) be such that s|V ∩D(t) = 0. Then for every open affine subset
W ⊆ V there exists an n ≥ 1 such that tns|W = 0 (Theorem 7.22). As t|W is not a zero
divisor, we see that s|W = 0 for all W and hence s = 0.

“(i) ⇒ (iv)”. Let s ∈ Ann(a) and x ∈ U . As px /∈ V (a), there exists an a ∈ a \ px.
Then ax ∈ O×X,x and sa = 0. This shows that sx = 0 for all x ∈ U and hence s|U = 0. As
U is schematically dense, this implies s = 0.

“(iv) ⇒ (v)”. If we had Ass(A)∩ V (a) 6= ∅, we would find p ∈ Ass(A) with p ⊇ a. But
p = Ann(s) for some 0 6= s ∈ A and hence we get s ∈ Ann(a).

“(v) ⇒ (iii)”. Assume that all elements of a are zero divisors. As A is noetherian, a
would be contained in the finite union of all associated prime ideals (Proposition B.59)
and hence in one of them (Proposition B.2 (2)). This contradicts V (a) ∩Ass(A) = ∅.

Remark 9.24. The proof shows that the implications “(iii) ⇔ (ii) ⇒ (i) ⇒ (iv) ⇒ (v)”
hold also for non-noetherian rings.

Remark 9.25. For schemes flat over a base scheme (Definition 7.38; flat morphism will be
studied in detail in Chapter 14), schematic density can be checked on fibers (see [EGAIV]
(11.10.9)): Let S be a scheme, let X be a locally noetherian S-scheme which is flat over S,
and let U ⊆ X be an open subscheme. Then the following assertions are equivalent.
(i) For all s ∈ S the fiber Us is a schematically dense open subscheme of the fiber Xs.
(ii) For every morphism g : S′ → S the open scheme U ×S S′ of X ×S S′ is schematically

dense.
The hypothesis that X is locally noetherian can be replaced by the hypothesis that X is
locally of finite presentation over S in the sense of Definition 10.33 below (see [EGAIV]
(11.10.10)).

(9.6) Rational maps and rational functions.

Let X and Y be schemes. Let R(X,Y ) be the set of pairs (U, f̃) where U ⊆ X is an
open and schematically dense subscheme of X (Definition 9.18) and where f̃ : U → Y
is a morphism of schemes. We call (U, f̃), (V, g̃) ∈ R(X,Y ) equivalent if there exists a
schematically dense open subset W ⊆ U ∩ V such that f̃ |W = g̃|W . Clearly this is an
equivalence relation on R(X,Y ).
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Definition 9.26. An equivalence class in R(X,Y ) is called a rational map from X to Y .

Note that we deviate here from the terminology used in EGA: What we call a rational
map is called a strict rational map or pseudo-morphism in [EGAIV] 20.2. In the definition
of rational map in [EGAInew] 8.1 the property of being open and schematically dense
that we use in the definition of R(X,Y ) is replaced by open and dense.

We denote a rational map f from X to Y by f : X 99K Y . If X and Y are schemes
over a scheme S, we say that a rational map f from X to Y is a rational S-map if there
exists a representative in f which is an S-morphism. If S is a separated scheme, it is not
difficult to see that for every representative (U, f̃) of a rational S-map f the morphism
f̃ is an S-morphism (Exercise 9.17). The set of all rational S-maps X 99K Y is denoted
by RatS(X,Y ). The equivalence class of an S-morphism f : X → Y is a rational S-map.
Therefore we obtain a map HomS(X,Y )→ RatS(X,Y ). Proposition 9.19 shows that this
map is injective, if Y is separated over S.

Let W be an open subscheme of an S-scheme X and let f be a rational S-map from
X to Y . We choose a representative (U, f̃) of f . Then U ∩W is open and schematically
dense in W and we denote by f |W the rational equivalence class of (U ∩W, f̃ |U∩W ). Then

f |W is a rational S-map W 99K Y which does not depend on our choice of (U, f̃) and
which is called the restriction of f to W .

For a rational S-map f : X 99K Y let dom(f) = domS(f) be the set of points of x ∈ X
such that there exists a representative (U, f̃) of f such that f̃ is an S-morphism and such
that x ∈ U . We call dom(f) the domain of definition of f . Clearly, dom(f) is an open
schematically dense subset of X. Often rational S-maps f : X 99K Y are the same as
S-morphisms dom(f)→ Y :

Proposition 9.27. Let S be a scheme, X and Y two S-schemes. Assume that Y is
separated over S. Let f : X 99K Y be a rational S-map. Then there exists a unique S-
morphism f0 : dom(f)→ Y in the class f . It is the unique representative of f that cannot
be extended to a larger schematically dense open subscheme.

Proof. As morphisms can be glued together (Proposition 3.5), it suffices to show that if
(U, f̃) and (U ′, f̃ ′) are representatives of f , then we have f̃ |U∩U ′ = f̃ ′|U∩U ′ . This follows
from Proposition 9.19.

We will now define rational functions on an S-scheme X. Recall (4.12.2) that we have
Γ(X,OX) = HomS(X,A1

S). This leads us to the following definition.

Definition 9.28. Let X be an S-scheme. A rational S-function is a rational S-map
X 99K A1

S.

We denote the set of rational S-functions by R(X). As explained above we may consider
R(X) also as the set of equivalence classes of pairs (U, s̃), where U is an open schematically
dense subset of X and s̃ ∈ Γ(U,OX) is a function on U . In other words, we have

(9.6.1) R(X) = lim
−→
U

Γ(U,OX),

where U runs through the directed set of open schematically dense subschemes of X.

Remark 9.29. If X is integral, an open set U is schematically dense in X if and only if
it is non-empty, i.e., if and only if it is an open neighborhood of the generic point η of X.
Therefore we have in this case
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R(X) = OX,η = K(X).

Example 9.30. Let k be an algebraically closed field. We view the closed points of P1
k

as the lines in k2 containing the origin, where we, a little unusually, identify the point
(λ : µ) with the line given by the equation λx = µy. Let X̃ be the “incidence scheme” of
pairs (p, `), where ` ⊆ k2 is a line containing p (and the origin), i.e.,

X̃(k) = {((x, y), (λ : µ)) ∈ A2(k)× P1(k); µx = λy}.

For p ∈ A2(k) \ {(0, 0)}, there is a unique line through the origin containing p, and in
this way we obtain a morphism given on k-valued points by

A2
k \ {(0, 0)} → X̃(k), (x, y)→ ((x, y), (x : y)) .

This gives us a rational map A2
k 99K X̃. It is checked easily that the domain of definition

of this map is A2
k \ {(0, 0)}. Geometrically, the reason is that there is no natural choice of

a line through the origin in k2. This phenomenon of indeterminacy is the most important
obstacle to extending rational maps. Compare Section (13.18).

(9.7) Birational equivalence.

Let X and Y be S-schemes.

Definition 9.31. A rational S-map f : X 99K Y is called birational if there exists a
representative (U, f̃) of f such that f̃ induces an S-isomorphism from U onto an open
schematically dense subscheme V of Y .

We say that X and Y are birationally equivalent if there exists a birational S-map
X 99K Y .

A morphism f : X → Y of S-schemes is called birational if its rational equivalence class
is birational. In other words, if f induces an isomorphism of an open schematically dense
subscheme U of X onto an open schematically dense V of Y .

If X and Y are integral, then a birational morphism induces an isomorphism of function
fields K(Y )

∼→ K(X). In Proposition 10.52 we will see that the converse holds if X and
Y are “locally of finite presentation over S”, see Definition 10.33. For schemes of finite
type over a field we will show in Proposition 9.35 a more precise result.

If X is an integral S-scheme with generic point η, every non-empty open set is schemati-
cally dense and contains η, so composition with the canonical morphism SpecK(X)→ X
yields a well-defined map

(9.7.1) ρ : RatS(X,Y )→ HomS(SpecK(X), Y ).

If f : X 99K Y is a rational S-map and (U, f̃) is a representative, the point f̃(η) ∈ Y is
independent of the choice of the representative and we set f(η) := f̃(η). The description
of K(X)-valued points of Y in Proposition 3.8 shows that for each fixed point y ∈ Y the
map ρ induces a map

(9.7.2) ρy : { f ∈ RatS(X,Y ) ; f(η) = y } → HomS(SpecK(X), Specκ(y)).

The case that Y is integral and y = ϑ is the generic point is particularly interesting. In
this case we have:
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Lemma 9.32. Let X and Y be integral S-schemes with generic points η and ϑ, respectively.
Let f : X 99K Y be a rational S-map. Then the following assertions are equivalent.
(i) There exists a representative (U, f̃) of f such that f̃(U) is dense in Y .
(ii) f(η) = ϑ.

Proof. Clearly (ii) implies (i). Conversely, let (U, f̃) be a representative of f such that
f̃(U) is dense in Y . If V is an arbitrary non-empty open subset of Y , V ∩ f̃(U) 6= ∅ and
thus f̃−1(V ) is a non-empty open subset of X and therefore contains η. This implies
η ∈

⋂
V f̃
−1(V ) = f̃−1(ϑ).

For arbitrary S-schemes X and Y , we call a rational S-map f : X 99K Y dominant if f
satisfies condition (i) of Lemma 9.32.

In Proposition 10.52 we will see that the map (9.7.1) (and thus (9.7.2) as well) is
a bijection if Y → S satisfies a certain finiteness condition (namely to be locally of
finite presentation, Definition 10.33). This finiteness condition is in particular satisfied if
S = Spec k for a field k and Y is locally of finite type over k. For now we restrict ourselves
to the following result that follows from Lemma 6.17.

Lemma 9.33. Let k be a field, let X and Y be integral k-schemes of finite type. Then
the map

{ f ∈ Ratk(X,Y ) ; f dominant } → Homk(SpecK(X), SpecK(Y ))

= Homk(K(Y ),K(X))

is bijective.

In particular, a rational map f : X 99K Y between integral k-schemes of finite type is
birational if and only if f induces an isomorphism on function fields K(Y )→ K(X). This
implies that integral schemes of finite type over k are up to birational equivalence already
determined by their function fields.

Remark 9.34. Let f : X 99K Y and g : Y 99K Z be dominant rational k-maps of integral
k-schemes of finite type. Their composition g ◦ f is defined as follows. Let (U, f̃) and
(V, g̃) be representatives of f and g, respectively. The inverse image f̃−1(V ) is open
and dense because it contains the generic point of X by Lemma 9.32. Replacing U by
U ′ := U ∩ f̃−1(V ) and f̃ by f̃ ′ := f̃ |U ′ , which also represent f , we define g ◦ f as the class

of g̃ ◦ f̃ ′. It is easy to check that g ◦ f does not depend on the choice of (U, f̃) and (V, g̃).
This composition makes integral k-schemes of finite type together with dominant rational
k-maps into a category.

Proposition 9.35. Attaching to an integral k-scheme X its function field K(X) induces
an equivalence between the following two categories.
(1) The category whose objects are integral k-schemes of finite type over k and whose

morphisms are dominant rational k-maps f : X 99K Y .
(2) The category of finitely generated field extensions of k

Proof. By Lemma 9.33 the functor is fully faithful. It remains to show that it is essentially
surjective. Let K be a field extension of k generated by t1, . . . , tn ∈ K and let A be the
sub-k-algebra of K generated by t1, . . . , tn. Then X := SpecA is an integral k-scheme of
finite type such that K(X) = K.
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In particular we see that two integral k-schemes of finite type are birationally equivalent
if and only if their function fields are isomorphic extensions of k.

Remark 9.36. Let X be an integral k-scheme of finite type of dimension d. Assume that
k is perfect (or, more generally, that X is geometrically reduced). Then Proposition 6.18
shows that X is birationally equivalent to a hypersurface in Ad+1

k (or in Pd+1
k ).

Projective integral k-schemes X of finite type that are birational to projective space
Pdk itself are called rational . We will see in Section (15.7) that if X is normal and of
dimension 1, then X is rational if and only if X ∼= P1

k. For schemes of higher dimension
this does not hold (Exercise 9.18).

Exercises

Exercise 9.1♦. Let C be a category where arbitrary fiber products exist.
(a) Show that a morphism f : X → S is a monomorphism if and only if ∆f is an

isomorphism.
(b) Show that if f : X → S is a monomorphism and S′ → S is a morphism, f(S′) is a

monomorphism.

Exercise 9.2. Let S be a scheme, let X and Y be S-schemes and let p and q be the
projections of X×S Y . Let u : S → T a morphism. Show that (p, q)T : X×S Y → X×T Y
is an immersion. Show that it is a closed immersion (resp. an isomorphism) if u is separated
(resp. if u is an monomorphism).

Exercise 9.3. Let S be a scheme, let f : X → Y be a morphism of S-schemes, let X ′ be
a subscheme of X, let Y ′ be a subscheme of Y and consider X ′ ×S Y ′ as a subscheme of
X ×S Y . Show the equality Γ−1

f (X ′ ×S Y ′) = X ′ ∩ f−1(Y ′) of subschemes of X.

Exercise 9.4. Let S be a scheme, let X be an S-scheme, let ∆ ⊆ X×SX be the diagonal,
and let Z be the subset { z ∈ X ×S X ; p(z) = q(z) }, where p, q : X ×S X → X are
the projections. Show that ∆ ⊆ Z (as sets). Now let S = Spec k, where k is a field, let
X = SpecK, where K is a field extension of k. Show that ∆ = Z if and only if k → K is
purely inseparable.

Exercise 9.5. Let f : X → Y and g : Y → Z be scheme morphisms such that f is
surjective and universally closed and such that g ◦f is separated. Show that g is separated.

Exercise 9.6. Show that a monomorphism f : X → S of schemes is separated, purely
inseparable and for x ∈ X the induced homomorphism κ(f(x))→ κ(x) is an isomorphism.

Exercise 9.7. Let S be a scheme and let f, g : X → Y be morphism of S-schemes.
Show that x ∈ X lies in the subscheme Eq(f, g) if and only if f(x) = g(x) and the
homomorphisms κ(f(x)) = κ(g(x)) ↪→ κ(x) induced by f and g coincide.

Exercise 9.8♦. Let S be a scheme, and let X and Y be S-schemes. Assume that Y is
separated over S and that X is integral with generic point η.
(a) Let f, g : X → Y be two S-morphisms such that f(η) = g(η) =: ϑ and that the

homomorphisms κ(ϑ) ↪→ κ(η) induced by f and g coincide. Show that f = g.
Hint : Exercise 9.7.
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(b) Let S = X be integral with generic point η. Show that two sections s, t : S → Y of
Y → S are equal if and only if s(η) = t(η).

Exercise 9.9. Let f : X → Y be a morphism of schemes. Show that the following
assertions are equivalent.
(i) f is purely inseparable.
(ii) For every field K the induced map f(K) : X(K)→ Y (K) is injective.
(iii) For every field K there exists an algebraically closed extension K ′ of K such that

the induced map f(K ′) : X(K ′)→ Y (K ′) is injective.
(iv) The diagonal ∆f : X → X ×Y X is surjective.
Deduce that every purely inseparable morphism is separated and that the property “purely
inseparable” is stable under composition, stable under base change and local on the target.

Exercise 9.10♦. Let k be a field, A := k[X,Y ]/(XY, Y 2). Define two k-algebra ho-
momorphisms ϕi : k[T ]/(T 2) → A for i = 1, 2 by ϕ1(T ) = 0 and ϕ2(T ) = Y . Let
fi : SpecA→ Spec k[T ]/(T 2) be the associated morphisms of schemes. Show that there
exists an open dense subset U ⊆ SpecA such that f1|U = f2|U although f1 6= f2.
Determine Eq(f1, f2).

Exercise 9.11. Show that a morphism of schemes f : X → S is separated if and only if
for every S-scheme S′ every section of the base change f(S′) : X ×S S′ → S′ is a closed
immersion.

Exercise 9.12. Let f : X → Y be a morphism of schemes and assume that the family
of irreducible components of X is locally finite. Show that f is separated if and only if
f |Zred

is separated for every irreducible component Z of X.
Hint : Use Exercise 4.10 and Exercise 9.5.

Exercise 9.13. Let f : X → S be a morphism of schemes with S separated. Show that
for all affine open subschemes V ⊆ S and U ⊆ X the intersection U ∩ f−1(V ) is affine.
Hint : Consider X and S as schemes over Z and use Exercise 9.3.

Exercise 9.14. Let k be a field. Describe the schematically dense open subschemes of
SpecA for the following rings A:
(a) A = k[T, U ]/(T 2),
(b) A = k[T, U ]/(T 2, TU),
(c) A = B ⊕ κ(p), where B is a reduced noetherian ring, p is a prime ideal of B and the

multiplication on A is given by (b, x)(b′, x′) = (bb′, bx′ + b′x).

Exercise 9.15. Describe all associated components of the scheme Y defined in Exer-
cise 3.23.

Exercise 9.16. Let X be a locally noetherian scheme. Prove that X is reduced if and
only if X is generically reduced (i.e., OX,x is reduced for all maximal points x of X) and
X has no embedded components.

Exercise 9.17. Let S be a separated scheme and let X and Y be S-schemes. Show that
for every representative (U, f̃) of a rational S-map f : X 99K Y the morphism f̃ is an
S-morphism.

Exercise 9.18. Let k be a field and n,m ≥ 1 be integers. Show that Pnk×kPmk is birational
equivalent to Pn+m

k .
Remark : Pnk ×k Pmk is never isomorphic to Pn+m

k (see Example 11.46 or Exercise 10.41).



10 Finiteness Conditions
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– Finiteness conditions (noetherian case)

– Finiteness conditions in the non-noetherian case

– Schemes over inductive limits of rings

– Constructible properties

In this chapter we generalize the notion and properties of “schemes locally of finite type
over a field” to arbitrary morphisms X → Y of schemes (Section (10.2)). Roughly speaking
that means that locally on X and Y the morphism corresponds to a ring homomorphism
A→ B that makes B into a finitely generated A-algebra, i.e. B ∼= A[T1, . . . , Tn]/a for an
ideal a ⊆ A[T1, . . . , Tn]. If Y is locally noetherian, A will be noetherian, and the ideal
a will be finitely generated by Hilbert’s basis theorem. Thus B will be given over A by
finitely many generators and finitely many relations. In this case many of the definitions
simplify considerably and we will therefore deal with this case first. One of the main results
will be Chevalley’s theorem that the image of a morphism of finite type of noetherian
schemes is constructible (i.e., a finite union of locally closed subspaces).

In the non-noetherian case the property of being defined by finitely many genera-
tors and by finitely many relations leads to the notion “locally of finite presentation”
(Section (10.9)). Moreover to exclude the pathology that intersections of quasi-compact
open subsets are not quasi-compact in general we also have to introduce the notion of
quasi-separatedness (which is automatic for locally noetherian schemes), see (10.7). In
fact, the properties “quasi-compact” and “quasi-separated” will occur so often together
in the sequel that we coin the non-standard abbreviation “qcqs”. Keeping this technical
difficulties in mind, the theory then runs along the same lines as in the noetherian case.
In particular we will prove a non-noetherian version of Chevalley’s theorem for a suitably
generalized notion of constructibility.

If R is a ring which is the filtered inductive limit of rings Rλ and if X is a scheme that
is defined by finitely many generators and relations over S = SpecR (more precisely, that
is “of finite presentation” over S), then X will already be defined over some Rλ. Moreover,
for most properties of the S-scheme X we can find a model of X over some Rλ that has
the same property. This technique will allow us to extend results from schemes over the
local ring at a point to some open neighborhood and to make reductions from arbitrary
field extensions to finite field extensions, from non-noetherian schemes to noetherian
schemes (or even schemes of finite type over Z), or from schemes over arbitrary fields to
schemes over finite fields.

In the last part we study the question about the constructibility of the locus, where a
certain property of the fibers of a morphism X → S is satisfied. We will prove results
only for a few examples and refer to Appendix E and the references there for a more
exhaustive list of results.

© Springer Fachmedien Wiesbaden GmbH, part of Springer Nature 2020
U. Görtz und T. Wedhorn, Algebraic Geometry I: Schemes, Springer Studium 
Mathematik – Master, https://doi.org/10.1007/978-3-658-30733-2_11
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Finiteness conditions (noetherian case)

(10.1) Quasi-compact morphisms.

We first introduce a relative notion of quasi-compactness.

Proposition and Definition 10.1. A morphism f : X → Y of schemes is called quasi-
compact, if the following equivalent conditions are satisfied:
(i) For every quasi-compact open subset V ⊆ Y the preimage f−1(V ) is quasi-compact.
(ii) There exists a covering Y =

⋃
i Vi by affine open subsets Vi such that for every i, the

inverse image f−1(Vi) is quasi-compact.

Proof. We only have to show that the second condition is sufficient. By assumption, for
every i the preimage f−1(Vi) is quasi-compact, so it is a finite union of affine schemes,
say f−1(Vi) =

⋃ni
j=1 Uij . For s ∈ Γ(Vi,OY ), denote its image in Γ(Uij ,OX) by tj . Then

f−1(DVi(s)) is the union of the DUij (tj), and in particular is quasi-compact, too. Now
if V ⊆ Y is an arbitrary quasi-compact open subset, we can cover it by finitely many
distinguished open subsets of the Vi, and it follows that f−1(V ) is quasi-compact.

Remark 10.2.
(1) If Y is an affine scheme, then a morphism f : X → Y is quasi-compact if and only

if X is quasi-compact. In particular X is quasi-compact if and only if the unique
morphism X → SpecZ is quasi-compact.

(2) Every closed immersion is quasi-compact.
(3) If X is noetherian, then every morphism f : X → Y is quasi-compact, because every

open subset of X is quasi-compact (Lemma 1.25).
(4) There exist quasi-compact schemes X, Y and a morphism X → Y which is not

quasi-compact (Exercise 10.13). In particular, in part (ii) of the proposition, it is
not sufficient to consider a covering by arbitrary quasi-compact open subsets Vi ⊆ Y
(although Proposition 10.3 below shows that this problem can arise only if Y is not
separated).

Proposition 10.3.
(1) The property “quasi-compact” of morphisms of schemes is stable under composition

and under base change, and is local on the target.
(2) Let f : X → Y and g : Y → Z be morphisms of schemes such that g is separated. If

g ◦ f is quasi-compact, then f is quasi-compact.

Proof. It is clear that the property of being quasi-compact is stable under composition
and local on the target. Let us check that it is stable under base change. So suppose that
f : X → Y is a quasi-compact morphism, and let g : Y ′ → Y be an arbitrary morphism
of schemes. Since quasi-compactness is local on the target, we may replace Y by an affine
open subset, and correspondingly replace X and Y ′ by its inverse images. So we may
assume that Y is affine and that X is quasi-compact, say X is the union of finitely many
affine open subsets Ui.

We have to check that for every open affine V ′ ⊆ Y ′ the inverse image in X ×Y Y ′ is
quasi-compact. This inverse image is homeomorphic to X ×Y V ′, and we can cover this
fiber product by the finitely many affine schemes Ui ×Y V ′, so it is indeed quasi-compact.
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Assertion (2) follows from (1) and Remark 9.11.

Remark 10.4. The conclusion in (2) also holds (with the same argument) if g is only
assumed to be quasi-separated (see Definition 10.22 below), in particular whenever Y
locally noetherian (Exercise 10.12).

(10.2) Morphisms (locally) of finite type.

We now generalize the notion of schemes (locally) of finite type over a field, as introduced
in Section (3.12), to more general base schemes.

Proposition and Definition 10.5. A morphism f : X → Y of schemes is called locally
of finite type, if the following equivalent conditions are satisfied:
(i) For every affine open subscheme V of Y and every affine open subscheme U of

f−1(V ), the Γ(V,OY )-algebra Γ(U,OX) is finitely generated.
(ii) There exist a covering Y =

⋃
i Vi by open affine subschemes Vi ∼= SpecAi, and for

each i a covering f−1(Vi) =
⋃
j Uij by open affine subschemes Uij ∼= SpecBij of X,

such that for all i, j the Ai-algebra Bij is finitely generated.
We also say that X is locally of finite type over Y , or that X is a Y -scheme locally of
finite type in this case.

Proof. Assume that condition (ii) is satisfied, and let V ⊆ Y and U ⊆ f−1(V ) be open
affine. For s ∈ Γ(Vi,OY ), we can cover f−1(DVi(s)) by principal open subsets of the Uij ,
and their affine coordinate rings will be of finite type over the localizations Ai,s. This
means that we may assume that V is the union of (finitely many) Vi. To simplify the
notation, we replace Y by V , and write Y = SpecA. Using Lemma 3.3 and replacing the
covering Y =

⋃
Vi by a finer covering, we reduce to the case that Vi = D(si) ⊆ Y , si ∈ A.

Replacing the Uij by principal open subsets, we may also assume that U is covered
by some of the Uij , so we can replace X by U . We write X = SpecB, and denote
by ϕ : A → B the ring homomorphism corresponding to f . Since Vi = D(si), we have
f−1(Vi) = DX(ϕ(si)), and using Lemma 3.32, we see that Γ(DX(ϕ(si)),OX) = Bϕ(si) is
a finitely generated Asi-algebra. We choose, for each i, finitely many elements bij ∈ B
whose images in Bϕ(si) generate Bϕ(si) as an Asi -algebra.

Let B′ ⊂ B be the sub-A-algebra generated by all the si and bij , and let b ∈ B. By
definition of B′, for each i there exists an N such that ϕ(si)

Nb ∈ B′. But there are only
finitely many i, so we find an N which works for all i simultaneously. Since the si generate
the unit ideal of A, so do the sNi , and the ϕ(si)

N generate the unit ideal of B. This
implies that b ∈ B′. So B = B′ is a finitely generated A-algebra.

Definition 10.6. A morphism f : X → Y is called of finite type, if f is locally of finite
type and quasi-compact.

As usual, the following standard properties are easy to check.

Proposition 10.7.
(1) Every immersion is locally of finite type. Every quasi-compact immersion i : Y → X

is of finite type. In particular i is of finite type whenever i is a closed immersion or
Y is noetherian.
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(2) The properties “locally of finite type” and “of finite type” of morphisms of schemes
are stable under composition and under base change, and local on the target. The
property “locally of finite type” is also local on the source.

(3) Let f : X → Y and g : Y → Z be morphisms of schemes. If g ◦ f is locally of finite
type (resp. of finite type and g is separated), then f is locally of finite type (resp. of
finite type).

In (3) it suffices to assume that g ◦ f is of finite type and g is quasi-separated (Defini-
tion 10.22) to conclude that f is of finite type.

The property “of finite type” cannot be checked on fibers. There exist morphisms
f : X → Y of affine schemes such that every fiber Xy is of finite type over κ(y) and such
that f is not of finite type (Exercise 10.9).

Example 10.8.
(1) Let R be a ring. Then AnR is clearly of finite type over R. Thus PnR (having a finite

covering of open subschemes isomorphic to AnR) is of finite type over R. This shows
that all closed subschemes of PnR and of AnR are of finite type over R. If R is noetherian,
any subscheme of PnR is of finite type over R.

(2) Let S be a scheme, let E be a quasi-coherent OS-module of finite type and let e ≥ 0
be an integer. Then Grasse(E ) is of finite type over S. Indeed, the question is local
on S and we may assume that S is affine. Then we can choose a surjection On

S � E
which yields a closed immersion Grasse(E ) ↪→ Grassn−e,n×ZS. Composing with the
Plücker embedding (Section (8.10)) we obtain a closed immersion of Grasse(E ) into
some PNR which shows the claim by (1). Alternatively we can use the covering by
affine spaces produced in the proof of the representability.

(3) Choosing e = 1 in (2) shows in particular that the projective bundle P(E ) is of finite
type over S if E is a quasi-coherent OS-module of finite type.

Proposition 10.9. Let f : X → Y be a morphism of schemes which is (locally) of finite
type. If Y is (locally) noetherian, then X is (locally) noetherian.

Proof. This statement reduces to the affine case by tracing through the definitions, and
then follows from Hilbert’s Basissatz (Proposition B.34).

(10.3) Quasi-coherence of direct images of quasi-coherent modules.

Proposition 10.10. Let f : X → Y be a quasi-compact, separated morphism, and let F
be a quasi-coherent OX -module. Then the direct image f∗F is a quasi-coherent OY -module.

Proof. We may assume that Y is affine, and hence that X is quasi-compact, so that X
is a finite union of open affine subschemes, say X =

⋃n
i=1Xi. Because f is separated,

all the intersections Xi ∩ Xj are also affine (Proposition 9.15). We write Fi = F|Xi ,
Fij = F|Xi∩Xj , and F ′i = (f|Xi)∗Fi, F ′ij = (f|Xi∩Xj )∗Fij . We know by Proposition 7.24
that the F ′i , F ′ij are quasi-coherent, so the finite products

G =
∏
i

F ′i , H =
∏
i,j

F ′ij

are quasi-coherent, as well (Corollary 7.19 (2)). Now for each open U ⊆ X, we have an
exact sequence
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0→ F (U)→
∏
i

F (U ∩Xi)→
∏
i,j

F (U ∩Xi ∩Xj),

and in particular, for V ⊆ Y open, we obtain an exact sequence

(10.3.1) 0→ (f∗F )(V )→
∏
i

F ′i (V )→
∏
i,j

F ′ij(V ),

because (f∗F )(V ) = F (f−1(V )), F ′i (V ) = F|Xi((f|Xi)
−1(V )) = F (f−1(V ) ∩Xi), and

similarly for F ′ij . Altogether, we get an exact sequence

(10.3.2) 0→ f∗F → G →H ,

which shows by Corollary 7.19 (1) that f∗F is quasi-coherent, as desired.

In Corollary 10.27 below we will show a more general version of the proposition which
will in particular show that for all noetherian schemes X and for all morphisms f : X → Y
the direct image of any quasi-coherent OX -module is quasi-coherent again.

(10.4) Noetherian Induction.

Recall the principle of noetherian induction: Let I be a partially ordered set such that
every non-empty subset J ⊆ I has a minimal element (equivalently, every descending
chain in I becomes stationary). Let P ⊆ I be a subset such that for all i ∈ I:

{ j ∈ I ; j < i } ⊆ P ⇒ i ∈ P.

Then P = I.
For instance, we can take I as the set of closed subsets of a noetherian topological

space ordered by inclusion. In fact, we have already applied this principle (implicitly)
when we proved that a noetherian topological space has only finitely many irreducible
components, see the proof of Lemma 1.25 (3). There is a refined version of this principle
for noetherian schemes:

Proposition 10.11. Let X be a noetherian scheme, and let P be a property of closed
subschemes of X. Assume that whenever Y ⊆ X is a closed subscheme such that all
proper closed subschemes of Y possess the property P, then Y has the property P. Then
every closed subscheme of X has the property P.

Proof. By the principle of noetherian induction it suffices to show that every descending
chain of closed subschemes of a noetherian scheme X becomes stationary. Since X is
quasi-compact, we can cover it by finitely many affine open subschemes, and we may hence
assume that X is itself affine. In the affine case, however, there is an inclusion-reversing
bijection between closed subschemes of X and ideals of the ring Γ(X,OX) which is
noetherian by Proposition 3.19. Our assertion is proved.

We will apply this principle in several places below, see for example the proof of
Chevalley’s theorem, Theorem 10.20.

(10.5) Constructible sets in noetherian schemes.

Let X be a noetherian topological space.
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Definition 10.12. A subset C ⊆ X is called constructible, if C is a finite union of
locally closed subsets of X.

The following proposition gives an elegant description of the set of all constructible
subsets.

Proposition 10.13. The set of constructible subsets of X is the smallest subset of the
power set of X which contains all open subsets, and is closed under taking complements
and under finite unions (and hence under finite intersections).

Proof. Clearly the smallest set with the properties stated above contains all constructible
sets. On the other hand, finite unions of constructible subsets are obviously constructible.
So it is enough to show that the complement of a constructible set is constructible again.
But if C =

⋃
i∈I Ui ∩ Zi is a finite union of locally closed subsets, Ui ⊆ X open, Zi ⊆ X

closed, then, denoting complements by −c,

Cc =
⋂
i

U ci ∪ Zci

is the union of all sets of the form
(⋂

i∈J U
c
i

)
∩
(⋂

i∈I\J Z
c
i

)
, J ⊆ I. All those sets are

locally closed, whence Cc is constructible.

Recall that a subset E of a topological space X is called nowhere dense, if the closure
of E has empty interior, or in other words, if the complement of the closure of E is dense
in X. If X is irreducible, then E ⊆ X is nowhere dense if and only if the closure of E is
6= X, or equivalently if X \ E contains a non-empty open subset of X.

Proposition 10.14. Let X be a noetherian topological space. A subset E ⊆ X is con-
structible if and only if for every closed irreducible subset Y ⊆ X, E ∩ Y contains a
non-empty open subset of Y or is nowhere dense in Y .

Proof. If E is constructible in X, then E ∩ Y is constructible in Y , so it is a finite union
of locally closed subsets of Y . If one of these locally closed subsets is dense, then it is
open in Y . If none is dense, then their union is not dense, and is hence nowhere dense,
because Y is irreducible.

To show the converse, we apply the principle of noetherian induction to the set of
closed subsets Y ⊆ X such that E ∩ Y is constructible (in Y , or equivalently in X). So
we may assume that for every proper closed subset Y ⊂ X, the intersection E ∩ Y is
constructible. If X is not irreducible, then let Xi be the irreducible components of X.
The Xi are closed in X, so by induction hypothesis the E ∩Xi are constructible, hence so
is their union E. Finally, let us assume that X is irreducible. Then either E is nowhere
dense in X, i. e. it is contained in a proper closed subset Y ⊂ X, and we are done by
again applying the induction hypothesis. Or E contains a non-empty open subset U of X.
Since E \ U = E ∩ (X \ U) is constructible, so is E = U ∪ (E \ U).

Remark 10.15. Let X be a noetherian scheme and let X0 be a very dense subset of X
(Definition 3.34). As intersecting with X0 yields a bijection of the set of open (resp. closed)
subsets of X with the set of open (resp. closed) subsets of X0, we also obtain a bijection

{constructible subsets of X} ↔ {constructible subsets of X0}, C 7→ C ∩X0.
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The most important special case for this situation is the case that X is a Jacobson scheme,
i.e., a scheme such that the set of closed points X0 in X is very dense. This is the case if
X is a scheme of finite type over a field (Proposition 3.35). More generally, this holds if X
is of finite type over a Jacobson ring A (Exercise 10.16 and Exercise 10.17), e.g., A = Z.

Lemma 10.16. Let X be a noetherian scheme, and let C be a constructible subset. Then
there exists an affine scheme X ′ and a morphism f : X ′ → X of finite type such that
f(X ′) = C.

Proof. We write C as a finite union of locally closed subsets in X. Assembling X ′ as a
suitable disjoint union, we may assume that C is itself locally closed, say C = U ∩Z with
U open, Z closed in X. Similarly, we can pass to a finite open affine covering of U and
hence assume that U is affine. But then U ∩ Z, seen as a closed subscheme of U , is affine,
as well, and the morphism U ∩ Z → X is an immersion, and in particular of finite type,
since X is noetherian.

Below we will prove some kind of converse to the lemma, namely Chevalley’s Theorem,
Theorem 10.20, which asserts that every morphism of finite type between noetherian
schemes has a constructible image.

Lemma 10.17. Let X be a noetherian scheme, and let C ⊆ X be a subset.
(1) C is closed if and only if C is constructible and stable under specialization.
(2) C is open if and only if C is constructible and stable under generization.

Proof. Let C ⊆ X be constructible and stable under specialization. We have to show
that C is closed. To do so, we can work on an open covering of X, so we may assume
that X = SpecA is affine. By Lemma 10.16, we can write C as the image of a morphism
f : SpecB → X.

Now let x ∈ X \C. We must show that some open neighborhood of x in X is contained
in X \C. On the other hand, by assumption we have that C is stable under specialization,
so X \C is stable under generization, and we get that Spec OX,x ⊆ X \C. In other words,
f−1(Spec OX,x) = ∅, which we can also express as B ⊗A OX,x = 0.

Since OX,x = lim
−→s

Γ(D(s),OX) = lim
−→s

As, where the limit runs over all s with s(x) 6= 0

(in κ(x)), we obtain that lim
−→

B ⊗A As = 0. This means that 1 = 0 in the inductive limit,

so 1 = 0 holds for suitable s. We get that B ⊗A As = 0 for some s, and translating this
back, we have D(s) ⊆ X \ C, which proves (1).

Now (2) follows from (1) by taking complements.

(10.6) Images of constructible sets.

Let f : X → Y be a morphism of schemes. For arbitrary morphisms the image can be
anything: Let Z ⊆ Y be any subset. Then the canonical morphism

∐
z∈Z Specκ(z)→ Y

has image Z. And even if X and Y are both of finite type over a field, the image f(X) is
in general not locally closed (see Exercise 10.4). But we now prove Chevalley’s theorem
(in the noetherian case; see Theorem 10.70 below for a more general version), which
states that under suitable finiteness conditions the image is always constructible. This is
a fundamental result.
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Lemma 10.18. Let R be an integral domain, and let R ↪→ A be an injective ring
homomorphism such that A is a finitely generated R-algebra. Then there exist 0 6= s ∈ R
and a finite injective homomorphism Rs[T1, . . . Tn]→ As.

Proof. Let S = R \ {0}, so that K := S−1R is the field of fractions of R. Since S−1A
is a finitely generated K-algebra, we can apply Noether normalization (Theorem 1.8),
and find elements y1, . . . , yn ∈ S−1A which are algebraically independent over K, and
such that S−1A is finite over K[y1, . . . , yn]. Replacing R, and correspondingly A, by a
localization, we may assume that the yi all lie in A. Choose finitely many generators of A
as an R-algebra. They are zeros of monic polynomials with coefficients in K[y1, . . . , yn],
and there exists an s ∈ R \ {0} such that all the polynomials involved have coefficients
in Rs[y1, . . . , yn], so that the inclusion Rs[y1, . . . , yn] ⊂ As is a finite injective ring
homomorphism.

The key ingredient of the proof of Chevalley’s theorem, which is also interesting in its
own right, is:

Theorem 10.19. Let X and Y be noetherian schemes, and let f : X → Y be a dominant
morphism of finite type. Then f(X) contains an open dense subset of Y .

Proof. Let us first assume that Y is irreducible. Since we are only interested in the
topological properties of the image of f , we may assume that X and Y are reduced.
Replacing X and Y by non-empty affine open subsets, we may assume that both are
affine. Then f corresponds to a ring homomorphism ϕ : A→ B, where A is an integral
domain. As f is dominant, ϕ is injective (Corollary 2.11). Lemma 10.18 shows that
there exists s ∈ A \ {0} such that the induced morphism ϕs : As → Bs factors into
As → As[T1, . . . , Tn] ↪→ Bs where the second homomorphism is finite and injective. Thus
ϕs induces a surjection SpecBs → SpecAs (Proposition 5.12) and we find D(s) ⊆ f(X).

If Y is not irreducible, denote by Y1, . . . , Yn the irreducible components of Y and let fi
be the restriction f−1(Yi)→ Yi of f . We have already shown that the image of fi contains
an open dense subset Vi of Yi. Replacing Vi by Vi \

⋃
j 6=i Yj we may assume that Vi is also

open in Y and then
⋃
i Vi is an open dense subset of Y which is contained in f(X).

Now we can prove Chevalley’s theorem about images of morphisms.

Theorem 10.20. (Chevalley’s theorem) Let Y be a noetherian scheme, let f : X → Y be
a morphism of finite type. Then for every constructible subset C ⊆ X, the image f(C) is
a constructible subset of Y . In particular, f(X) is a constructible subset of Y .

Proof. By Lemma 10.16 we may assume that C = X, and by Proposition 10.14, it is
enough to show that for every irreducible closed subset Z ⊆ Y whose generic point lies in
f(X), f(X) ∩ Z contains an open subset of Z. This follows from Theorem 10.19, applied
to the restriction f−1(Z)→ Z.

Corollary 10.21. Let f : X → Y be a morphism of finite type between noetherian
schemes. The following assertions are equivalent:
(i) The morphism f is open.
(ii) For every x ∈ X, f(Spec OX,x) = Spec OY,f(y) (where we consider the spectra of the

stalks as subsets of X and Y , resp., in the natural way).
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(iii) For every x ∈ X and every generization y′ of y := f(x), there exists a generization
x′ of x with f(x′) = y′.

Proof. Clearly, conditions (ii) and (iii) are equivalent. We have already proved that (i)
implies (iii); see Lemma 5.10. So it remains to show that (iii) implies (i). Since condition
(iii) is still satisfied after replacing X by an open subset, it is enough to show that f(X) is
open. By Theorem 10.20, we know that f(X) is constructible, hence by Lemma 10.17 (2),
it is open.

See Corollary 10.72 below for a generalization for non-noetherian schemes.

Finiteness conditions in the non-noetherian case

To deal with non-noetherian schemes the properties “quasi-compact” and “locally of
finite type” for morphisms of schemes are often not sufficient to get analogous results as
in the noetherian case. The notion “quasi-compact” has to be supplemented by “quasi-
separated”, and the notion “locally of finite type” has to be replaced by “locally of finite
presentation”. For morphisms of noetherian schemes these new notions are equivalent to
the old ones.

(10.7) Quasi-separated morphisms.

Definition 10.22. A morphism f : X → Y is called quasi-separated, if the diagonal
morphism ∆X/Y : X → X ×Y X is quasi-compact.

As usual, we call a scheme X quasi-separated , if the morphism X → SpecZ is quasi-
separated. Since closed immersions are quasi-compact, every separated morphism is
quasi-separated.

Proposition 10.23. Let f : X → Y be a morphism of schemes. The following are
equivalent:
(i) The morphism f is quasi-separated.
(ii) For every affine open V ⊆ Y , and all affine open subsets U1, U2 ⊆ f−1(V ), the

intersection U1 ∩ U2 is quasi-compact.

Proof. For V , U1, U2 as in (ii), the inverse image of U1×V U2 under the diagonal morphism
∆X/Y is just the intersection U1 ∩ U2. So if f is quasi-separated, then the intersection is
quasi-compact. The converse follows, because we can cover the fiber product X ×Y X by
its (affine open) subsets of the form U1 ×V U2.

This immediately implies that every locally noetherian scheme is quasi-separated, or
more generally:
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Corollary 10.24. Let X be a locally noetherian scheme. Then all morphisms f : X → Y
are quasi-separated.

Again the following permanence properties of “quasi-separated” are easy to check.

Proposition 10.25.
(1) The property “quasi-separated” is stable under composition, stable under base change

and local on the target.
(2) Let f : X → Y and g : Y → Z be morphisms of schemes such that g ◦ f is quasi-

separated. Then f is quasi-separated. If f is quasi-compact and surjective, then g is
quasi-separated.

A very common finiteness condition on a scheme X will be that X is quasi-compact
and quasi-separated, in other words that X is quasi-compact and the intersection of any
two quasi-compact open subsets is again quasi-compact. This condition is satisfied if X is
noetherian or if X is affine. One reason for the importance of this finiteness condition is
the following principle.

Lemma 10.26. Let X be a quasi-compact and quasi-separated scheme and let P(U) be a
property of quasi-compact open subschemes U of X such that:
(a) P(U) holds for every open affine subscheme U of X.
(b) If U ⊆ X is a quasi-compact open subscheme and U =

⋃n
i=1 Ui is a finite open affine

covering of U such that P(Ui ∩ Uj) holds for all i, j = 1, . . . , n, then P(U) holds.
Then P(U) holds for all quasi-compact open subschemes U of X.

Proof. Let U ⊆ X be a quasi-compact and separated open subscheme and U =
⋃
i Ui be

a finite open affine covering. Then Ui ∩ Uj is also affine for all i, j by Proposition 9.15.
Thus (a) and (b) imply that P(U) holds.

Now let U be an arbitrary quasi-compact open subscheme and let U =
⋃
i Vi be a

finite open affine covering. Then the intersections Vi ∩ Vj are quasi-compact (because X
is quasi-separated) and separated (as subschemes of the separated scheme Vi). Thus we
have just seen that P(Vi ∩ Vj) holds for all i, j and we are done by (b).

One application of this lemma is the following generalization of Proposition 10.10:

Corollary 10.27. Let f : X → Y be a quasi-compact quasi-separated morphism of
schemes. If F is a quasi-coherent OX-module, f∗F is a quasi-coherent OY -module.

Proof. We may assume that Y is affine. Then X is quasi-compact and quasi-separated.
We want to use Lemma 10.26 where we define the property P(U) to hold (U ⊆ X
open quasi-compact) if for every quasi-coherent OU -module G its direct image (f |U )∗G
is again quasi-coherent. Then P(U) holds if U is affine (Proposition 7.24). The exact
sequence (10.3.2) shows that P satisfies also the second assumption of Lemma 10.26. This
proves the Corollary.

In particular assume under the hypotheses of the corollary that Y is affine. Then f∗F
is the quasi-coherent module associated to its global sections. Thus we find

(10.7.1) f∗F = Γ(X,F )∼,

where we consider the Γ(X,OX)-module Γ(X,F ) as an A-module via the homomorphism
f [V : A = Γ(Y,OY )→ Γ(X,OX).
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Because of the frequent use of the term “quasi-compact and quasi-separated”, we
introduce the following abbreviation:

Abbreviation 10.28. We use qcqs as an abbreviation for quasi-compact and quasi-
separated:
(1) A qcqs scheme X is a quasi-compact and quasi-separated scheme. In other words, X

is quasi-compact and the intersection of any two quasi-compact open subsets is again
quasi-compact.

(2) A qcqs morphism f : X → Y is a quasi-compact and quasi-separated morphism. In
other words, for any open affine subset V ⊆ Y the inverse image f−1(V ) is a qcqs
scheme.

Every noetherian scheme and every affine scheme is qcqs. Every morphism with a
noetherian source is qcqs by Corollary 10.24.

(10.8) Schematic image.

Definition and Lemma 10.29. Let f : X → Y be a morphism of schemes. Then there
exists a unique closed subscheme Im(f) of Y satisfying the following conditions.
(a) f factorizes through the inclusion Im(f) ↪→ Y .
(b) If f factorizes through the inclusion Z ↪→ Y of a closed subscheme Z of Y , then Z

majorizes Im(f) (Definition 3.46).
We call Im(f) the schematic image of f and denote the corresponding quasi-coherent ideal
of OY by If .

Proof. For each closed subscheme Z such that f factorizes through Z let IZ be the
corresponding quasi-coherent ideal of OY . The sum

∑
Z IZ is a quasi-coherent ideal by

Corollary 7.19 which defines Im(f).

The underlying topological space of Im(f) contains the closure of f(X), but in general
we do not have equality (Exercise 10.18). However we have the following result (which
was communicated to us by P. Hartwig).

Proposition 10.30. Let f : X → Y be a quasi-compact morphism of schemes. Then the
kernel Kf of f [ : OY → f∗OX is a quasi-coherent ideal, Im(f) is the closed subscheme of
Y defined by Kf , and the underlying topological space of Im(f) is the closure of f(X) in
Y .

Proof. Let i : Z → Y be a closed subscheme and let IZ be the corresponding quasi-
coherent ideal of OY . Then f factorizes through Z if and only if f(X) ⊆ Z and the
homomorphism f [ : OY → f∗OX factorizes through the surjection i[ : OY → i∗OZ , i.e., if
and only if IZ ⊆ Kf .

This shows that Kf equals the ideal sheaf defining Im(f) if and only if Kf is a quasi-

coherent ideal of OY . As Supp(OY /Kf ) = f(X) we see that the underlying topological

space of Im(f) equals f(X) in this case.
It remains to show that Kf is quasi-coherent if f is quasi-compact. We may assume

that Y is affine. Let X =
⋃
i Ui be a finite open affine covering and let ji : Ui → X

be the inclusion. Applying f∗ to the injective homomorphism OX ↪→
⊕

i(ji)∗OUi we
obtain an injection f∗OX ↪→ G :=

⊕
i(f ◦ ji)∗OUi . As f ◦ ji is a morphism of affine

schemes, (f ◦ ji)∗OUi and hence G are quasi-coherent. Thus Kf is also the kernel of
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the homomorphism OY → G of quasi-coherent OY -modules and thus is quasi-coherent
itself.

Remark 10.31. Let i : X → Y be a quasi-compact immersion. Then the induced
morphism j : X → X̄ := Im(i) is an open schematically dominant immersion because
j[ : OX̄ = (OY /Ki)|X̄ → j∗OX is by definition of Ki injective. In this case we call Im(i)
the schematic closure of X in Y .

Remark 10.32. Let f : X → Y be a morphism of schemes where X is reduced. Let Y ′

be the closure of f(X) endowed with its reduced subscheme structure. Then f factors
through Y ′ ↪→ Y and Y ′ is the smallest subscheme having f(X) as underlying topological
space (Section (3.18)). Thus Y ′ is the schematic image of f in this case.

(10.9) Morphisms (locally) of finite presentation.

In a non-noetherian situation, it is often not enough to assume that morphisms are of
finite type: even if we can embed X as a closed subscheme of an affine space AnY (which
can be done locally if X is a Y -scheme of finite type), it is possible that infinitely many
equations are needed to define the closed subscheme X. The more useful finiteness notion
is the notion of morphisms that are “(locally) of finite presentation”. It will be clear from
the definitions that in the noetherian case these notions are equivalent to the notions
“(locally) of finite type”.

Recall that an A-algebra B is called of finite presentation if the following two equivalent
conditions are satisfied (see Proposition B.11).
(i) B ∼= A[T1, . . . , Tn]/a for some n ≥ 0 and some finitely generated ideal a.
(ii) B is a finitely generated A-algebra and for every finitely generated A-algebra B′ and

every surjective A-algebra homomorphism ϕ : B′ → B the kernel Ker(ϕ) is a finitely
generated ideal of B′.

Proposition and Definition 10.33. A morphism f : X → Y of schemes is called locally
of finite presentation, if the following equivalent conditions are satisfied:
(i) For every affine open subset V ⊆ Y and every affine open U ⊆ f−1(V ) the Γ(V,OY )-

algebra Γ(U,OX) is of finite presentation.
(ii) There exist a covering Y =

⋃
i Vi by open affine subsets Vi ∼= SpecAi, and for each

i a covering f−1(Vi) =
⋃
j Uij by open affine subschemes Uij ∼= SpecBij of X, such

that for all i, j the Ai-algebra Bij is of finite presentation.

Proof. We leave the proof, which is similar to the proof of Proposition 10.5, to the reader,
see Exercise 10.20.

Definition 10.34. A morphism f : X → Y of schemes is called of finite presentation, if
it is locally of finite presentation and qcqs.

We list the following standard properties which are not difficult to show using Proposi-
tion B.11:

Proposition 10.35.
(1) An open immersion is locally of finite presentation. It is of finite presentation if it is

quasi-compact.
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A closed immersion i : Y → X is of finite presentation if and only if the quasi-
coherent ideal of OX corresponding to i is an OX-module of finite type.

(2) The properties “locally of finite presentation” and “of finite presentation” of mor-
phisms of schemes are stable under composition and under base change, and local on
the target. The property “locally of finite presentation” is also local on the source.

(3) Let f : X → Y and g : Y → Z be morphisms of schemes such that g is locally of
finite type (resp. quasi-separated and locally of finite type). If g ◦ f is locally of finite
presentation (resp. of finite presentation), then f is locally of finite presentation
(resp. of finite presentation).

Remark 10.36. Let Y be a locally noetherian scheme. Then a morphism of schemes
f : X → Y is (locally) of finite presentation if and only if it is (locally) of finite type.

Indeed, the condition is certainly necessary. Conversely, if f is (locally) of finite type, then
X is (locally) noetherian (Proposition 10.9). Thus f is quasi-separated (Corollary 10.24)
and hence (locally) of finite presentation.

Example 10.37. Let R be a ring and let f1, . . . , fr ∈ R[T0, . . . , Tn] be homogeneous
polynomials. Then the closed subscheme V+(f1, . . . , fr) of PnR is an R-scheme of finite
presentation.

Example 10.38. Let S be a scheme, let E be an OS-module of finite presentation, and
let e ≥ 0 be an integer. Then Grasse(E ) and in particular P(E ) is an S-scheme of finite
presentation.

(10.10) Constructible sets in arbitrary schemes.

In the non-noetherian case, the right notion of constructible subset is slightly more
complicated.

Definition 10.39. Let X be a topological space. A subset C ⊆ X is called
(1) retro-compact, if for every quasi-compact open subset U ⊆ X, the intersection C ∩ U

is quasi-compact,
(2) globally constructible, if it is a finite union of subsets of the form U ∩ (X \ V ), where

U and V are retro-compact open subsets of X,
(3) constructible, if every point x ∈ X has an open neighborhood U such that C ∩ U is

globally constructible in U .

Here we use the terminology of [EGAInew], which differs from that of [EGAIV] §1.

Remark 10.40. Let X be a topological space.
(1) A finite union of retro-compact subsets is again retro-compact.
(2) Every globally constructible subset is retro-compact: If U is a quasi-compact open

and if V and V ′ are retro-compact open subsets, U ∩ V ∩ (X \ V ′) is closed in the
quasi-compact space U ∩V and hence quasi-compact. Thus the claim follows from (1).

(3) If X is quasi-compact, then the notions “globally constructible” and “constructible”
coincide.

(4) If X is noetherian, then every open subset is retro-compact, and the notions of
“globally constructible” and “constructible” coincide with the notion of “constructible”
as defined in Definition 10.12; cf. Exercise 10.28.

The following proposition can be shown in the same way as its noetherian analogue
Proposition 10.13.
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Proposition 10.41. Let X be a topological space. The set of globally constructible subsets
of X is the smallest subset of the power set of X which contains all retro-compact open
subsets of X and is stable under finite intersections, finite unions, and taking complements.

Corollary 10.42. Let X be a scheme.
(1) Finite intersections, finite unions, and complements of constructible subsets of X are

again constructible.
(2) Let C ⊆ X be a constructible set and let Y ⊆ X be a closed irreducible subspace.

Then either C ∩ Y or Y \ C contains an open dense subset of Y .

Proof. Assertion (1) follows from Proposition 10.41 and the fact that in a scheme every
point has an open quasi-compact neighborhood in which the notions “globally constructi-
ble” and “constructible” coincide.

To prove (2) we may assume that X = Y and that C contains the generic point
η of X (otherwise replace C by its complement). We claim that C contains an open
dense subset. Replacing X by an open affine neighborhood of η, we may assume C is
globally constructible. In this case we conclude by the same argument as in the proof of
Proposition 10.14.

Proposition 10.43. Let f : X → Y be a morphism of schemes, and let E ⊆ Y be a
(globally) constructible subset. Then the inverse image f−1(E) is (globally) constructible
in X.

Proof. We first assume that E is globally constructible. In this case the claim follows
from the following observation: if V ⊆ Y is open, retro-compact, i. e. the morphism
V → Y is a quasi-compact open immersion, then the same is true for the morphism
f−1(V ) = V ×Y X → X, see Proposition 10.3.

Now assume that E is constructible, let x ∈ X, and let V ⊆ Y be an open neighborhood
of f(x) such that E ∩ V is constructible in V . By the first case, f−1(E) ∩ f−1(V ) is
constructible in f−1(V ), and the latter is an open neighborhood of x.

For qcqs schemes the notion of constructibility simplifies significantly, as the following
proposition shows.

Proposition 10.44. Let X be a qcqs scheme. An open subset U ⊆ X is constructible if
and only if it is quasi-compact. A subset C is constructible if and only if it is the union of
finitely many subsets of the form V \V ′ = V ∩ (X \V ′) where V and V ′ are quasi-compact
open subsets.

Proof. It suffices to show the first assertions. As X is quasi-separated, U is retro-compact
if and only if U is quasi-compact. Therefore U is constructible if U is quasi-compact.
Conversely, if U is constructible, then U is globally constructible because X is quasi-
compact and has a basis of retro-compact open subsets. Therefore U is retro-compact.
Cf. Remark 10.40.

Similarly as in the noetherian case (see Lemma 10.16), we have:

Proposition 10.45. Let X be a qcqs scheme, and let C ⊆ X be a constructible subset.
Then there exists an affine scheme X ′ and a morphism f : X ′ → X of finite presentation
such that f(X ′) = C.
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Proof. We leave the proof as an exercise, see Exercise 10.43.

Remark 10.46. The same proof as for Lemma 10.17 then shows that if X is an arbitrary
scheme, a constructible subset C of X is open (resp. closed) if and only if it is stable
under generization (resp. specialization).

(10.11) Extending quasi-coherent modules.

Let X be a scheme, let U ⊆ X be an open subset and let F ′ be a quasi-coherent
OU -module. Assume that the open immersion j : U ↪→ X is quasi-compact (e.g., if X is
locally noetherian or if X is quasi-separated and U is quasi-compact). Then j∗F ′ is a
quasi-coherent OX -module (Proposition 10.10) which extends F ′ (i.e., (j∗F ′)|U ∼= F ′).

Now assume that F ′ is an OU -module of finite type. Nevertheless j∗F ′ will rarely
be of finite type. Thus we now study the question whether it is possible to extend F ′

to a quasi-coherent OX -module F of finite type. In fact we will construct F as an
OX -submodule of j∗F ′. We start with the following lemma.

Lemma 10.47. Let X be a quasi-compact scheme and let u : G → F be a homomorphism
of quasi-coherent OX-modules. Assume that F is of finite type and that G is the filtered
inductive limit of quasi-coherent OX -modules Gλ. Then u is surjective if and only if there
exists an index λ0 such that the homomorphism Gλ → F is surjective for all λ ≥ λ0.

Proof. The condition is clearly sufficient. To prove the converse, we may assume that
X = SpecR is affine because we can cover X by finitely many affine schemes. Then
F ∼= M̃ , where M is an R-module generated by a finite set E. If u : N = lim

−→
Nλ → M

is a surjective homomorphism of R-modules, for each m ∈ E there exists an index λ(m)
such that m is contained in the image of Nλ(m) →M , and we can take λ0 to be an index
which is ≥ λ(m) for all m ∈ E.

Proposition 10.48. Let X be a qcqs scheme, let U ⊆ X be a quasi-compact open sub-
scheme, and let G be a quasi-coherent OX-module. For all quasi-coherent OU -submodules
F ′ ⊆ G |U of finite type there exists a quasi-coherent OX -submodule F ⊆ G of finite type
such that F |U = F ′.

Proof. We first show that it is always possible to extend F ′ to some OX -submodule of G .
Denote the open immersion U ↪→ X by j. Define an OX -submodule F of G as follows

Γ(V,F ) := { s ∈ Γ(V,G ) ; s|U∩V ∈ Γ(U ∩ V,F ′) }, V ⊆ X open.

In other words, F is the inverse image of the OX -submodule j∗F ′ of j∗j
∗G under the

canonical morphism G → j∗j
∗G . In particular F is a quasi-coherent OX -submodule of G .

We have F |U = F ′.
We now prove the proposition in the special case that X = SpecA is affine. Then

F = Ñ for some A-submodule N of Γ(X,G ). We write N as the filtered inductive
limit of its finitely generated A-submodules Nλ. Set Fλ := Ñλ which is a quasi-coherent
OX -submodule of G of finite type. Then F ′ = F |U is the inductive limit of the Fλ|U
and by Lemma 10.47 there exists an index λ such that Fλ|U = F ′.
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If X is not necessarily affine, let (Vα)1≤α≤m be a finite open affine covering of X, set
Wα :=

⋃
β≤α Vβ and Uα := U ∪Wα for all α = 0, . . . ,m. The Uα are qcqs and the set

U := {Uα ; α = 0, . . . ,m } is totally ordered by inclusion: U = {U = U0 = U0 ( U1 (
· · · ( Un = Um = X}. We set F0 := F ′ and show by induction on n that there exists a
family (Fi)1≤i≤n of OUi -submodules Fi of G |Ui such that Fi|Uj ∼= Fj for all 0 ≤ j < i.

Replacing U by Un−1 and using the induction hypothesis, we see that it suffices to
prove the proposition if X = U ∪ V , where V is open affine. As we can glue OX -modules,
it suffices to find a quasi-coherent OV -submodule F ′′ of finite type of G |V such that
F ′′|U∩V ∼= F ′|U∩V . As X is quasi-separated, U ∩ V is quasi-compact, and the existence
of F ′′ follows from the special case.

Corollary 10.49. Let X be a qcqs scheme, let U ⊆ X be a quasi-compact open subscheme
(e.g., if X is noetherian and U ⊆ X is arbitrary open), and let F ′ be a quasi-coherent
OU -module of finite type. Then there exists a quasi-coherent OX-module F of finite type
such that F |U ∼= F ′.

Under the hypotheses of the corollary one can also show that if F ′ is an OU -module of
finite presentation, then there exists an OX -module F of finite presentation such that
F |U ∼= F ′ ([EGAInew] (6.9.11)).

Proof. The open immersion j : U → X is quasi-compact and thus we can apply Proposi-
tion 10.48 with the quasi-coherent OX -module G := j∗F ′.

Corollary 10.50. Let X be a qcqs scheme.
(1) Every quasi-coherent OX-module is the filtered inductive limit of its quasi-coherent

submodules of finite type.
(2) Every quasi-coherent OX-module is a filtered inductive limit of OX-modules of finite

presentation.

Note that if X is noetherian (and thus qcqs), then every quasi-coherent OX -module of
finite type is of finite presentation (Proposition 7.46), and the second assertion follows
from the first one.

Proof. We will prove only Assertion (1); for Assertion (2) we refer to [EGAInew] (6.9.12).
The claim is clear if X is affine because the analogous assertion for a module over a ring
holds. In general we find a finite open affine covering X =

⋃
i Ui. Let G be a quasi-coherent

OX -module. Then G |Ui is the limit of its quasi-coherent submodules F ′i,λ of finite type
for all i. Each OUi -submodule F ′i,λ can be extended to a quasi-coherent submodule Fi,λ

of G of finite type by Proposition 10.48. All finite sums of submodules of the form Fi,λ

are again quasi-coherent OX -submodules of G of finite type and F is the inductive limit
of these finite sums.

Corollary 10.51. Let X be a qcqs scheme. Every quasi-coherent OX-algebra B is the
filtered inductive limit of its quasi-coherent OX-subalgebras of finite type.

Proof. The OX -module B is the filtered inductive limit of its quasi-coherent OX -sub-
modules of finite type by Corollary 10.50. Thus it suffices to show that the OX -subalgebra
C generated by such a submodule E is quasi-coherent and of finite type. To do this
we may assume that X = SpecA and hence B = B̃ for an A-algebra B and E = Ẽ
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for a finitely generated A-submodule E of B. The A-subalgebra C of B generated
by E is finitely generated. Moreover, C is the sum of the images of the multiplication
homomorphisms E⊗n → B for n ≥ 0. Thus C = C̃ is quasi-coherent and finitely generated
by Corollary 7.19.

(10.12) Extending morphisms.

As a warm-up exercise for the next sections we prove a result which relates homomorphisms
between the local rings of two schemes to scheme morphisms defined on a suitable open
neighborhood of the point in question. The following proposition will also follow from the
more general results about schemes over inductive limits of rings below (see Theorem 10.63),
but since it is of great importance, we will prove it separately here.

We call a morphism f : Y → S locally of finite type at a point y ∈ Y , if there exist affine
open neighborhoods V of f(y) and U of y such that Γ(U,OY ) is a Γ(V,OS)-algebra of
finite type. Similarly, we can speak of morphisms locally of finite presentation at a point .

Proposition 10.52. Let S be a scheme, let X and Y be S-schemes, and let x ∈ X,
y ∈ Y be points lying over the same point s ∈ S.
(1) Suppose that Y is locally of finite type over S at y. Let f, f ′ : X → Y be S-morphisms

with f(x) = f ′(x) = y and such that the induced morphisms OY,y → OX,x coincide.
Then f and f ′ coincide on an open neighborhood of x.

(2) Suppose that Y is locally of finite presentation over S at y. Let ϕx : OY,y → OX,x be
a local OS,s-homomorphism. Then there exists an open neighborhood U of x and an
S-morphism f : U → Y with f(x) = y and such that the homomorphism OY,y → OX,x
induced by f is ϕx.

(3) If in (2) in addition X is locally of finite type over S at x, then one can find U and
f such that f is of finite type.

(4) If in (2) in addition X is locally of finite presentation over S at x and ϕx is an
isomorphism, then one can find U and f such that f is an isomorphism of U onto an
open neighborhood of y.

Proof. We can, for all four parts of the proposition, replace S, Y and X by suitable
affine open subschemes, and may therefore assume that S = SpecR, X = SpecB and
Y = SpecA are affine. The points x and y correspond to prime ideals q ⊂ B and p ⊂ A

We first prove (1). The morphisms f , f ′ correspond to R-algebra homomorphisms ϕ,

ϕ′ : A → B with p = ϕ−1(q) = ϕ′
−1

(q), and we assume that the morphisms Ap → Bq

induced by ϕ, ϕ′ coincide.
Now by assumption A is a finitely generated R-algebra, and we fix generators a1, . . . , an.

We then know that for every i, the images of ϕ(ai) and ϕ′(ai) in Bq are the same. Hence
they coincide in some localization Bt, t ∈ B \ q, so the restrictions of f and f ′ to DX(t)
coincide.

Let us prove (2). By assumption, A is isomorphic to R[T1, . . . , Tn]/(f1, . . . , fm). We
can lift the images of the Ti in Bq to some Bt, and choosing t ∈ B \ q suitably, we can
achieve that all the fj map to 0 in Bt, so that the homomorphism A→ Ap → Bq factors
through ϕ : A→ Bt. It is clear that the corresponding morphism D(t)→ Y maps x to y
and induces the morphism ϕx on the stalks.

To prove (3), we continue to use the notation of the proof of (2), and observe that, if B
is a finitely generated R-algebra, then a fortiori Bt is a finitely generated A-algebra.
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Finally, to prove (4) we apply (2) to ϕx and ϕ−1
x to get morphisms f : U → Y and

g : V → X extending ϕx and ϕ−1
x , respectively. Then (1) implies that after possibly

shrinking U and V , we have f ◦ g = idV and g ◦ f = idU .

Schemes over inductive limits of rings

In the vast majority of cases, objects arising in algebraic geometry are “defined by finitely
many equations”; in particular, only “finitely many indeterminates” and “finitely many
coefficients” occur. Technically, these properties are captured by the notion of morphisms
of finite presentation. Therefore, even if the base is a very big ring (say the field C of
complex numbers), to describe a C-scheme of finite presentation we need only work with a
finitely generated subfield. The purpose of the present section is to make this observation
more precise, and to develop these techniques in a more general situation.

The standard reference for this kind of result is [EGAIV] vol. 3, §8, §9, which contains
a very comprehensive treatment.

Because one of the important applications of the results below is the elimination of
noetherianness hypotheses, we choose not to restrict to the noetherian case. However,
even in the noetherian case these techniques are of great importance, so for the reader
who is only interested in this case, we add the reminder that for a noetherian scheme
S,
(1) every open subset of S is quasi-compact, and in particular S is quasi-separated,
(2) every morphism X → S of finite type is of finite presentation, and X is then again

noetherian,
(3) the notion of constructibility simplifies, see Section (10.5) and the remarks in Sec-

tion (10.10).

(10.13) Introduction and notation.

To avoid repetition, we collect the relevant notation in one place:
1. Let Λ be a filtered partially ordered set with a unique minimal element 0.
2. Let (Rλ)λ be an inductive system of rings indexed by Λ and with transition maps
σλµ : Rλ → Rµ. Set R := lim

−→
Rλ and let σλ : Rλ → R be the natural maps.

Set Sλ := SpecRλ, S := SpecR, and let sλµ : Sµ → Sλ, sλ : S → Sλ be the
morphisms associated with the σ’s.

3. Let X0 be an S0-scheme, Xλ := X0 ×S0
Sλ, X := X0 ×S0

S, xλµ : Xµ → Xλ,
xλ : X → Xλ be the morphisms obtained by base change from the sλµ, sλ.

4. If X0 is affine, we set Aλ := Γ(Xλ,OXλ), A := Γ(X,OX), and denote the ring
homomorphisms corresponding to the xλµ, xλ by ξλµ, ξλ.

5. Similarly, for an S0-scheme Y0, we have Yλ, Y , yλµ, yλ, and if Y0 is affine, Bλ, B,
vλµ, vλ.

6. For a morphism f0 : X0 → Y0 of S0-schemes, we denote by fλ : Xλ → Yλ, f : X → Y
the morphisms obtained by base change.
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The basic goal is to compare properties of X with properties of (some or all) Xλ. More
precisely:

(EXIST) In the setting 1., 2. let X be an S-scheme of finite presentation. Then there
exist an index λ and an Sλ-scheme Xλ such that Xλ ×Sλ S ∼= X. More generally,
given an S-morphism f : X → Y of S-schemes of finite presentation, there exist
an index λ and an Sλ-morphism fλ : Xλ → Yλ of Sλ-schemes of finite presentation
such that fλ ×Sλ idS = f . This is shown in Corollary 10.67.

(PROP) Throughout the book we will see plenty of examples of properties P such that
the following assertions holds: In the setting 1.–3., 5., 6. assume that X (resp. that
f) has the property P. Then there exists an index λ such that Xλ (resp. that fλ)
has the property P.

We will then say that P is compatible with inductive limits of rings .

Very often the results proved in this section are used as follows. In the setting 1.–2. let
f : X → Y be a morphism of R-schemes that are of finite presentation over R. Assume
that f possesses a certain property P that is compatible with inductive limits of rings and
that we want to show that f has a property Q that is stable under base change. Then
there exist an index λ and a morphism fλ : Xλ → Yλ of Rλ-schemes of finite presentation
such that fλ× idS = f and such that fλ possesses P. If we can show that P for fλ implies
Q for fλ, then we have shown the same implication for f .

Let us give some frequently encountered examples where this technique is applied to
morphisms f : X → Y of S-schemes (or to an S-scheme X → S).

(1) If T is a scheme, t ∈ T , then R := OT,t is the inductive limit of the coordinate rings
Rλ of suitable open affine subschemes of T . Therefore we can exploit the techniques
to be developed in order to relate properties over the local ring at t to properties
over some open neighborhood of t. (See Proposition 10.95 for an example where the
generic point is “approximated” by non-empty open subsets to prove the constancy
of the fiber dimension near generic points.)

(2) Any ring R can be written as the inductive limit of its finitely generated Z-subalgebras
Rλ. In this way one can often reduce questions over arbitrary rings to the noetherian
case (see Theorem 10.69).

More generally, let R0 be a ring and let R be an R0-algebra. Then R is isomorphic
to a filtered inductive limit of R0-algebras of finite presentation (see Exercise 10.21
or [EGAInew] 0I (6.3.8)).

(3) There are other applications of (2): The reduction of properties of schemes over fields
of characteristic 0 to properties of schemes over fields of positive characteristic (see
Remark 10.90 below for details).

(4) Another variant of (2) is the case that R = L is a field extension of a field K. Then
we can write L as the inductive limit of its subfields which are finitely generated over
K (see Proposition 10.78, for instance.)

Note that in previous chapters we have already used ad hoc arguments of this flavor,
see for instance Proposition 5.9 or Lemma 6.17.

(10.14) The spectrum of an inductive limit.

We work in the setting of Section (10.13), 1., 2.

Proposition 10.53. The scheme S (together with the sλ) is the projective limit in the
category of schemes of the projective system (Sλ, sλµ).
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Proof. Given a scheme X, we have to show that the natural map

Hom(X,S)→ lim
←−

Hom(X,Sλ)

is bijective. Since the Sλ and S are affine, we can rewrite these sets of homomorphisms
as Hom(R,Γ(X,OX)) and Hom(Rλ,Γ(X,OX)) (see Proposition 3.4), and the assertion
follows from the definitions.

Lemma 10.54. The scheme S is empty if and only if for some λ, Sλ = ∅ (and hence
Sµ = ∅ for all µ ≥ λ).

Proof. If the inductive limit A = lim
−→

Aλ is 0, then 1 = 0 in this ring, so 1 = 0 in some

Aλ.

(10.15) Topological properties of limits.

We work in the setting of Section (10.13) 1.–3.

Proposition 10.55. The topological space underlying X is the projective limit of the
system of topological spaces Xλ in the category of topological spaces.

Proof. We denote by T the projective limit in the category of topological spaces, and by
tλ : T → Xλ and by ψ : X → T the continuous maps obtained from the universal property
of lim
←−

. We will show that ψ is a homeomorphism by proving that the open sets in X are

precisely the sets of the form ψ−1(V ), V ⊆ T open, and that ψ is bijective.
For the first step, it is in fact enough to show that every open subset of X is a union

of sets ψ−1(V ), V ⊆ T open. Consider an open affine subset U ′0 ⊆ X0 and let U ′ ⊆ X
(resp. U ′λ ⊆ Xλ) be its inverse image, an affine open inside X (resp. inside Xλ). Let
U = D(s) for s ∈ Γ(U ′,OU ′). Every open subset of X can be written as a union of
subsets of this form. But since Γ(U ′,OU ′) = lim

−→
Γ(U ′λ,OU ′λ), we find λ so that we can

lift s to sλ ∈ Γ(U ′λ,OU ′λ), and since localization is compatible with tensor products, we

see that D(s) = DU ′λ
(sλ) ×Sλ S. Topologically, this means that D(s) = x−1

λ (D(sλ)) =

ψ−1(t−1
λ (D(sλ))), and by definition of the topology on T , t−1

λ (D(sλ)) is open in T .
Now it remains to prove that ψ is bijective. For any two distinct points of X, we can

find an open subset which contains exactly one of them (Proposition 3.25), so from the
above it follows that ψ is injective. The surjectivity can be checked on an open covering of
T ; we take one induced by a covering of X0 by open affine subsets, and can hence assume
that all Xλ and X are affine. We denote by Aλ, A = lim

−→
Aλ the corresponding rings, and

by ξλµ the transition maps. A point of T then corresponds to a system pλ ⊂ Aλ of prime
ideals with ξ−1

λµ (pµ) = pλ. Then the pλ form an inductive system, and p := lim
−→

pλ is an

ideal of A (by the exactness of lim
−→

), which is easily checked to be a prime ideal. The

image of p under ψ is the point (pλ)λ, and thus the surjectivity is proved.

Proposition 10.56. Assume that X0 is qcqs. Let E0, F0 ⊆ X0 be constructible subsets,
and set Eλ = x−1

0λ (E0), E = x−1
0 (E0), and similarly for Fλ, F . The following are

equivalent:
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(i) E ⊆ F
(ii) There exists λ such that Eλ ⊆ Fλ.

Proof. Clearly the second condition implies the first one. So let us assume that E ⊆ F . We
set G0 = E0 \F0, Gλ = x−1

0λ (G0) = Eλ \Fλ, G = x−1
λ (G0) = E \F . Then our assumption

says that G = ∅, and we have to show that Gλ = ∅ for some λ.
Because G0 is again constructible, by Proposition 10.45 there exists an affine scheme X ′0

and a morphism f0 : X ′0 → X0 with f(X ′0) = G0. We set X ′λ = X ′0 ×X0
Xλ = X ′0 ×S0

Sλ,
X ′ = X ′0 ×X0 X, and similarly for fλ, f , and obtain Gλ = fλ(X ′λ), G = f(X ′) (see
Lemma 4.28). So we must have X ′ = ∅, and Lemma 10.54 shows that X ′λ = ∅ for some λ,
as desired.

For a topological space X, we denote by C(X), Oc(X), and Fc(X) the sets of con-
structible, open constructible, and closed constructible subsets, resp. If X0 is a qcqs
scheme, then X is qcqs. In this case, an open subset of X is constructible if and only if it
is quasi-compact (see Proposition 10.44). Since taking inverse images under morphisms
preserves all these properties (Proposition 10.43), in the setting above we have natural
maps C(Xλ)→ C(X), and hence lim

−→
C(Xλ)→ C(X), and similarly for Oc(X) and Fc(X).

Theorem 10.57. Assume that X0 is qcqs. Then the following maps are bijections:
(1) lim

−→
C(Xλ)→ C(X)

(2) lim
−→

Oc(Xλ)→ Oc(X)

(3) lim
−→

Fc(Xλ)→ Fc(X)

Proof. The injectivity follows from Proposition 10.56. Let us prove the surjectivity. Because
every constructible subset is a union of subsets of the form U ∩V c for open quasi-compact
subsets, it is enough to prove the surjectivity in case (2), from which (3) follows by taking
complements. But we have seen in the proof of Proposition 10.55 that we can cover any
open subset U of X by principal open subsets D(si) that are inverse images of a principal
open subset Di of some Xλi . If U is quasi-compact, finitely many suffice. Let λ be an
index with λ ≥ λi for all i. Then

⋃
i x
−1
λiλ

(Di) is an open quasi-compact subset of Xλ

whose inverse image in X is U .

(10.16) Modules of finite presentation and limits.

We will now prove a generalization of Proposition 7.27. We work in the setting of
Section (10.13) 1., 2. In addition, let F0 and G0 be OS0

-modules, and for each λ, set
Fλ := s∗0λF0. Let F = s∗λFλ, and similarly for G .

The functoriality of the pull-back s∗λµ gives us a natural homomorphism

uF ,G : lim
−→

HomSλ(Fλ,Gλ)→ HomS(F ,G ).

Theorem 10.58. Suppose that for some λ, Fλ is quasi-coherent and of finite type, and
that Gλ is quasi-coherent. Then the homomorphism uF ,G is injective.

If furthermore Fλ is of finite presentation, then uF ,G is bijective.

Proof. Because of the quasi-coherence condition, everything is readily translated into a
statement about modules over rings (recall that the Sλ are affine by assumption), so that
it is enough to prove the following lemma.
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Lemma 10.59. Let (Rλ)λ be an inductive system of rings, let M0 and N0 be R0-modules,
and write R = lim

−→
Rλ; Mλ = M0 ⊗R0

Rλ, M = M0 ⊗R0
R, and similarly for Nλ, N . If

M0 is finitely generated as an R0-module, then the natural homomorphism

lim
−→

HomRλ(Mλ, Nλ)→ HomR(M,N)

is injective. If M0 is of finite presentation, then it is bijective.

Proof. We rewrite
HomRλ(Mλ, Nλ) = HomR0

(M0, Nλ)

and
HomR(M,N) = HomR0

(M0, N).

It is clear that the statement of the lemma is true if M0
∼= Rn0 for some integer n ≥ 0.

Now fix a presentation Rn0 →M0 → 0 (or Rm0 → Rn0 →M0 → 0 in the second case). The
assertion then follows from the left-exactness of the Hom functor and the exactness of
lim
−→

.

Theorem 10.60. In the setting of Section (10.13) 1. and 2. let F be an OS-module of
finite presentation.
(1) There exist λ ∈ Λ and an OSλ-module Fλ of finite presentation such that s∗λFλ is

isomorphic to F .
(2) The OS-module F is finite locally free if and only if there exists a µ ≥ λ such that

Fµ := s∗λµFλ is finite locally free.

Using a gluing argument is it not difficult to prove a much more general result, see
Exercise 10.33.

Proof. Again, we are in an affine situation, so F = M̃ for some R-module of finite
presentation. Let Rm → Rn →M → 0 be a presentation of M . Clearly the homomorphism
f : Rm → Rn (which we can imagine as given by a matrix with entries in R) is induced

from a homomorphism fλ : Rmλ → Rnλ for suitable λ. Then Fλ = ˜Coker fλ has the desired
property because of right-exactness of ⊗.

As s∗µFµ
∼= F , the condition is clearly sufficient. Conversely if F is locally free, then

M is projective and thus a direct summand of a finitely generated free R-module. Thus
we may assume f as above with m = n and f2 = f . Considering this as an identity
of matrices, we see that there exists a µ ≥ λ such that for fµ := fλ ⊗ idRµ we have
f2
µ = fµ.

(10.17) Morphisms of schemes and limits.

We work in the setting of Section (10.13) 1.–3., 5., 6. We assume that X0 is quasi-compact.

Lemma 10.61. Let X0 be quasi-compact, and let U0 ⊆ X0 be an open subset with
U := x−1

0 (U0) = X. Then Uλ := x−1
0λ (U0) = Xλ for some λ ∈ Λ.
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Proof. Since X0 is quasi-compact, and our index set is filtered, we can check this on a finite
affine open covering, and hence may assume that X0 is affine. Then Xλ and X are affine.
We set Z0 = X0 \ U0, and view it as a reduced closed subscheme of X0 which is affine.
By Proposition 4.20 and the remark following it, we have Zλ := Z0 ×X0 Xλ = Xλ \ Uλ,
and Z := Z0 ×X0 X = X \ U = ∅ (as topological spaces). Lemma 10.54 now shows that
Zλ = ∅ for some λ, i. e. Uλ = Xλ.

We need another lemma about inductive limits of algebras; we use the notation of
Section (10.13) 1., 2.

Lemma 10.62. Let A0 be an R0-algebra of finite presentation, and let B0 be an R0-
algebra. Set Aλ = A0⊗R0

Rλ, A = A0⊗R0
R, and similarly for Bλ, B. Then the canonical

homomorphism
lim
−→
λ

Hom(Rλ-Alg)(Aλ, Bλ)→ Hom(R-Alg)(A,B)

is bijective.

Proof. Using the universal property of the tensor product, we can rewrite the Hom-sets
on the left, resp. right, hand side as HomR0

(A0, Bλ) and HomR0
(A0, B), and therefore in

the sequel we consider the homomorphism

lim
−→
λ

HomR0(A0, Bλ)→ HomR0(A0, B).

Let us first show that it is injective. So suppose that fλ, gλ : A0 → Bλ are homomorphisms
of R0-algebras that induce the same homomorphism f = g : A0 → Bλ → B. Let a1, . . . , an
be generators of A0 as an R0-algebra. Since f(ai) = g(ai) in B = lim

−→µ≥λ
Bµ, there exists

µ ≥ λ with fµ(ai) = gµ(ai), and since there are only finitely many ai, and the index set is
filtered, we can find µ which works simultaneously for all i = 1, . . . , n. But then fµ = gµ,
and we are done.

Now we prove surjectivity. We write A0 = R0[T1, . . . , Tn]/(f1, . . . , fm). Assume that
f : A0 → B is an R0-homomorphism. If µ is sufficiently large, such that f(Ti) is in the
image of Bµ for each i, then we can define a homomorphism g : R[T1, . . . , Tn]→ Bµ such
that the square

R[T1, . . . , Tn]
g //

��

Bµ

��
A0

f // B

is commutative. Since g(fi) maps to 0 in B, for each i, we find ν ≥ µ such that all g(fi) are
0 in Bν . But then the homomorphism R[T1, . . . , Tn]→ Bν factors through fν : A0 → Bν ,
and this is the preimage of f that we were looking for.

Now we can prove an analogous theorem for schemes which are not necessarily affine.
We work in the setting of Section (10.13) 1.–3., 5.; Point 6. is not in force anymore.
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Theorem 10.63. Suppose that X0 is qcqs, and that Y0 is locally of finite presentation
over S0. Then the natural morphism

(10.17.1) lim
−→

HomSλ(Xλ, Yλ)→ HomS(X,Y )

is bijective.

Proof. We first prove injectivity, so assume that morphisms fλ, gλ : Xλ → Yλ which induce
the same morphism f = g : X → Y are given. Since X is quasi-compact, so is f(X), and
it follows that f(X) is contained in a finite union

⋃n
i=1 Vi of open affine subsets of Y ,

and we may assume that these Vi arise by base change from a covering Yλ =
⋃n
i=1 Vi,λ.

In particular, we have a covering Yµ =
⋃n
i=1 Vi,µ for every µ ≥ λ.

We would like to show that every point x ∈ Xλ admits an affine open neighborhood
W (x) such that fλ(W (x)), gλ(W (x)) are contained in the same Vi,λ. Since X is quasi-
compact, finitely many of these W (x) will cover X, and we can apply the lemma above
to get the injectivity result. We will show that this is true after possibly replacing λ by
some µ ≥ λ, which of course is good enough for our purposes.

We write U ′i,λ = f−1
λ (Vi,λ), U ′′i,λ = g−1

λ (Vi,λ), Ui,λ = U ′i,λ ∩ U ′′i,λ. The inverse image of⋃
i Ui,λ in X is equal to X, so by Lemma 10.61 we conclude that for some µ ≥ λ we have⋃
i Ui,µ = Xµ. So every point of Xµ has an open affine neighborhood which is entirely

contained in one of the Ui,µ, and any such neighborhood is mapped to Vi,µ by both fµ
and gµ.

Now let us show the surjectivity, so consider an S-morphism f : X → Y . Choose Vi, Vi,λ
as in the first part. We fix finite open affine coverings f−1(Vi) =

⋃
j Uij . By Theorem 10.57

we may assume that the Uij arise by base change from open subsets Uij,λ ⊆ Xλ. Using
the lemma above, we find λ and morphisms Uij,λ → Yλ which (after the base change
×SλS) are compatible with f . Since the intersections Uij,λ ∩ Ui′j′,λ are quasi-compact,
the injectivity statement which we proved already is available for them. Therefore, after
passing to a suitable index µ ≥ λ we can glue these morphisms and obtain the desired
preimage fµ : Xµ → Yµ of f .

Note that the proof shows that (10.17.1) is still injective if we only assume that X0 is
quasi-compact and that Y0 is locally of finite type.

Corollary 10.64. Suppose that in the situation of Theorem 10.63 both X0 and Y0 are of
finite presentation over S0.
(1) Let f0 : X0 → Y0 be an S0-morphism. Then the induced morphism f : X → Y is an

isomorphism if and only if there exists λ such that fλ is an isomorphism.
(2) The S-schemes X and Y are isomorphic if and only if there exists λ such that Xλ

and Yλ are isomorphic.

Proof. Under these assumptions, we can apply the theorem to morphisms X → Y and
Y → X, and the assertions follow easily.

Now that we have investigated the behavior of morphisms with respect to taking limits,
we look at the analogous question for schemes. The affine case is Lemma B.10 which we
restate here.
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Lemma 10.65. Let R be a ring, and let (Aλ)λ∈Λ be a filtered inductive system of
R-algebras. Let A = lim

−→
Aλ. Furthermore, let B be an A-algebra of finite presentation.

Then there exists λ ∈ Λ and an Aλ-algebra Bλ of finite presentation such that B ∼=
Bλ ⊗Aλ A.

Theorem 10.66. Let X be an S-scheme of finite presentation. Then there exists λ, and
an Sλ-scheme Xλ of finite presentation such that X is isomorphic to Xλ ×Sλ S.

Proof. Since X is of finite presentation, there exists a finite open affine covering (Xi)i
of X such that each Γ(Xi,OX) is a Γ(S,OS)-algebra of finite presentation. Now we use
Lemma 10.65: Passing to a suitable λ, we find Γ(Sλ,OSλ)-algebras Bi of finite presentation
such that Bi ⊗Γ(Sλ,OSλ ) Γ(S,OS) = Γ(Xi,OX).

We would like to glue the Bi to an Sλ-scheme whose base change to S is isomorphic to
X. We achieve this by constructing a suitable gluing datum, see Section (3.5), using our
previous results. At most steps, we have to pass to some µ ≥ λ, and we usually do so silently,
i. e. using λ to denote the new index! We write Zi,λ = SpecBi, Zi = Zi,λ ×Sλ S = Xi.

First, since Xi ∩Xj is quasi-compact and hence constructible in the (quasi-separated!)
X, by Theorem 10.57, the open subset Xi ∩Xj ⊆ Xi = Zi comes from an open subset
Zijλ ⊂ Ziλ (we repeat that by abuse of notation, we keep the notation λ for the (suitably
increased) index). Then Zij := Zijλ ×Sλ S = Xi ∩ Xj = Zji, and by Corollary 10.64

this isomorphism comes from an isomorphism Zijλ
∼→ Zjiλ. Since there are only finitely

many indices i, j, we may assume that a single λ works for all i, j. Finally, since all
these isomorphisms satisfy the cocycle condition after base change to S, the cocycle
condition is satisfied when we pass to a sufficiently high index λ. Therefore the Ziλ glue
to a scheme Xλ, such that Xλ ×Sλ S is isomorphic to X. From this construction it is also
easily checked that Xλ is of finite presentation over Sλ.

Combining Theorem 10.66 and Theorem 10.63 we obtain the following result.

Corollary 10.67. Let X and Y be S-schemes of finite presentation and let f : X → Y
be a morphism of S-schemes. Then there exists λ, and Sλ-schemes Xλ and Yλ of finite
presentation and a morphism fλ : Xλ → Yλ such that X ∼= Xλ×Sλ S, Y ∼= Yλ×Sλ S, and
f = fλ ×Sλ idS.

Remark 10.68. To simplify the exposition we chose to present results and proofs only
in the case where S0, Sλ, and S are affine. Most of the results above and in particular
Corollary 10.67 can be generalized to the case where we replace the hypotheses 2. of
Section (10.13) by the following more general assumption (see [EGAIV] §8, §9).

2′. S0 is qcqs (e.g. S0 noetherian), and s0λ : Sλ → S0 is an affine morphism (i.e., there
exists an open affine covering (Ui) of S0 such that s−1

0λ (Ui) is affine for all i; see
Section (12.1) for details) for all λ.

(10.18) Elimination of noetherian hypothesis.

We apply the results of the previous section to the elimination of hypotheses about
noetherianness.

Theorem 10.69. Let R be a ring, and let f : X → Y be a morphism of R-schemes. The
following are equivalent:
(i) The schemes X and Y are of finite presentation over R.
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(ii) There exist a noetherian ring R0, schemes X0 and Y0 of finite type over R0, a
morphism f0 : X0 → Y0 of R0-schemes, and a ring homomorphism R0 → R, such
that X ∼= X0 ⊗R0

R, Y ∼= Y0 ⊗R0
R, and f = f0 ⊗ idR.

In fact, in (ii) one can even assume that R0 is a Z-algebra of finite type.

Proof. Use Corollary 10.67 and the fact that every ring is the filtered union of its finitely
generated Z-subalgebras.

As an application of these techniques, we prove that Chevalley’s theorem also holds
(under suitable assumptions) in the non-noetherian case.

Theorem 10.70. Let f : X → Y be a morphism which is quasi-compact and locally of
finite presentation. Then f(X) is a constructible subset of Y .

Proof. By checking this on an open affine covering of Y , we reduce to the case that
Y = SpecA is affine. Since X is then quasi-compact, and finite unions of constructible
sets are again constructible, we may assume that X is affine, as well, say X = SpecB,
and in particular that X is of finite presentation over Y . Now write A as the inductive
limit of its Z-subalgebras of finite type. By Lemma 10.65 we may assume that f is the
base change of a morphism f0 : SpecB0 → SpecA0 of finite presentation, where A0 is
a finitely generated Z-algebra, and in particular is noetherian. Now f(X) is the inverse
image of f0(SpecB0) under the canonical projection, and since the latter is constructible
by Theorem 10.20, we are done by Proposition 10.43.

We also note the following immediate corollary:

Corollary 10.71.
(1) Let f : X → Y be a morphism which is of finite presentation. Let C ⊆ X be con-

structible. Then f(C) is a constructible subset of Y .
(2) Let f : X → Y be a morphism which is locally of finite presentation. Then f(X) is a

union of constructible subsets of Y .

Proof. The claim of the first point can be checked locally on Y , so that we can assume
that Y is affine, and hence that X is qcqs. Using Proposition 10.45, we can write C as
the image of a morphism of finite presentation. Applying the theorem to the composition,
we are done. The second point is clear.

As an application, we can characterize open morphisms:

Corollary 10.72. Let f : X → Y be a morphism locally of finite presentation. The
following are equivalent:
(i) The morphism f is open.
(ii) For every x ∈ X, f(Spec OX,x) = Spec OY,f(x) (where we consider the spectra of the

stalks as subsets of X and Y , resp., in the natural way).
(iii) For every x ∈ X and every generization y′ of y := f(x), there exists a generization

x′ of x with f(x′) = y′.

Proof. With the above results about the non-noetherian case at hand, the proof of the
corollary is basically the same as the proof of Corollary 10.21. Clearly, conditions (ii) and
(iii) are equivalent. We have already proved that (i) implies (iii); see Lemma 5.10. So it
remains to show that (iii) implies (i).
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Since condition (iii) is still satisfied after replacing X by an open subset, it is enough
to show that f(X) is open. We may check this on open coverings of Y and X, so we may
assume that Y and X are affine, so that f is of finite presentation. By Theorem 10.70, we
know that f(X) is constructible. Using Proposition 10.45, and the method of the proof of
Lemma 10.17, we see that it is open.

Remark 10.73. Given an arbitrary scheme S and a morphism f : X → Y of S-schemes
of finite presentation, Theorem 10.69 allows often to reduce to the noetherian case for
questions that are local on S. Here we use that if S = SpecR is affine, then S is the
filtered projective limit of noetherian affine schemes. For assertions that are global on S
one can use Remark 10.68 together with the following result (see [TT] Theorem C9 and
Theorem C7):

Let R0 be a noetherian ring (e.g., R0 = Z) and let S be an R0-scheme. Then S is
qcqs if and only if S is the limit of a projective system (Sλ) of R0-schemes of finite type
where all transition morphisms sλµ : Sµ → Sλ are affine and such that OSλ → sλµ∗OSµ is
injective. Moreover, S is separated if and only if there exists an index λ0 such that Sλ is
separated for all λ ≥ λ0.

To use the above elimination techniques for hypotheses about noetherianness it is
necessary to assume that the morphisms involved are of finite presentation. Sometimes it
is possible to weaken this assumption by the following result (see [Co] 4.3 and A1 for a
proof):

Theorem 10.74. Let S be a qcqs scheme and let X be a quasi-separated S-scheme
of finite type. Then there exists a closed S-immersion X ↪→ X1, where X1 is of finite
presentation over S. If X is separated over S, one can choose X1 to be separated over S.
If X is finite over S (see Definition 12.9 below), then one can choose X1 to be finite over
S.

(10.19) Properties of morphisms and inductive limits.

We work in the setting of Section (10.13) 1.–3., 5., 6. We give some examples of properties
of morphisms of schemes which are compatible with inductive limits of rings as defined in
Section (10.13).

Proposition 10.75. Let X0, Y0 be S0-schemes of finite presentation, and let f0 : X0 → Y0

be a morphism between them. Let P denote the property of being
(1) an immersion (resp. an open immersion, resp. a closed immersion), or
(2) surjective.
Then f has the property P if and only if there exists λ such that fλ has the property P.

Proof. Since all the properties are stable under base change, if fλ has the property P for
some λ, then so has f , and our task is to prove the converse in each case.

Note that f0 (and therefore f) is of finite presentation (Proposition 10.35). All the
properties above can be checked on an affine open covering of Y0. Therefore we may
assume that Y0 is affine. Then Y is affine, too.

First assume that f is an open immersion, and denote by V ⊆ Y the open subscheme
f(X). By Corollary 10.71 (1), f(X) is constructible, so we can apply Theorem 10.57
and find that there exists λ and an open subset Vλ whose inverse image in Y is V . But
if we consider Vλ as an open subscheme of Yλ, then again the inverse image in Y , as
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a scheme, is V . Now f by assumption induces an isomorphism X
∼→ V , and it follows

from Corollary 10.64 that Xµ
∼= Vµ for some µ, and by Theorem 10.63 we get that by

possibly increasing µ this isomorphism, composed with the inclusion Vµ ⊆ Yµ, induces
the morphism fµ.

Now assume that f is a closed immersion, and let a ⊆ Γ(Y,OY ) =: A be the ideal
corresponding to f . Since f is of finite presentation over S, the ideal a is finitely generated,
say by elements a1, . . . , ar ∈ A. Each ai has a preimage in some ring Aλi , where Aλ =
Γ(Yλ,OYλ). Therefore we find an index λ and a finitely generated ideal aλ of Aλ such
that aλA = a. We obtain a closed immersion f ′λ : SpecAλ/aλ → Yλ = SpecAλ such that
f ′λ × idS = f . Using the same argument as in the case of an open immersion, we arrive at
the desired conclusion.

The case that f is an immersion then follows by writing f as the composition of closed
immersion followed by an open immersion.

Finally, we assume that f is surjective. The image Z0 := f(X0) is constructible in Y0 by
Corollary 10.71 (1). Since we have f(Xλ) = Zλ := y−1

0λ (Z0), f(X) = Z := y−1
0 (Z0), and

by assumption Z = Y , it follows from Theorem 10.57 (1) that Zλ = Yλ for some λ.

In fact, most of the properties we define for morphisms of schemes are compatible with
inductive limits of rings, see Appendix C.

(10.20) Popescu’s theorem.

We have seen in Theorem 10.66 that (in the usual setting) an S-scheme X of finite
presentation can be “approximated”, i. e. can be expressed as a base change Xλ ×Sλ S.
As Proposition 10.75 shows, one can even hope to do this in a way which preserves certain
properties of X, or rather of morphisms of S-schemes. In this section we give an outlook
on a related result which concerns the compatibility of smoothness and limits. This is
Popescu’s theorem ([Po], see also [Sp]), an important and highly non-trivial result which
generalizes results of Néron and is also related to Artin’s approximation theorem.

We call a morphism SpecB → SpecA of noetherian affine schemes regular if it is
flat (i. e. B is a flat A-module) and if all the fibers SpecB ⊗A κ(s), s ∈ SpecA, are
geometrically regular (see Exercise 6.19).

Theorem 10.76. A morphism SpecB → SpecA of noetherian affine schemes is regular
if and only if B is isomorphic to a filtered inductive limit of smooth A-algebras.

Note that in the situation of the theorem, in general B is not equal to the inductive limit
of its smooth A-subalgebras, cf. [Sp] Problem 1.3, Section 10. As we will see in Volume II,
the notion of regular morphism is very close to the notion of smooth morphism. In fact,
if B is an A-algebra of finite presentation, then SpecB → SpecA is regular if and only if
it is smooth. Because of this, it is not hard to see that the morphism SpecB → SpecA is
regular in case B is a filtered inductive limit of smooth A-algebras. The converse, however,
is a deep result. If A = k and B = K are fields, then SpecK → Spec k is regular if and
only if k → K is a separable extension (Proposition B.97).

In [An] André has shown that the following class of morphisms is regular (and thus
Popescu’s theorem can be applied).

Theorem 10.77. Let ϕ : A→ B be a local homomorphism of local noetherian rings. Let
r be the Jacobson radical of B. Suppose that the following conditions are satisfied.
(a) A is quasi-excellent (see Definition 12.49 and Theorem 12.51 below).
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(b) For every A-algebra C and every ideal I ⊂ C with I2 = 0 and for every A-algebra
homomorphism ψ̄ : B → C/I with ψ̄(rn) = 0 for some n ≥ 1 there exists an A-algebra
homomorphism ψ : B → C such that its composition with the canonical homomorphism
C → C/I is ψ̄.

Then the morphism SpecB → SpecA corresponding to ϕ is regular.

The property (b) means that B with the r-adic topology is formally smooth over A
(cf. [Mat] §28).

(10.21) The principle of the finite extension.

Proposition 10.78. Let k be a field, and let P be a property of k-algebras such that
(a) if R→ R′ is a homomorphism of k-algebras and if P holds for R, then P holds for

R′,
(b) if (Rλ)λ is an inductive system of k-algebras, and P holds for R = lim

−→
Rλ, then it

holds for some Rλ,
(c) there exists a k-algebra R such that P holds for R.
Then there exists a finite extension K/k such that P holds for K, and in particular, P
holds for any algebraically closed extension field of k.

Proof. Let R be a k-algebra as in (c). Writing it as the inductive limit of its k-subalgebras
of finite type and using (b), we see that P holds for some finitely generated k-algebra A.
By Hilbert’s Nullstellensatz (Theorem 1.7), every quotient of A by a maximal ideal is a
finite extension of k, so the claim follows from (a).

Corollary 10.79. Let k be a field, and let X, Y be k-schemes of finite type, such that for
some k-algebra R, there exists a morphism XR → YR of R-schemes. Then there exists a
finite extension K of k such that there exists a K-morphism XK → YK , and furthermore,
whenever Ω is an algebraically closed extension field of k, then there exists a morphism
XΩ → YΩ.

Moreover, let Q be a property of scheme morphisms that is stable under base change,
under composition and compatible with inductive limits of rings and assume that the
morphism XR → YR has Q. Then there exists a finite extension K of k and a K-morphism
XK → YK that has property Q.

Proof. We apply the proposition above to the property P of a k-algebra R such that P
holds if and only if there exists a morphism of R-schemes XR → YR (and has property
Q). Then the properties (a) and (c) are obviously satisfied, and (b) is satisfied by
Theorem 10.63. (Note that we may assume that R0 = k, so that X0 = X and Y0 = Y ,
being of finite type over k, satisfy the hypothesis of the theorem.)

Corollary 10.80. Let k be a field, let X, Y be k-schemes of finite type, such that for
some k-algebra R, there exists an isomorphism XR

∼→ YR. Then there exists a finite
extension K of k such that there exists an isomorphism XK

∼→ YK , and furthermore,
whenever Ω is an algebraically closed extension field of k, then XΩ and YΩ are isomorphic.
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Constructible properties

Let P(Z, k) be a property of a k-scheme Z and let Q(Z, z, k) be a property of a point z
of a k-scheme Z. We will now study the question whether for a morphism f : X → S of
finite presentation the sets

{ s ∈ S ; P(Xs, κ(s)) holds },
{x ∈ X ; Q(Xf(x), x, κ(f(x))) holds }

are constructible. In fact, there are plenty of variants of such questions as studying the
locus where the fibers of a quasi-coherent OX -module or of a morphism X → Y of
S-schemes have a certain property. In this chapter we will look only at a few selected
examples. We refer to Appendix E and the references therein for a more exhaustive list.

(10.22) Generic freeness.

We start with proving a result about generic freeness of modules which is interesting in
itself and that we will need in the subsequent sections.

Lemma 10.81. Let S be an integral scheme and let F be an OS-module of finite
presentation. Then there exists a dense open subset U of S such that F |U ∼= On

U for some
integer n ≥ 0.

Proof. This follows from Proposition 7.27: If η ∈ S is the generic point, then OS,η is the
function field and hence Fη

∼= (On
S )η.

See also Exercise 10.37, and Section (11.8). This lemma can be vastly generalized. We
start with another lemma:

Lemma 10.82. Let R be a noetherian ring, let A be an R-algebra which is generated by
a single element x ∈ A. Let M be a finitely generated A-module, and let N ⊆ M be a
finitely generated R-submodule such that AN = M . Then there exists a (not necessarily
finite) filtration

M/N ⊇ · · · ⊇Mi+1 ⊇Mi ⊇ · · · ⊇M0 = 0

by finitely generated sub-R-modules, such that there exists an integer j ≥ 0 such that
Mi+1/Mi

∼= Mj+1/Mj for all i ≥ j.

Proof. We let

Mi =

 i∑
j=0

xjN

 /N,(10.22.1)

Ni = Ker(xi+1 : N →M/Mi).(10.22.2)

(We denote multiplication by xi+1 by xi+1.)
Clearly, the Mi are an ascending chain of R-submodules of M/N whose union is all

of M/N . Furthermore, the Ni are an ascending chain of R-submodules of N , which
must terminate because N is finitely generated over the noetherian ring R. Because
Mi+1/Mi

∼= N/Ni for every i, the claim follows.
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Theorem 10.83. Let R be a noetherian integral domain, let A be a finitely generated
R-algebra, and let M be a finitely generated A-module. Then there exists s ∈ R \ {0},
such that the localization Ms is a free Rs-module.

Proof. Let x1, . . . , xn ∈ A be generators of A as an R-algebra. We prove the proposition
by induction on n. If n = 0, i. e. A = R, then we are done by Lemma 10.81. Otherwise
let A′ be the R-subalgebra of A generated by x1, . . . xn−1.

Let e1, . . . , er be generators of M as an A-module, and set N =
∑
A′ei. We can apply

the previous lemma to A′, A, M and N , and get a filtration of M/N by finitely generated
A′-submodules with only finitely many subquotients (up to isomorphism). Adding N as
a filtration step, we obtain a filtration of M with the same property. By the induction
hypothesis, all the subquotients of this filtration are free over a suitable localization
of R, and over this localization the filtration splits (Proposition B.15). This shows the
proposition.

We may use this result to prove the Theorem of generic flatness:

Theorem 10.84. Let f : X → Y be a quasi-compact morphism locally of finite presen-
tation, and assume that Y is integral. Let F be a quasi-coherent OX-module of finite
presentation. Then there exists a dense open subset U ⊆ Y such that the restriction
F|f−1(U) is flat over U .

Proof. The question is local on Y , so we assume that Y = SpecA is affine, where A is an
integral domain. Since f is quasi-compact, we find a finite open affine covering X =

⋃
i Ui.

If we find dense open subsets U of Y as in the theorem for each of the restrictions Ui → Y ,
their intersection will satisfy the desired conclusion with respect to f , so we may also
assume that X = SpecB is affine, and then B is an A-algebra of finite presentation, and
F is the quasi-coherent OX -module associated with the B-module M = Γ(X,F ) of finite
presentation.

Using the technique of eliminating the noetherianness hypothesis (Theorem 10.69 and
Theorem 10.60), we may assume that the situation arises by base change for A0 → A,
where A0 is a noetherian subring of A, from an analogous situation over A0. Over A0,
the conclusion we are looking for follows directly from Theorem 10.83, and since flatness
is stable under base change, we are done.

Applying the theorem to the structure sheaf OX , we get

Corollary 10.85. Let f : X → Y be a morphism of finite type and locally of finite
presentation, and assume that Y is integral. Then there exists a dense open subset U ⊆ Y
such that the restriction f|f−1(U) : f−1(U)→ U is flat.

Proposition 10.86. Let S be a noetherian scheme and let f : X → S be a morphism of
finite type. Let P be a property of morphisms of schemes that is compatible with inductive
limits of rings. We assume that for all s ∈ S the morphism f−1(s)→ Specκ(s) satisfies
P. Then S is the (set-theoretical) disjoint union of finitely many affine subschemes Si
such that the restriction f−1(Si)→ Si of f is flat and satisfies property P.

Proof. By noetherian induction we may assume that the theorem holds for the restriction
f−1(S′)→ S′ for every proper closed subscheme S′ of S. Moreover, we may assume that
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S is reduced. Let η ∈ S be a maximal point. Let V be an open neighborhood of η that
does not meet any other irreducible component. Then V is an integral subscheme of S.
By Corollary 10.85 there exists an open affine neighborhood U ⊆ V of η such that the
restriction f−1(U)→ U is flat. Writing OS,η as the inductive limit of the coordinate rings
of the open affine neighborhoods of η in U we find an affine open neighborhood S0 of η
in U such that the restriction f−1(S0) → S0 has property P (because P is compatible
with inductive limits). Application of the induction hypothesis to the complement S \ S0

(endowed with its reduced subscheme structure) now proves the proposition.

The same result holds for any qcqs scheme S, if we assume in addition that f is of
finite presentation and that P is stable under faithfully flat descent (see Definition 14.54
below).

(10.23) Constructible properties.

We now come to the question, whether for a scheme S and an S-scheme X of finite
presentation the set of s ∈ S, such that the fiber Xs has a certain property P, is
constructible. One might call such a property P “constructible” but usually it is difficult
to check directly whether a given property P is constructible in this naive sense. Thus we
have the following definition which makes it usually easier to check whether a property is
constructible.

Definition 10.87. Let P = P(X, k) be a property of schemes X of finite type over a
field k. The property P is called constructible, if
(a) For every field extension k′ of k and every k-scheme X of finite type, P(X, k) is

equivalent to P(X ⊗k k′, k′).
(b) For every integral noetherian scheme S with generic point η, and every morphism

u : X → S of finite type, writing E = { s ∈ S ; P(Xs, κ(s)) holds }, we have that
either E or S \ E contains a non-empty open subset of S. (Here Xs denotes the
scheme-theoretic fiber of u over s, see Section (4.8).)

There are obvious variants of this definition for properties of pairs (X, k) as in Defini-
tion 10.87 together with additional data (e.g., an OX -module F or a subscheme Z of X)
which we do not make explicit.

Condition (a) is satisfied if P(X, k) is of the form “the morphism X → Spec k has
property P′”, where P′ is a property of morphisms of schemes that is stable under base
change (Section (4.9)) and under faithfully flat descent (see Definition 14.54 below). This
is in fact true for most of the properties on morphisms of schemes that we define (see
Appendix C).

The following proposition shows that if a property is constructible, then it is also
constructible in the naive sense discussed above.

Proposition 10.88. Let P be a constructible property as in the definition. Let X → S be
a morphism of finite presentation. Then { s ∈ S ; P(Xs, κ(s)) holds } is a constructible
subset of S.

Proof. We may assume that S = SpecA is affine, because constructibility is a local
property. By Theorem 10.69, there exists a subring A0 ⊆ A which is a Z-algebra of finite
type, and an A0-scheme X0 of finite type such that X0 ⊗A0

A ∼= X. Let p : S → S0 be
the natural morphism, and let E0 = {s ∈ S0; P((X0)s, κ(s))}. From property (a) of the
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definition of constructible properties, and the transitivity of fiber products, it follows that
E = p−1(E0), and by Proposition 10.43 it is enough to show that E0 is constructible in
S0. Thus we may assume that S is noetherian.

Now we use Proposition 10.14. If Z ⊆ S is an irreducible closed subset, we consider it as
an integral closed subscheme, and use Definition 10.87 for the base change X ×S Z → Z.
Because of the transitivity of the fiber product, the fibers over points in Z are the same
in both cases, and the result follows.

For an example of a constructible property, see Proposition 10.96. One can show that
the properties “geometrically reduced” and “geometrically irreducible” are constructible
(see Appendix E for a more exhaustive lists); see also Exercise 10.42.

Remark 10.89. Let k be a field, let X and S be schemes of finite type over k and let
f : X → S be a k-morphism. Let P be a constructible property. Assume that we are
given a constructible subset C of S (e.g., C = S) and that we want to show that for all
s ∈ C the κ(s)-scheme f−1(s) has property P. Then it follows from Remark 10.15 that it
suffices to show that f−1(s) has property P for every point s ∈ C that is closed in S.

More generally, this is true whenever k is a Jacobson ring (Exercise 10.16).

Remark 10.90. For schemes over finite fields there are a number of tools available that
do not exist for schemes over arbitrary fields, e.g, there is the additional structure of the
Frobenius morphism (Remark/Definition 4.24) and there are techniques to count points.
Thus the following principle (and variants thereof) is sometimes useful (see Exercise 10.41
for an example).

Let P(X → S) and Q(X → S) be properties of a scheme X of finite type over an affine
noetherian integral scheme S. Let K be an arbitrary field. Assume that the following
conditions hold.
(a) P is stable under base change of the form Specκ(s) → S, where s ∈ S is a closed

point. P is compatible with inductive limits of rings.
(b) Q is stable under base change of the form Spec k′ → S = Spec k, where k′ is a field

extension of a field k. For all fields k the property Q(X → Spec k) is constructible.
(c) P(X → Spec k) implies Q(X → Spec k) for all finite fields k.
Then for every K-scheme X of finite type P(X → SpecK) implies Q(X → SpecK).

Indeed, if K is a field of characteristic p > 0 (resp. of characteristic 0), we may write
K as the filtered union of finitely generated Fp-subalgebras (resp. Z-subalgebras) Rλ.
By (a) and by Theorem 10.66 there exists an index λ and an Rλ-scheme Xλ of finite
type such that P(Xλ → SpecRλ) holds. As K is an extension of the field of fractions
of Rλ, it suffices to prove that the generic fiber of Xλ has property Q. For each closed
point s ∈ SpecRλ the residue field κ(s) is a finite field. As P is stable under base
change, P holds for the fiber Xλ,s → Specκ(s). Then Q holds for Xλ,s → Specκ(s)
by Assumption (c). But the set E of s ∈ SpecRλ where Q(Xλ,s → Specκ(s)) holds is
constructible by Proposition 10.88. As the set of closed points in SpecRλ is very dense by
Proposition 3.35 (resp. Exercise 10.17), we conclude that E contains the generic point.

The argument shows that the Assumption (c) can be weakened:
(1) Let K be of characteristic p. Then it suffices that (c) is satisfied for finite fields of

characteristic p.
(2) Let K be of characteristic 0 and let P be a given infinite set of prime numbers. Then

it suffices to show that (c) is satisfied for finite fields of characteristic p with p ∈ P .
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Indeed, let R be a finitely generated Z-subalgebra of a field of characteristic zero
and E ⊆ S := SpecR a constructible set that contains every closed point s ∈ S such
that char(κ(s)) ∈ P. We have to show that E contains the generic point η of S. By
Proposition 10.14 it suffices to show that E is dense in S. Let π : S → SpecZ be the
unique morphism. By assumption we have E ⊇ π−1(P), where we consider P as a
subset of SpecZ. (If π(p) = (p) with p ∈ P, then π(m) = (p) for all closed points m
which are specializations of p, as π is continuous. Since all such closed points belong
to E and R is a finitely-generated Z-algebra and, in particular, Jacobson, we conclude
that p ∈ E.) As R is a torsion-free module over the principal ideal domain Z, π is
flat (Proposition B.89). In Theorem 14.35 below we will see that this implies that π
is open. Thus we have E ⊇ π−1(P) = π−1(P) = S.

By similar arguments one can often show a kind of converse, in the sense that properties
which hold in characteristic 0 hold for almost all prime characteristics.

(10.24) Constructibility of properties of modules.

We consider the following situation: f : X → S is a morphism of schemes, and F is a
quasi-coherent OX -module. Then for s ∈ S, we denote by Fs the restriction of F to the
fiber Xs = f−1(s), i. e. Fs := g∗F , where g : Xs → X is the natural morphism.

Recall that over a (locally) noetherian scheme X, an OX -module F is coherent, if and
only if it is quasi-coherent and of finite type, or equivalently, if it is of finite presentation;
see Proposition 7.46.

Proposition 10.91. Let S be a noetherian scheme, let X be an S-scheme of finite type,
and let F be a coherent OX-module. Then the set

E = { s ∈ S ; Fs 6= 0 }

is constructible.

In fact, a more general version of the proposition holds: Defining the notion of con-
structible property of triples (X,F , k), in analogy to Definition 10.87, the properties that
F 6= 0 (or = 0) are constructible. Thus E is constructible for an arbitrary scheme S if X
is of finite presentation over S and F is an OX -module of finite presentation.

Proof. The support of F is closed, so in particular constructible, and therefore its image
in S is also constructible by Chevalley’s Theorem 10.20. But this image is precisely the
set E of the proposition.

Next we consider exactness properties of sequences of OX -module homomorphisms.

Lemma 10.92. Let S be a noetherian integral scheme with generic point η, let f : X → S
be a morphism of finite type, and let F ,G ,H be coherent OX-modules. Furthermore, let
u : F → G , v : G →H be homomorphisms such that the sequence

Fη → Gη →Hη

is exact. Then there exists a non-empty open subset U ⊆ S, such that for every s ∈ U ,
the sequence

Fs → Gs →Hs

is exact.
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Proof. We first show that there exists a non-empty open subset U ′ ⊆ S such that the
sequence

F|f−1(U ′) → G|f−1(U ′) →H|f−1(U ′)

is exact. To check this, we may assume for the moment that S = SpecR and X = SpecA
are affine, so that the sequence F → G →H corresponds to a sequence L→M → N of
A-modules. By assumption this sequence becomes exact after tensoring with ⊗RT−1R,
where T = R\{0}, or equivalently after tensoring with ⊗AT−1A. We can also express this
in terms of direct limits, e. g. L⊗A T−1A = lim

−→t∈T
L⊗A At. Since L is finitely generated,

it is clear that the composition L → N is zero after tensoring with At for some t ∈ T .
Replacing R by Rt we may assume that L→ N is zero. Then Im(L→M) ⊆ Ker(M → N),
and since the quotient is zero after tensoring with ⊗AT−1A, and is finitely generated, we
see that it is zero after tensoring with ⊗AAt for a suitable t ∈ T . This proves our claim,
and replacing S by a non-empty open subset, we may therefore assume that the sequence
F → G →H is exact.

It is enough to prove that (Ker v)s = Ker(vs), and (Imu)s = Im(us) for all s in a
non-empty open U . Splitting the sequence F → G → H into suitable short exact
sequences, we may thus even assume that

0→ F → G →H → 0

is exact. Now we apply Theorem 10.84: for a suitable non-empty open U ⊆ S, H|f−1(U)

is flat over U , so that the sequence above remains flat after tensoring by ⊗OUκ(s) for
every s ∈ U (Proposition 7.40). That is what we had to show.

Proposition 10.93. Let S be a noetherian scheme and let f : X → S be a morphism
of finite type. Let F , G , H be coherent OX-modules. Furthermore, let u : F → G ,
v : G →H be homomorphisms of OX-modules. Then the set

E = { s ∈ S ; Fs → Gs →Hs is exact }

is a constructible subset of S.

Proof. We use Proposition 10.14, so we assume that in addition S is noetherian and
integral with generic point η. If η ∈ E, then it follows from the lemma above that E
contains a non-empty open subset of S. It remains to handle the case that η 6∈ E. We
have to show that S \ E contains a non-empty open subset of S.

Let us write w = v ◦u, and first suppose that wη = vη ◦uη 6= 0. The kernel N := Kerw
is again coherent, and we can apply the lemma to the sequence 0 → N → F → H .
This shows, that replacing S by a suitable non-empty open subset, we may assume that
Ker(ws) = Ns for all s ∈ S. Then we also have Fs/Ns = (F/N )s, because taking
tensor products is right exact. Therefore, ws 6= 0 if and only if (F/N )s 6= 0, and by
Proposition 10.91 the set of s ∈ S with ws 6= 0 (and in particular S \ E) contains a
non-empty open subset.

Finally suppose that wη = 0, so that the exactness fails because Imuη ( Ker vη.
Similarly as above, by shrinking S we may assume that Im(us) = (Imu)s, Ker(vs) =
(Ker v)s for all s ∈ S. Then the claim follows from Proposition 10.91, applied to Ker v/ Imu.
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The proposition remains true if S is not necessarily noetherian, but f is of finite
presentation and if F , G , and H are OX -modules of finite presentation. The previous
lemma, which is still the key point, also holds in this more general context, because it can
be reduced to the noetherian case using standard techniques, similar to those developed
above. See [EGAIV] 9.4.

Our next goal is to prove that the property of being of dimension d for a fixed d is
constructible. We start with the following lemma whose assertion is interesting in itself.

Lemma 10.94. Let S = SpecA be an integral noetherian scheme with generic point η, let
X = SpecB be an affine S-scheme of finite type, and let F be a coherent OX-module. As-
sume that for all s ∈ S, the fiber Xs is integral, and that Fη is a torsion-free OXη -module.
Then for all s in a non-empty open subset of S, the OXs-module Fs is torsion-free.

Proof. Let M = Γ(F , X), and Ms = Γ(Xs,Fs) = M ⊗A κ(s) for s ∈ S, and similarly
define Bs, s ∈ S. Since Mη is a torsion-free Bη-module, the natural homomorphism
M → M ⊗Bη Frac(Bη) ∼= Frac(Bη)n is injective. The latter is the union of free Bη-
modules, and because M is finitely generated, we can embed Mη into a free module Bnη .
By Theorem 10.58, the homomorphism Mη → Bnη can be extended to an open subset of
S, and by Proposition 10.93, it is still injective on the fibers over a possibly smaller open
subset of S.

Note that it is not difficult to show this lemma if S is an arbitrary locally noetherian
scheme and X is of finite type over S. We are here mainly interested in the following
application for which the version proved above suffices.

Proposition 10.95. Let f : X → S be a dominant morphism of finite type between
irreducible noetherian schemes. Let η denote the generic point of S. Then there exists a
non-empty open subset U ⊆ S, such that for every s ∈ U , all the irreducible components
of the fiber Xs have dimension dimXη.

Proof. We may assume that S = SpecR is affine, and replacing f by fred, we may assume
that R is a domain and that X is integral. Note furthermore that Xη is irreducible,
because it contains the generic point of X.

Let W ⊆ Xη be an affine open subscheme, and let V ⊆ X be an open subset such that
V ∩Xη = W . We claim that for all s in a suitable non-empty open subset of S, Vs is dense
in Xs. We can check this property on a (finite) open affine covering of X, and hence assume
for the moment that X is affine, say X = SpecA. Let t ∈ A with D(t) ⊆ V . Clearly it
is enough to prove the desired density statement for D(t) rather than for V . Since Xη

is irreducible, D(t)η is dense in Xη, or in other words, multiplication by t induces an
injection OX,η → OX,η. This means that multiplication induces injective homomorphisms
OX,s → OX,s for all s in a non-empty open subset (use Proposition 10.93), and for all
those s, D(t)s is dense Xs. The claim is proved, and therefore we may replace X by V ,
and hence assume that W = Xη.

This means that Xη is affine, and of finite type over κ(η), so there is a closed immersion
Xη ↪→ ANκ(η) into some affine space over κ(η). Using Theorem 10.63 and Proposition 10.75,

we see that after shrinking S further, we find a closed immersion X ↪→ ANS , so in particular
X is affine, say X = SpecA.

Now Lemma 10.18 gives us, after possibly making S even smaller, a finite injective
ring homomorphism R[T1, . . . , Tn] → A, where n = dimXη. Since A is a domain, this
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homomorphism makes A into a finitely generated torsion-free R[T1, . . . , Tn]-module.
Therefore A ⊗R κ(η) is a finitely generated torsion-free κ(η)[T1, . . . , Tn]-module, and
by Lemma 10.94 there exists a non-empty open subset U ⊆ S, such that for all s ∈ U ,
A⊗R κ(s) is a finitely generated torsion-free κ(s)[T1, . . . , Tn]-module. For all these s, in
particular the homomorphism κ(s)[T1, . . . , Tn]→ A⊗R κ(s) is injective.

Now let Z ⊆ Xs = SpecA ⊗R κ(s) be an irreducible component. Then we have
Z = Spec(A ⊗R κ(s))/p, where p ⊂ A ⊗R κ(s) is a minimal prime ideal. Therefore p
consists entirely of zero-divisors (Proposition B.59), and since A⊗R κ(s) is torsion-free
over the polynomial ring, the homomorphism κ(s)[T1, . . . , Tn] → A ⊗R κ(s)/p is still
injective (and, of course, finite). By Corollary 5.17, we have dimZ = n, as desired.

Now we can also easily give an example of a constructible property of k-schemes in the
sense of Definition 10.87.

Proposition 10.96. The following properties of k-schemes X are constructible:
(1) X is empty.
(2) X is finite.
(3) dimX is contained in a fixed subset Φ ⊆ Z ∪ {−∞}.

Proof. The first and second properties are special cases of the third one (taking Φ = {−∞},
and Φ = {−∞, 0}, respectively – see Section (5.4)), so it is enough to prove the third
assertion.

By Proposition 5.38, the first property of Definition 10.87 is satisfied, so it remains to
prove the second one. So assume that S is noetherian and integral with generic point η,
and that X is an S-scheme of finite type. By noetherian induction we see that it is enough
to prove that there exists a non-empty open subset U ⊆ S such that dimXu = dimXη

for all u ∈ U .
Denote by Xi, i ∈ I the finitely many irreducible components of X. To each Xi,

considered as an integral scheme, we can apply Proposition 10.95 and obtain an open
subscheme Ui ⊆ S where all fibers of Xi → S have the same dimension. As we have
dimXs = supi dim(Xi)s, we can set U :=

⋂
i Ui.

(10.25) Constructibility of the local dimension of fibers.

Let f : X → S be a morphism. Often it is interesting to know that the subset of all points
x ∈ X which satisfy a certain property inside the fiber f−1(f(x)) is constructible. Recall
that we defined in Section (5.7) the dimension of X at a point x.

Theorem 10.97. Let f : X → S be a morphism locally of finite presentation, and let
Φ ⊂ Z ∪ {±∞} be a finite subset. Then the set

{x ∈ X ; dimx(Xf(x)) ∈ Φ }

is a constructible subset of X.

Proof. We will give the proof only in the case that S is noetherian. The general case can
be reduced to the noetherian case with some additional work, using the methods above;
see Exercise 10.44.
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Since the question is local on X, we may also assume that X is of finite type over S,
and in particular that X is noetherian, as well. Note that all the fibers Xs, s ∈ S, of f are
schemes of finite type over a field (namely κ(s)), and in particular the dimension dimxXs

(x ∈ Xs) is just the supremum of the dimensions of those irreducible components of Xs

that contain x.
To prove the theorem, we apply the criterion given in Proposition 10.14. Let Y be a

closed irreducible subset of X, and let ξ be its generic point. It is then enough to show
that Y contains a non-empty open subset V such that for all v ∈ V , the dimensions
dimvXf(v) coincide. As f(Y ) is contained in the closure of f(ξ) =: η, we may replace S
by this closure (with the reduced scheme structure), and hence may assume that S is an
integral scheme with generic point η.

Let Xi, i ∈ I, be the irreducible components of X which contain ξ (and therefore
contain Y ). Looking at generic points, one sees that the intersections Xi∩Xη are precisely
the irreducible components of the fiber Xη. Since we are looking for an open neighborhood
of ξ, we may discard all those irreducible components which do not contain ξ, so we
assume that X =

⋃
iXi.

Since Xi is closed and hence constructible, so is its image f(Xi ∩ Y ) by Chevalley’s
Theorem 10.20. Since it contains η, it contains a non-empty open subset of S (Proposi-
tion 10.14). By shrinking S, we may therefore assume that all the fibers Xs meet all the
components Xi.

Now applying Proposition 10.95 to Xi, we obtain a non-empty open subset U ⊆ S, such
that for every s ∈ U all irreducible components of Xi ∩Xs have dimension dimXi ∩Xη.
Since I is finite, we may assume that this holds for all i simultaneously. Then for
v ∈ V := Y ∩ f−1(U), we have, since Y ⊆

⋂
iXi,

dimvXf(v) = sup
i

dimXi ∩Xη = dimXη,

independently of v.

Exercises

Exercise 10.1. Let f : X → Y be a quasi-compact morphism. Show that the following
assertions are equivalent.
(i) f is dominant.
(ii) For every maximal point y of Y the fiber f−1(y) is non-empty.
(iii) For every maximal point y of Y the fiber f−1(y) contains a maximal point of X.
Hint : To show that (i) implies (iii) reduce to the case that X and Y are affine and reduced.
Then use Corollary 2.11.

Exercise 10.2. Let f : X → Y be a quasi-compact morphism. Show that f is closed if
and only if the image of f is stable under specialization (i.e., if y ∈ f(X) and y′ is a
specialization of y, then y′ ∈ f(X)).
Hint : To show that the condition is sufficient reduce to the case that X and Y are
irreducible and use Exercise 10.1.
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Exercise 10.3. Let f : X → Y be a surjective morphism.
(a) Show that the following properties are equivalent.

(i) Every quasi-compact open subset of Y is the image of a quasi-compact open
subset of X.

(ii) There exists an open affine covering (Vi)i of Y such that each Vi is the image of
a quasi-compact open subset of X.

(iii) For all x ∈ X there exists a quasi-compact open neighborhood U of x in X such
that f(U) is open and affine in Y .

We call a morphism satisfying these properties locally quasi-compact surjective .
(b) Show that the property “locally quasi-compact surjective” is local on the target,

stable under composition and stable under base change.
(c) Show that every quasi-compact surjective morphism is locally quasi-compact surjective.

Show that every surjective open morphism is locally quasi-compact surjective.

Exercise 10.4♦. Let k be an algebraically closed field and let f : A2
k → A2

k be the
morphism given on k-valued points by (x, y) 7→ (x, xy). Describe the image of f and show
that it is not locally closed. Write it as a finite union of locally closed subsets.

Exercise 10.5. Let k be an algebraically closed field. Show that the subset D of diago-
nalizable matrices in Mn(k) is constructible and contains an open dense subset.

Exercise 10.6. Let k be a field and let f : X → Y be a k-morphism of schemes of finite
type over k. Show that the following assertions are equivalent.
(i) f is surjective.
(ii) Every closed point of Y is in the set-theoretic image of f .
(iii) There exists an algebraically closed extension K of k such that f induces a surjection

Xk(K)→ Yk(K) on K-valued points.
(iv) For every algebraically closed extension K of k the morphism f induces a surjection

Xk(K)→ Yk(K) on K-valued points.

Exercise 10.7. Let S be a locally noetherian scheme, let k be a field, let f : Spec k → S
be a morphism of schemes, and let s ∈ S be its image point. Show that f is of finite
type if and only if [k : κ(s)] is finite and {s} is locally closed in S (which implies that
dim {s} ≤ 1 by Exercise 5.4). Give an example where f is of finite type and {s} is not
closed in S.

Exercise 10.8. Let X be a noetherian integral scheme with function field K(X). Show
that the canonical morphism SpecK(X)→ X is of finite type if and only if dimX ≤ 1
and X consists of finitely many points.
Hint : Exercise 10.7.

Exercise 10.9. Let R be a discrete valuation ring and let K be its field of fractions. Set
A := { f ∈ K[T ] ; f(0) ∈ R }.
(a) Show that A is a R-subalgebra of K[T ] which is not noetherian. Deduce that the

corresponding morphism of schemes f : X := SpecA→ S := SpecR is not of finite
type.

(b) Show that f−1(s) ∼= Specκ(s) and f−1(η) ∼= A1
K , where s (resp. η) is the closed

(resp. the generic) point of S.
(c) Let x be the unique point in f−1(s). Show that Spec OX,x consists of 3 points and

has dimension 2.
(d) Sketch X.
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Exercise 10.10. Let k be a fixed field. Let X be a compact totally disconnected space
(e.g., the underlying topological space of the ring of p-adic integers Zp) and for U ⊆ X
open let OX(U) be the k-algebra of locally constant functions U → k. Show that (X,OX)
is a locally ringed space which is isomorphic to SpecA, where A = Γ(X,OX).
Hint : Use that X can be written as projective limit (in the category of topological spaces)
of finite discrete spaces (see, e.g., [NSW] (1.1.1)).

Exercise 10.11. Give an example of an affine scheme X and an open subset U ⊂ X
such that U is not quasi-compact. Let Y be the scheme which is obtained by gluing two
copies of X along U via idU . Show that Y is quasi-compact but not quasi-separated.
Hint : Exercise 10.10.

Exercise 10.12. Let f : X → Y and g : Y → Z be morphisms of schemes such that g ◦ f
is quasi-compact and g is quasi-separated. Show that f is quasi-compact.

Exercise 10.13. Give an example of a morphism between quasi-compact schemes which
is not quasi-compact.
Hint : Exercise 10.11.

Exercise 10.14. This exercise gives an example of an open immersion j : U → X such
that j∗OU is not quasi-coherent. The following example is taken from [AHK] (note that
the example given in [EGAInew] (6.7.3) contains a mistake).

Let k be a field and let A be the subring of k[T ]N consisting of sequences (fn)n of
polynomials such that there exists an integer N ≥ 1 with fn+1 = fn for all n ≥ N . Let
a ⊂ A be the ideal of sequences (fn) such that there exists an N ≥ 1 such that fn = 0 for
all n ≥ N . Set X := SpecA, U := X \ V (a), and let j : U → X be the inclusion. Show
that the OX -module j∗OU is not quasi-coherent.
Hint : Let g = (T, T, T, . . .) ∈ A. Show that the image of the canonical homomorphism
Γ(X, j∗OU )g → Γ(D(g), j∗OU ) does not contain the element (1/Tn)n ∈ Γ(D(g), j∗OU ) =
(k[T ]T )N.

Exercise 10.15. Show that for a ring A the following assertions are equivalent.
(i) Every prime ideal in A is the intersection of (in general infinitely many) maximal

ideals.
(ii) For every ideal a of A the nilradical of A/a is equal to the Jacobson radical of A/a.
(iii) The subset of closed points of X = SpecA is very dense in X.
(iv) For every finitely generated A-algebra B the nilradical of B is equal to the Jacobson

radical of B.
(v) Every finitely generated A-algebra which is a field is a finite A-algebra.
Hint : Use Lemma 10.18 and Exercise 2.3.

A ring A satisfying these conditions is called a Jacobson ring .

Exercise 10.16. A scheme X is called a Jacobson scheme, if the subset of closed points
is very dense in X.
(a) Show that for a scheme X the following are equivalent:

(i) X is a Jacobson scheme.
(ii) For every affine open subset U ⊆ X the ring Γ(U,OX) is a Jacobson ring

(Exercise 10.15).
(iii) There exists an affine open cover X =

⋃
i Ui, such that for all i the ring Γ(Ui,OX)

is a Jacobson ring.
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(b) Show that a Dedekind ring A is a Jacobson ring if and only if A has infinitely many
prime ideals (e.g., this is the case for A = Z).
Hint : Use Proposition B.87.

It can be shown ([EGAIV] (10.4.5) and (10.5.3)) that a noetherian scheme of dimension
≤ 1 is Jacobson if and only if each irreducible component consists either of a single or of
infinitely many points.

Exercise 10.17. Let S be a Jacobson scheme (Exercise 10.16) and let f : X → S be a
morphism locally of finite type. Show that X is a Jacobson scheme and that for every
closed point x ∈ X its image f(x) is closed in S and κ(x) is a finite extension of κ(f(x)).

Exercise 10.18. Let R be a discrete valuation ring, m its maximal ideal, and define
X :=

∐
n≥1 SpecR/mn. Let f : X → S := SpecR be the canonical morphism. Show that

f(X) consists only of the closed point of SpecR and that the schematic image Im(f) is
equal to S.
Hint : Show that Γ(S,Kf ) = 0 and Γ({η},Kf ) = FracR (where η ∈ S is the generic point
and Kf := Ker(f [ : OS → f∗OX)).

Exercise 10.19♦. Let f : X → Y be a surjective morphism of finite presentation and let
C ⊆ Y be a subset. Show that C is constructible in Y if and only if f−1(C) is constructible
in X.
Remark : It can be shown ([EGAInew] (7.2.10)) that the same result holds for surjective
morphisms f that are locally of finite presentation or quasi-compact.

Exercise 10.20. Prove Proposition 10.33.

Exercise 10.21. Let R0 be a ring and let R be an R0-algebra. Show that R is isomorphic
to a filtered inductive limit of R0-algebras of finite presentation.

Exercise 10.22. Let R be a ring, let ((Bλ), (ϕµλ)) be a filtered inductive system of
R-algebras, and let B be its inductive limit. Let Y be an R-scheme locally of finite type
(resp. locally of finite presentation). Show that the canonical map

lim
−→

HomR(SpecBλ, Y )→ HomR(SpecB, Y )

is injective (resp. bijective).

Exercise 10.23. Let S be a scheme, let X and Y be S-schemes locally of finite presenta-
tion, and let f, g : X → Y be two morphisms of S-schemes. Show that f = g if and only
if for all x ∈ X the induced maps f(OX,x) and g(OX,x) on OX,x-valued points are equal.
Hint : One can assume that S is affine and then use Exercise 4.12 and Exercise 10.22.
Remark : If S is locally noetherian, the result can be further strengthened (Exercise 14.15).

Exercise 10.24. Let S be a locally noetherian scheme, let X and Y be S-schemes locally
of finite type. Let Y be separated over S. Assume that for all x ∈ X there is given a map
fx : X(OX,x)→ Y (OX,x) such that for every generization x′ of x the diagram

X(OX,x)
fx //

��

Y (OX,x)

��
X(OX,x′)

fx′ // Y (OX,x′)

is commutative, where the vertical maps are induced by the localization OX,x → OX,x′ .
Show that there exists a unique morphism f : X → Y such that f(OX,x) = fx.
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Exercise 10.25. Assume the setting of Section (10.13) 1.–3. and assume that X0 is
qcqs.
(a) Show that if X is not connected, then there exists an index λ such that Xµ is not

connected for all µ ≥ λ.
(b) Assume that the underlying topological space of X is noetherian. Show that if X is

not irreducible, then there exists an index λ such that Xµ is not irreducible for all
µ ≥ λ.

Exercise 10.26. Assume the setting of Section (10.13) 1.–3. and assume that X0 is qcqs
and that xλµ : Xµ → Xλ is dominant for all µ ≥ λ.
(a) Show that X is connected if and only if there exists an index λ such that Xµ is

connected for all µ ≥ λ.
(b) Assume that the underlying topological space of X is noetherian. Show that X is

irreducible if and only if there exists λ such that Xµ is irreducible for all µ ≥ λ.

Exercise 10.27. Let X be a qcqs scheme over a field k. Show that X is geometrically
connected if (and only if) X ⊗k K is connected for all finite separable extensions K of k.
Hint : Show that X ⊗k ksep is connected, where ksep is a separable closure of k, by writing
ksep as filtered union of finite separable extensions and use Exercise 10.26.

Exercise 10.28.
(a) Let X be a quasi-compact topological space. Show that the notions of “globally

constructible” and “constructible” coincide.
(b) Let X be a noetherian topological space. Show that a subset of X is constructible

in the sense of Definition 10.12 if and only if it is constructible in the sense of
Definition 10.39.

Exercise 10.29. Let X be a qcqs scheme and let U ⊆ X be a quasi-compact open
subscheme. Show that there exists a quasi-coherent ideal I ⊆ OX of finite type, such
that the underlying topological space of V (I ) is X \ U .
Hint : Reduce to the case that X is affine and use Exercise 2.6.

Exercise 10.30. A morphism f : X → Y of schemes is called a local immersion if
for all x ∈ X there exists an open neighborhood U of x such that f |U : U → Y is an
immersion.
(a) Let S be a scheme, let f : X → Y be a morphism of S-schemes that are locally of finite

presentation over S, and let x ∈ X. Show that there exists an open neighborhood U of
x such that f |U is an immersion if and only if the homomorphism f ]x : OY,f(x) → OX,x
is surjective.

(b) Let k be an algebraically closed field, define A := k[T, U ]/((T − U2 + U)T ) and
B := k[T, U ]/(TU). Let f : SpecB → SpecA the morphism of k-schemes sending
(t, u) to (u− t, t2 − t) (on k-valued points). Show that f is a local immersion but not
injective (and hence not an immersion).
Remark : Note that SpecB is not irreducible. In Lemma 14.18 it will be shown that a
separable local immersion with irreducible source is an immersion.

Exercise 10.31. Let S be a noetherian scheme, let X and Y be S-schemes of finite
type over S, and let f : X → Y be a monomorphism of S-schemes. Assume that X is
irreducible.
(a) Show that there exists an open and dense subscheme U of X such that f |U : U → Y

is an immersion.
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Hint : Use Exercise 10.30 (a) applied to the generic point of X and that every
monomorphism of a non-empty scheme into the spectrum of a field is an isomorphism
by Exercise 9.6.

(b) Show that there exists an open and dense subscheme V of Y such that f−1(V ) is
non-empty and such that f |f−1(V ) is an immersion.

Exercise 10.32. Assume the setting of Section (10.13) 1.–3. and assume that X0 is
qcqs. Let F0 and G0 be quasi-coherent OX0 -modules and set Fλ := x∗0λF0, Gλ := x∗0λG0,
F := x∗0F0, and G := x∗0G0.
(a) Show that there exists a homomorphism of Γ(X0,OX0

)-modules, functorial in F0

and G0,
lim
−→
λ

HomOXλ
(Fλ,Gλ)→ HomOX (F ,G )

which is injective (resp. an isomorphism) if F0 is of finite type (resp. of finite
presentation).

(b) Let uλ : Fλ → Gλ be a homomorphism of OXλ-modules and assume that Fλ is
of finite type and that Gλ is of finite presentation. Show that the homomorphism
u := x∗λ(uλ) : F → G of OX -modules is an isomorphism if and only if there exists an
index µ ≥ λ such that uµ := x∗λµuλ : Fµ → Gµ is an isomorphism.

Exercise 10.33. Assume the setting of Section (10.13) 1.–3. and assume that X0 is qcqs.
Let F be an OX -module of finite presentation.
(a) Show that there exists an index λ and an OXλ -module Fλ of finite presentation such

that x∗λFλ
∼= F .

Hint : If X0 is affine, use Theorem 10.60. In general use Exercise 10.32 and a gluing
argument.

(b) Show that F is locally free of rank n if and only if there exists an index µ ≥ λ such
that Fµ := x∗λµFλ is locally free of rank n.

Exercise 10.34. Let R be a ring, let (Aλ) be a filtered inductive system of R-algebras,
and let A be its inductive limit. Set S = SpecR, X = SpecA, Xλ = SpecAλ, and let
f : X → S and fλ : Xλ → S be the structure morphisms. Show that f(X) =

⋂
λ fλ(Xλ).

Exercise 10.35. Using the notation of Section (10.13) 1.–3., 5., 6. assume that X0

and Y0 are S0-schemes of finite presentation. Let P be one of the following properties:
“separated”, “purely inseparable”, “open”, “universally open”. Show that f possesses P if
and only if there exists a λ such that fµ has P for all µ ≥ λ.
Hint : For “purely inseparable” use Exercise 9.9.

Exercise 10.36. Let f : X → Y be a morphism of schemes. Show that f is universally
open if and only if for all n ≥ 0 the base change fAnY : X ×Y AnY → AnY is open.
Hint : Use Exercise 10.35.

Exercise 10.37.
(a) Show that in Lemma 10.81 the assumption that M is finitely generated cannot be

omitted.
(b) Give a proof of Lemma 10.81 in the spirit of the proof of Lemma 10.82.

Exercise 10.38. Using the notation of Section (10.13) 1.–3. let

F0 → G0 →H0 → 0
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be a sequence of quasi-coherent OX0
-modules, and assume that F0, G0 are of finite type,

and that H0 is of finite presentation. Then the pull-back of this sequence to X is exact if
and only if the pull-back to some Xλ is exact.

Exercise 10.39. Show that the property of morphisms “smooth” is compatible with
inductive limits of rings.

Exercise 10.40. Let Y be an integral scheme, let f : X → Y be a morphism of finite
presentation. Assume that K(Y ) is perfect (e.g., if char(K(Y )) = 0).
(a) Assume that f is dominant and that X is integral. Show that there exists an open

dense subscheme U of X such that f |U is smooth.
Hint : Use Exercise 6.15 to show that f−1(η) is geometrically reduced, where η is
the generic point of Y . Shrink X such that f−1(η) is smooth over K(Y ). Then use
Exercise 10.39.

(b) Assume that X is regular. Show that there exists an open dense subscheme V of Y
such that the restriction f−1(V )→ V is smooth.
Hint : Use Exercise 6.15 to show that f−1(η) is smooth over K(Y ). Then use Exer-
cise 10.39.

Remark : One often says that f is generically smooth.

Exercise 10.41.
(a) Let X and Y be two Z-schemes of finite type and let N ≥ 1 be an integer. Show that

there exists a non-empty scheme S and an isomorphism X×Z S
∼→ Y ×Z S if and only

if there exist a finite field k with #k > N and an isomorphism X ⊗Z k
∼→ Y ⊗Z k.

Hint : Reduce to the case S = SpecK for a field K and use the technique introduced
in Remark 10.90.

(b) Let n,m ≥ 1 be integers. Show that there exists no non-empty scheme S such that
PnS ×S PmS is isomorphic to Pn+m

S .
Hint : Count the k-valued points of Pn × Pm and Pn+m for finite fields k.

(c) Show that there exists no non-empty scheme S such that Grass2,4×ZS is isomorphic
to PrS for some r ≥ 1.
Hint : Again count points.
Remark : This argument can also be used to show the analogous assertion for X =
Grassd,n where n ≥ 4 and 2 ≤ d ≤ n− 2.

Exercise 10.42.
(a) Prove that the properties “irreducible”, “reduced”, and “connected” all violate the

condition in Definition 10.87 (a).
(b) Let f : SpecR[T, U ]/(U2 − T )→ S := SpecR[T ] be the canonical morphism. Show

that
{ s ∈ S ; f−1(s) is irreducible } = { s ∈ S ; f−1(s) is connected }

is not constructible in S. Deduce that the properties “irreducible” and “connected”
both violate the condition in Definition 10.87 (b).

(c) Let k be a non-perfect field of characteristic p and let f : Spec k[T, U ]/(Up − T )→
S := Spec k[T ] be the canonical morphism. Show that { s ∈ S ; f−1(s) is reduced }
is not constructible in S.

Exercise 10.43. Prove Proposition 10.45.

Exercise 10.44. Carry through the reduction to the noetherian case needed at the
beginning of the proof of Theorem 10.97.
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– Vector bundles on P1.

A central object in differential geometry is the tangent bundle of a manifold M . It can
be described as a manifold T together with a projection T → M such that the fiber
over each point m ∈ M is in a natural way identified with the tangent space of M in
m. In particular, T is locally on M isomorphic to M × Rn and such that the transition
maps between two such local descriptions are given by a linear map. These objects are
called vector bundles (of rank n). Practically the same definition can be used in algebraic
geometry to obtain the notion of a (geometric) vector bundle over a scheme X. But in fact
we will see that we have already come across vector bundles – only in a different guise:
Given a quasi-coherent OX -module E we will define the attached quasi-coherent bundle
V(E ) that is a scheme over X, and this construction yields an equivalence between the
category of finite locally free OX -modules and the category of vector bundles over X. Its
inverse is given by attaching to a vector bundle V over X (the dual of) the OX -module
of sections of V (a construction which is also standard in differential geometry).

As all vector bundles of rank n are locally trivial, their isomorphism classes are given by
the gluing data of locally trivial vector bundles. We will explain how this can be encoded
in non-abelian cohomology either defined via torsors or via Čech cohomology (which we
show to yield the same cohomology sets).

In the second part we will show that for an arbitrary quasi-coherent OX -module F
of finite type over a scheme X and an integer r ≥ 0 we can define the “flattening
stratification” of X with respect to F . This is a decomposition into (locally closed)
subschemes F=r(F ) which are – roughly speaking – the loci where F is finite locally
free of rank r. In the part on determinantal schemes in Chapter 16 we will also define
closed subschemes F≥r(F ) which are the loci where F is at least of rank r and such that
F=r(F ) = F≥r(F ) \ F≥r+1(F ).

The third part of this chapter is devoted to “configurations of poles and zeros” (called
divisors) on a scheme X and the definition of corresponding OX -modules of “meromorphic
functions” that have zeros (resp. poles) of prescribed orders. These OX -module will (under
very mild conditions) be line bundles (i.e., vector bundles of rank 1). In the fourth part
we use the techniques developed so far to classify vector bundles on P1

k for a field k.
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Vector bundles and locally free modules

Our first goal in this chapter is to identify geometric vector bundles over a scheme X
(which are schemes that look locally like an affine space over X, Definition 11.6) and
finite locally free OX -modules. We will start by explaining two constructions – of the
symmetric algebra of an OX -module and of the spectrum of a quasi-coherent OX -algebra
– which will be useful at other occasions as well.

(11.1) The symmetric algebra of an OX-module.

Let us briefly recall the tensor algebra and the symmetric algebra of a module. Let
A be a ring and let M be an A-module. The tensor algebra of M is the (in general
non-commutative) A-algebra

T (M) := TA(M) :=
⊕
n≥0

Tn(M), with Tn(M) := M⊗n := M ⊗A · · · ⊗AM︸ ︷︷ ︸
n times

,

where the product is given by

(m1 ⊗ · · · ⊗mn, m
′
1 ⊗ · · · ⊗m′n′) 7→ m1 ⊗ · · · ⊗mn ⊗m′1 ⊗ · · · ⊗m′n′ .

This is a graded A-algebra (i.e., (TnM)(TmM) ⊆ Tn+mM , see Section (13.1) below for
more details on graded algebras) with T 0M = A and T 1M = M .

The symmetric algebra of M is the quotient T (M)/I, where I is the two-sided ideal
of T (M) generated by the elements m ⊗m′ −m′ ⊗m for m,m′ ∈ M . It is denoted by
SymA(M) or simply by Sym(M). This is a commutative A-algebra. As I is generated
by homogeneous elements, Sym(M) is a graded A-algebra, Sym(M) =

⊕
n≥0 Symn(M).

We have Sym0(M) = A and Sym1(M) = M . The A-algebra Sym(M) and the A-linear
map ι : M = Sym1(M) ↪→ Sym(M) satisfy the following universal property. For every
commutative A-algebra B, composition with ι yields a bijection

(11.1.1) Hom(A-Alg)(Sym(M), B)
∼→ Hom(A-Mod)(M,B), ϕ 7→ ϕ ◦ ι.

If u : M → N is an A-linear map, applying (11.1.1) to B = Sym(N), we see that u induces
an A-algebra homomorphism Sym(u) : Sym(M) → Sym(N) which is easily seen to be
graded. Thus we obtain a functor Sym from the category of A-modules into the category
of commutative graded A-algebras. Since (11.1.1) is functorial in M and B, Sym as a
functor to the category of commutative A-algebras is left adjoint to the forgetful functor
(A-Alg)→ (A-Mod).

If ϕ : A→ B is a ring homomorphism, then (11.1.1) implies that there is an isomorphism
of B-algebras

(11.1.2) SymA(M)⊗A B
∼→ SymB(M ⊗A B)

which is functorial in M and compatible with the grading. Another immediate corollary
of (11.1.1) is an isomorphism of graded A-algebras, functorial in A-modules M and M ′,
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(11.1.3) Sym(M ⊕M ′) ∼→ Sym(M)⊗A Sym(M ′).

If M is a free A-module with basis (x1, . . . , xr), an easy induction on r using (11.1.3)
shows that there is a unique isomorphism of graded A-algebras

(11.1.4) A[T1, . . . , Tr]
∼→ Sym(M), with Ti 7→ xi.

In particular, Symn(M) is a free A-module of rank
(
r+n−1
n

)
.

We now globalize the construction of the symmetric algebra to schemes (or even to
ringed spaces). Let (X,OX) be a ringed space and E an OX -module. The sheaf associated
to the presheaf U 7→ SymΓ(U,OX)(Γ(U,E )) on X is a commutative graded OX -algebra

Sym(E ) =
⊕
n≥0

Symn(E ),

called the symmetric algebra of E . Again E 7→ Sym(E ) defines a functor from the category
of OX -modules into the category of commutative OX -algebras which is left adjoint to the
forgetful functor, that is, for every commutative OX -algebra A we have bijections which
are functorial in A and in E

(11.1.5) Hom(OX -Alg)(Sym(E ),A )
∼→ HomOX (E ,A ).

Let X = SpecA be an affine scheme, M an A-module, and let E = M̃ be the associated
quasi-coherent OX -module. Then (11.1.2) applied to B = Af for elements f ∈ A shows
that SymA(M)f = SymAf

(Mf ) = Γ(D(f), Sym(E )). Therefore Sym(E ) is the quasi-
coherent OX -algebra associated to Sym(M).

This shows that if X is an arbitrary scheme and E is a quasi-coherent OX -module,
Sym(E ) is a quasi-coherent OX -algebra. If f : T → X is a morphism of schemes,
then (11.1.2) yields

(11.1.6) f∗ Sym(E ) ∼= Sym(f∗E ).

(11.2) Spectrum of quasi-coherent OX-algebras.

If A is a ring, X = SpecA, and B an A-algebra, we have seen in Proposition 3.4 that for
every X-scheme T there exists a bijection

(11.2.1) HomX(T, SpecB)
∼→ Hom(A-Alg)(B,Γ(T,OT ))

which is functorial in T and in B. In other words, the A-scheme SpecB represents the
functor T 7→ Hom(A-Alg)(B,Γ(T,OT )). We will now globalize this construction.

Proposition 11.1. Let X be a scheme and let B be a quasi-coherent OX-algebra. Then
there exists an X-scheme Spec(B) such that for all X-schemes f : T → X there are
bijections, functorial in T ,

(11.2.2) HomX(T, Spec(B))
∼→ Hom(OX -Alg)(B, f∗OT ).

In other words, Spec(B) represents the functor

(Sch/X)
opp → (Sets), (f : T → X) 7→ Hom(OX -Alg)(B, f∗OT ).
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Proof. For an X-scheme f : T → X we set F (T ) := Hom(OX -Alg)(B, f∗OT ). As f∗ and
Hom are left exact, F is a sheaf for the Zariski topology, so by Theorem 8.9 we may
assume that X = SpecA is affine. But in this case (11.2.1) shows that F is represented
by SpecB, where B = Γ(X,B).

We denote the representing object by Spec B and call it the spectrum of B. Let
h : Spec B → X denote its structure morphism. Then for every open affine subset
U = SpecA of X the construction shows that there exists an isomorphism of affine
U -schemes h−1(U) ∼= Spec Γ(U,B). This also shows

(11.2.3) h∗OSpec B = B.

Let B′ be another quasi-coherent OX -algebra. Then applying (11.2.2) to T = Spec B′

and using (11.2.3) we obtain a functorial isomorphism

(11.2.4) Hom(OX -Alg)(B,B′) ∼= HomX(Spec B′, Spec B).

So B 7→ Spec B is a fully faithful functor from the category of quasi-coherent OX -algebras
into the category of X-schemes. In Corollary 12.2 we will see that its essential image
consists of those X-schemes that are “affine over X”, i. e. those X-schemes X ′ such that
for every open affine in X, the inverse image in X ′ is again affine.

If g : X ′ → X is a morphism of schemes, there is an isomorphism of X ′-schemes,
functorial in B,

(11.2.5) Spec g∗B ∼= Spec B ×X X ′.

Indeed, we have HomX′(T
′, Spec B ×X X ′) = HomX(T ′, Spec B) for every X ′-scheme

f ′ : T ′ → X ′. Therefore both X ′-schemes represent the same functor on X ′-schemes given
by

(f ′ : T ′ → X ′) 7→ Hom(OX′ -Alg)(g
∗B, f ′∗OT ′) = Hom(OX -Alg)(B, g∗(f

′
∗OT ′)).

(11.3) Quasi-coherent bundles.

Let X be a scheme.

Definition and Remark 11.2. For every quasi-coherent OX -module E we set

(11.3.1) V(E ) := Spec(Sym(E )).

We obtain a contravariant functor E 7→ V(E ) from the category of quasi-coherent OX -
modules into the category of X-schemes.

If h : V(E )→ X is the structure morphism, we have by (11.2.3)

(11.3.2) h∗OV(E ) = Sym(E ) =
⊕
n

Symn(E )

and in particular h∗OV(E ) is a graded OX -algebra with (h∗OV(E ))
1 = Sym1 E = E .

For two quasi-coherent OX -modules E and F we obtain by functoriality of V(−) a
map HomOX (F ,E )→ HomX(V(E ),V(F )). It is easy to see (by restricting to open affine
subschemes) that this map is injective. We call a morphism of X-schemes V(E )→ V(F )
linear , if it is induced by an OX -linear homomorphism F → E .
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An X-morphism f : V(E )→ V(F ) induces a homomorphism ϕ : Sym(F )→ Sym(E )
of OX -algebras by (11.3.2). The morphism f is linear if and only if ϕ preserves the
grading (i.e., ϕ induces homomorphisms of OX -modules ϕn : Symn(F )→ Symn(E )). In
this case one has automatically ϕ = Sym(ϕ1) since F = Sym1 F generates Sym(F ) as
an OX -algebra.

Therefore the functor E 7→ V(E ) yields a contravariant equivalence between the category
of quasi-coherent OX -modules and the category of quasi-coherent bundles over X which
is defined as the category whose objects are pairs consisting of
(a) an X-scheme h : V → X such that V ∼= Spec A for some quasi-coherent OX -algebra

A (by Section (12.1) below these are those morphisms h that are affine)
(b) and a grading of quasi-coherent OX -algebras h∗OV =

⊕
n≥0(h∗OV )n such that the

unique homomorphism Sym((h∗O)1)→ h∗OV that is the identity in degree 1 is an
isomorphism.

A morphism (h : V → X,h∗OV =
⊕

n(h∗OV )n)→ (h′ : V ′ → X,h′∗OV ′ =
⊕

n(h′∗OV ′)n)
of quasi-coherent bundles is a morphism f : V → V ′ of X schemes such that the ho-
momorphism OV ′ → f∗OV induces a homomorphism h′∗OV ′ → h′∗f∗OV = h∗OV which
preserves the grading, i.e., maps (h′∗OV ′)n into (h∗OV )n for all n.

If h : V → X and h′ : V ′ → X are quasi-coherent bundles over X, then a morphism of
X-schemes f : V → V ′ is called linear if it is a morphism of quasi-coherent bundles. If
one chooses isomorphisms V ∼= V(E ) and V ′ ∼= V(E ′) of quasi-coherent bundles, then the
notion of linearity corresponds to the one defined above.

Remark 11.3. The formation of V(E ) is compatible with base change: If g : X ′ → X is a
scheme morphism, the identities (11.1.6) and (11.2.5) show that there is an isomorphism
of quasi-coherent bundles over X ′, functorial in E ,

(11.3.3) V(g∗E )
∼→ V(E )×X X ′.

This implies in particular that for every open U ⊆ X we have V(E |U ) = V(E )|U .

Proposition 11.4. Let E be a quasi-coherent OX-module. Then for every X-scheme
h : T → X there is a bijection, functorial in T ,

(11.3.4) HomX(T,V(E ))
∼→ Γ(T, (h∗E )∨).

In other words, the X-scheme V(E ) represents the functor T 7→ Γ(T, (h∗E )∨).

Proof. This follows from the existence of identities, functorial in h : T → X,

HomX(T,V(E ))
(11.2.2)

= Hom(OX -Alg)(Sym(E ), h∗OT )
(11.1.5)

= HomOX (E , h∗OT )

= HomOT (h∗E ,OT ) = Γ(T, (h∗E )∨).

The zero element in Γ(X,E ∨) corresponds via (11.3.4) to a section z : X → V(E ) of
the structure morphism f : V(E )→ X, i.e., f ◦ z = idX . It is called the zero section of
V(E ). As V(E )→ X is locally on X a morphism between affine schemes, it is separated.
Therefore the zero section is a closed immersion (Example 9.12).

Example 11.5. Consider the special case E = (On
X)∨ which we often identify with On

X

using the standard basis. Then we have a functorial bijection HomX(T,V((On
X)∨))

∼→
Γ(T,OT )n = AnX(T ) which shows
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(11.3.5) V((On
X)∨) = AnX .

In this case, the zero section is the morphism corresponding to the OX -algebra homomor-
phism OX [T1, . . . , Tn]→ OX with Ti 7→ 0 for all i. Geometrically, every point x ∈ X is
mapped to the origin in the fiber Anκ(x).

Linear endomorphisms of AnX are those endomorphisms of X-schemes that are locally
for X = SpecA given by an A-algebra automorphism ϕ of A[T1, . . . , Tn] such that
ϕ(Ti) =

∑
j ajiTj for suitable aji ∈ A.

(11.4) Vector bundles and locally free modules.

Let X be a scheme. For an X-scheme f : Y → X and for U ⊆ X open we simply write Y |U
for the U -scheme f−1(U). Let n ≥ 0 be an integer and let E be a locally free OX -module
of rank n. We will now relate the quasi-coherent bundle V(E ) with a more classical notion
of a vector bundle.

By definition, an OX -module E is locally free of rank n if and only if it is locally
isomorphic to On

X . Therefore the equivalence of categories in Remark 11.2 yields a
contravariant equivalence between the category of locally free OX -modules of rank n and
the category of quasi-coherent bundles h : V → X such that there exists an open covering
X =

⋃
i Ui and linear isomorphisms of Ui-schemes ci : V |Ui

∼→ AnUi .
The structure of a quasi-coherent bundle on V , i.e., the grading on the OX -algebra

h∗OV , can be obtained by transport of structure from AnUi = Spec OUi [T1, . . . , Tr] via the
ci. Therefore we can describe quasi-coherent bundles attached to locally free modules of
rank n also as follows.

Definition 11.6. Let n ≥ 0 be an integer. A (geometric) vector bundle of rank n over X
is a pair consisting of an X-scheme V and an equivalence class of families (Ui, ci) where
(Ui)i is an open covering of X and ci : V |Ui

∼→ AnUi are isomorphisms of Ui-schemes such

that for all i, j the automorphisms ci ◦ c−1
j of AnUi∩Uj are linear.

Such a family (Ui, ci) is called a vector bundle atlas, and two vector bundle atlases
(Ui, ci) and (U ′j , c

′
j) are called equivalent if the covering of X consisting of all the Ui and

U ′j together with the isomorphisms ci and c′j also form a vector bundle atlas.
A morphism (V, [Ui, ci]) → (V ′, [U ′j , c

′
j ]) of geometric vector bundles over X is an

X-morphism f : V → V ′ such that c′j ◦ f ◦ c
−1
i : AnUi∩U ′j → AnUi∩U ′j is linear for all i, j.

Proposition 11.7. The functor E 7→ V(E ) yields a contravariant equivalence of the
category of locally free OX -modules of rank n and the category of geometric vector bundles
of rank n over X.

Since for a locally free OX -module E of finite rank, we have E ∨∨ = E , Proposition 11.4
shows a quasi-inverse of the functor E 7→ V(E ) is given by V 7→ EV , where EV is the
OX -module defined as follows.

Let (h : V → X, [Ui, ci]) be a geometric vector bundle over X. Define a presheaf S (V/X)
on X by attaching to an open subset U ⊆ X the set of sections of V over U , that is, the
set of morphisms s : U → V |U such that f ◦ s = idU . The restriction maps of S (V/X)
are given by the restriction of scheme morphisms. As scheme morphisms can be glued
(Proposition 3.5), S (V/X) is a sheaf on X. To endow S (V/X) with the structure of a
locally free OX -module, we may work locally and can assume that V = V((On

X)∨) via
our chosen vector bundle atlas (Ui, ci). Then Proposition 11.4 shows that S (V/X) = On

X

which has an obvious structure of a (locally) free OX -module of rank n. Then we set
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EV := S (V/X)∨.

In the sequel we will use the terms “vector bundles over X” and “finite locally free
OX -modules” synonymously and will usually consider them as OX -modules. Similarly
we will call invertible OX -modules (that is, locally free OX -modules of rank 1) also line
bundles .

All properties that can be checked locally on the target and are satisfied by affine space
also hold for geometric vector bundles, for instance:

Remark 11.8. If p : V → X is a geometric vector bundle over X, then the morphism p
is smooth and separated.

Example 11.9. (Universal bundle over the Grassmannian) Let S be a scheme, let E
be a locally free OS-module of finite type, and let e ≥ 0 be an integer. The S-scheme
X = Grasse(E ) (Section (8.4)) represents the functor that attaches to each S-scheme
h : T → S the set of isomorphism classes of surjections ET := h∗E � Q, where Q is a
locally free OT -module of rank e. By dualization (Proposition 8.10) we may also describe
the T -valued points of X as

(11.4.1) X(T ) = {U ⊆ E ∨T submodule ; U is locally a direct summand of rank e }.

Define a subfunctor Z = ZeE : (Sch/S)
opp → (Sets) of V(E )×X by

Z(T ) = ZeE (T ) := { (s,U ) ∈ Γ(T,E ∨T )×X(T ) ; s ∈ Γ(T,U ) }.

We have a morphism of functors Z → X by sending a T -valued point (s,U ) to U ∈ X(T ).
As an example assume that S = Spec k is the spectrum of a field and Γ(S,E ) = V ∨

for a finite-dimensional k-vector space V . For every field extension K of k the set Z(K)
consists of pairs (s, U), where U ⊆ V ⊗kK is an e-dimensional subspace and where s ∈ U .

Now setting T = X in (11.4.1), the identity idX ∈ X(X) corresponds to a locally
free OX -submodule Uuniv ⊆ E ∨X of rank e such that the identity (11.4.1) is given by
sending an X-scheme f : T → X to U := f∗Uuniv ⊆ f∗E ∨X = E ∨T . In particular we have
Γ(T, f∗Uuniv) = Γ(T,U ). This shows that we have an identity of functors over X

(11.4.2) ZeE = V(U ∨univ).

In particular ZeE is representable by an X-scheme and is endowed with the structure of a
vector bundle of rank e over X = Grasse(E ).

(11.5) Excursion: Torsors and non-abelian cohomology.

Isomorphism classes of vector bundles can also be described via non-abelian cohomology
which also will play an important role in descent theory in Chapter 14. These cohomology
sets are not groups in general, but only pointed sets , that is, pairs (H, e) consisting of
a set H and an element e ∈ H. A homomorphism (H, e)→ (H ′, e′) of pointed sets is a
map γ : H → H ′ with γ(e) = e′. A sequence

(H1, e1)
γ1−→ (H2, e2)

γ2−→ (H3, e3)

of pointed sets is called exact if Im(γ1) = Ker(γ2) := {h2 ∈ H2 ; γ2(h2) = e3 }. Note that
a morphism of pointed sets with trivial kernel is not necessarily injective.

We start our excursion to non-abelian cohomology by giving the general definition of a
torsor on a topological space.
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Torsors.

Let X be a topological space, and let G be a sheaf of groups on X. If T is a sheaf (of sets)
on X, we say that G acts on T or that T is a G-sheaf if there is given a morphisms of
sheaves G×T → T such that for every open subset U ⊆ X the map G(U)×T (U)→ T (U)
is a left action of the group G(U) on the set T (U). A morphism of G-sheaves is a morphism
of sheaves ϕ : T → T ′ such that ϕU : T (U) → T ′(U) is G(U)-equivariant for all open
subsets U ⊆ X. We obtain the category of G-sheaves.

Definition 11.10. A G-sheaf T is called a G-torsor (for the Zariski topology) if it satisfies
the following two properties.
(a) The group G(U) acts simply transitively on T (U) for every open subset U ⊆ X.
(b) There exists an open covering U = (Ui)i of X such that T (Ui) 6= ∅ for all i.

Recall that the action of a group G on a set T is called simply transitive, if for every
two elements t1, t2 ∈ T , there exists a unique g ∈ G with gt1 = t2. In particular, T = ∅ is
allowed.

One example for a G-torsor is the sheaf G itself on which G acts by left multiplication.
This torsor is called the trivial G-torsor . A G-torsor T is isomorphic to the trivial G-torsor
if and only if T (X) 6= ∅ because any t ∈ T (X) yields an isomorphism G(U) → T (U),
g 7→ gt|U .

We denote by H1(X,G) the set of isomorphism classes of G-torsors. This is a pointed
set, where the distinguished element is the isomorphism class of the trivial G-torsor. Later
we will study G-torsors for a finer (Grothendieck) topology than the Zariski topology. If
we want to stress that we consider G-torsors for the Zariski topology we write H1

Zar(X,G)
instead of H1(X,G).

Non-abelian Čech cohomology.

We may also give a more elementary description of H1(X,G) in terms of cocycles which
is often advantageous for concrete calculations. To ease the notation, for two sections
s ∈ Γ(U,G) and t ∈ Γ(V,G) we will often write st ∈ Γ(U ∩ V,G) instead of s|U∩V t|U∩V ,
and s = t instead of s|U∩V = t|U∩V .

Fix an open covering U = (Ui)i∈I of X. A Čech 1-cocycle of G on U is a tuple
θ = (gij)i,j∈I , where gij ∈ G(Ui ∩ Uj), such that the cocycle condition

(11.5.1) gkjgji = gki

holds for all i, j, k. This implies gii = 1 and gij = g−1
ji for all i, j ∈ I.

Two Čech 1-cocycles θ and θ′ on U are called cohomologous if there exist hi ∈ G(Ui)
for all i such that we have

higij = g′ijhj

for all i, j ∈ I. This is easily checked to be an equivalence relation on the set of Čech
1-cocycles of G on U . The equivalence classes are called cohomology classes , and the set
of cohomology classes of Čech 1-cocycles on U is called the (first) Čech cohomology of
G on U and is denoted by Ȟ1(U , G). This is a pointed set in which the distinguished
element is the cohomology class of the cocycle (gij) with gij = 1 for all i, j.

We say that a covering V = (Vj)j∈J of X is a refinement of a covering U = (Ui)i∈I if
there exists a map τ : J → I such that Vj ⊆ Uτ(j) for all j ∈ J . If (gii′) is a Čech 1-cocycle

on U , then the tuple τ∗(g)jj′ = gτ(j)τ(j′)|Vj∩Vj′ is a Čech 1-cocycle on V . It is easy to see
that this construction induces a map
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τ∗ : Ȟ1(U , G)→ Ȟ1(V, G).

This map is independent of the choice of τ (this requires a careful although straightforward
argument; e.g., see [Se1] I, §3, Prop. 3). Two coverings U and V are called equivalent if
each one is a refinement of the other one. In this case we use the isomorphisms described
above to identify Ȟ1(U , G) = Ȟ1(V, G).

Definition 11.11. Let G be a sheaf of groups on a topological space. The pointed set

Ȟ1(X,G) := lim
−→
U

Ȟ1(U , G),

where U runs through the set of equivalence classes of open coverings of X, is called the
(first) Čech cohomology of G on X.

Remark 11.12. If G is a sheaf of abelian groups, the set of Čech 1-cocycles of G on U
forms an abelian group with respect to componentwise multiplication (gij)(g

′
ij) := (gijg

′
ij).

The equivalence relation of being cohomologous is compatible with the group structure
and therefore Ȟ1(U , G) is an abelian group. For every refinement V of U the map
Ȟ1(U , G)→ Ȟ1(V, G) is clearly a homomorphism of abelian groups. Therefore Ȟ1(X,G)
is an abelian group.

Now let (X,OX) be a ringed space and G = F be an OX -module. We define the groups
Ȟ1(U ,F ) and Ȟ1(X,F ) by forgetting the module structure and viewing F as a sheaf of
abelian groups. Every global section a ∈ Γ(X,OX) acts after restriction via multiplication
on F (U) for all open subsets U ⊆ X and thus acts on Ȟ1(U ,F ) and Ȟ1(X,F ), making
these abelian groups into Γ(X,OX)-modules.

Torsors and Čech cohomology.

We will now construct an isomorphism

(11.5.2) H1(X,G) ∼= Ȟ1(X,G)

of pointed sets.
Let T be a G-torsor and let U = (Ui)i∈I be an open covering of X that trivializes T ,

i.e., T (Ui) 6= ∅ for all i. Set Uij = Ui ∩ Uj for all i, j ∈ I. Choose elements ti ∈ T (Ui). As
G acts simply transitively, there exists a unique element gij ∈ G(Uij) such that gijtj = ti.
We have gkjgjiti = tk = gkiti and thus gkjgji = gki. For a different choice of elements ti
we obtain a cohomologous 1-cocycle. We obtain a map of pointed sets

cG,U : H1(U , G) := {T ∈ H1(X,G) ; T is trivialized by U } → Ȟ1(U , G).

By taking inductive limits we obtain a map of pointed sets

cG : H1(X,G)→ Ȟ1(X,G).

Proposition 11.13. The maps cG,U are isomorphisms of pointed sets. In particular, cG
is an isomorphism.

Proof. We define an inverse of cG,U as follows. Let (gij) be a representative of a 1-cocycle
in Ȟ1(U , G). For V ⊆ X open we set
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(11.5.3) T (V ) = { (ti) ∈
∏
i

G(Ui ∩ V ) ; tit
−1
j = gij }.

Endowed with the obvious restriction maps, T is a sheaf. We define a G-action on T
via g · (ti)i = (tig

−1)i. For a fixed k ∈ I and for V ⊆ Uk the map G(V ) → T (V ),
g 7→ (gikg

−1)i, defines an isomorphism of G|Uk -sheaves G|Uk → T |Uk whose inverse is

given by (ti) 7→ t−1
k . Thus T is a G-torsor which is trivialized by U . If (gij) is replaced by a

cohomologous cocycle (g′ij) = (higijh
−1
j ) with associated G-torsor T ′, then (ti) 7→ (hiti)i

defines an isomorphism T
∼→ T ′ of G-torsors.

First term sequence of cohomology.

Let ϕ : G→ G′ be a homomorphism of sheaves of groups. Sending a Čech cocycle (gij) of
G to (ϕ(gij)) defines a homomorphism of pointed sets

(11.5.4) Ȟ1(ϕ) : Ȟ1(X,G)→ Ȟ1(X,G′).

This map can also be defined in terms of torsors (Exercise 11.3).
Now let

(11.5.5) 1 −→ G′
ϕ−→ G

ψ−→ G′′ −→ 1

be an exact sequence of sheaves of groups. Define a connecting map

(11.5.6) δ : G′′(X)→ Ȟ1(X,G′)

as follows. For g′′ ∈ G′′(X) let U = (Ui)i be an open covering of X such that there exist
gi ∈ G(Ui) whose image in G′′(Ui) is g′′|Ui . For all i, j let g′ij ∈ G′(Uij) be the unique

element that is mapped to gig
−1
j ∈ G(Ui ∩ Uj). Then (g′ij) is a Čech cocycle on U . A

different choice of elements gi yields a cohomologous cocycle. Therefore its class δ(g′′) in
Ȟ1(X,G) is well defined. It is clear that δ is a morphism of pointed sets. The following
result follows immediately from the definitions.

Proposition 11.14. The following sequence of pointed sets is exact

(11.5.7) 1→ G′(X)→ G(X)→ G′′(X)
δ−→ Ȟ1(X,G′)→ Ȟ1(X,G)→ Ȟ1(X,G′′).

Moreover, we have:
(1) Assume that G′ is a subgroup sheaf of the center of G (in particular it is a sheaf

of abelian groups). Then δ is a homomorphism of groups, and Ȟ1(ϕ) induces an
injection of the group Coker(δ) into the pointed set Ȟ1(X,G).

(2) Assume that G′, G, and G′′ are abelian sheaves. Then the sequence (11.5.7) is an
exact sequence of abelian groups.

In Volume II we will see that if G is a sheaf of abelian groups, we can also identify
Ȟ1(X,G) and hence H1(X,G) with the first derived functor of G 7→ Γ(X,G). If the
sheaves G′, G, and G′′ in (11.5.5) are abelian, the sequence (11.5.7) is the beginning of
the long exact cohomology sequence.

If X is an affine scheme and if F is a quasi-coherent OX -module, we will see in
Proposition 12.32 that H1(X,F ) = 0.



298 11 Vector bundles

(11.6) Vector bundles and GLn-torsors.

We now link isomorphism classes of vector bundles and non-abelian cohomology. The
general philosophy is the following. Assume that we are given a category of sheaves E
on a space X that are locally isomorphic to some standard sheaf SS of that category.
For all E the sheaf of isomorphisms Isom(SS,E) is a G-torsor, where G = Aut(SS)
is the sheaf of automorphisms of SS. We obtain a map α from the set of isomorphism
classes of such sheaves E to H1(X,G). The fact that sheaves can be glued together with
H1(X,G) = Ȟ1(X,G) then implies that α is a bijection. We will not make this precise in
this generality (which is possible, see [Gi]). Instead we will give within this book several
examples that will illuminate this philosophy.

The first example is that of vector bundles of rank n over a ringed space (X,OX), where
n ≥ 0 is an integer. These are defined as those OX -modules that are locally isomorphic
to the “standard module” On

X . The group of automorphisms of On
X is the sheaf in groups

(11.6.1) GLn(OX) : U 7→ AutOU (On
X |U ) = GLn(Γ(U,OU )).

According to our philosophy we attach to every locally free OX -module E of rank n the
sheaf IsomOX (On

X ,E ). Then GLn(OX)(U) acts on Isom(On
X ,E )(U) by (g, u) 7→ u ◦ g−1

and this action is simply transitive. There exists an open covering X =
⋃
i Ui such that

E |Ui
∼= On

X |Ui for all i. In other words, Isom(On
X ,E )(Ui) 6= ∅ for all i. Thus we see that

Isom(On
X ,E ) is a GLn(OX)-torsor. We obtain a map of pointed sets

(11.6.2) α :

{
isomorphism classes of

locally free OX -modules of rank n

}
−→ H1(X,GLn(OX)).

Proposition 11.15. The map (11.6.2) is bijective.

Proof. We identify H1(X,GLn(OX)) with Ȟ1(X,GLn(OX)) (Proposition 11.13) and
define an inverse to α as follows. Let Θ ∈ Ȟ1(X,GLn(OX)) be represented by a Čech
cocycle (gij) on an open covering (Ui)i of X. We set Si := On

Ui
and glue these modules

using gij : Sj |Ui∩Uj
∼→ Si|Ui∩Uj . The cocycle condition gik = gijgjk ensures that there

exists an OX -module E = EΘ and isomorphisms ti : E |Ui
∼→ Si such that gij = ti ◦ t−1

j

after restricting to Ui ∩Uj . The isomorphism class of EΘ does not depend on the choice of
(Ui)i and not on the choice of the representing cocycle (gij). Using the explicit definition
of a torsor attached to a 1-cocycle (11.5.3) it is immediate that this defines an inverse to
α.

Remark 11.16. The proof (together with Proposition 11.13) shows that for every open
covering U = (Ui)i of X we have a bijection

isomorphism classes of locally free
OX -modules E of rank n

such that E |Ui
∼= On

Ui
for all i

 −→ Ȟ1(U ,GLn(OX)).

(11.7) Line bundles and the Picard group.

Let (X,OX) be a ringed space. Recall that we use the notions “line bundle over X”,
“locally free OX -module of rank 1”, and “invertible OX -module” synonymously. Let Pic(X)



299

be the set of isomorphism classes of invertible OX -modules. For two invertible OX -modules
L and M we define their product to be the tensor product L ⊗OX M . This induces a
multiplication on Pic(X) which is associative and commutative. The (isomorphism class
of the) structure sheaf OX is a neutral element. Moreover we have seen in (7.5.8) that
L ∨ ⊗L ∼= OX for every invertible module L . Thus Pic(X) becomes an abelian group
which is called the Picard group of (X,OX).

If f : (X,OX)→ (Y,OY ) is a morphism of ringed spaces and M is an invertible OY -
module, f∗(M ) is an invertible OX -module. We obtain a map f∗ : Pic(Y ) → Pic(X)
which is a homomorphism of groups by (7.8.8). As (f ◦ g)∗ ∼= g∗ ◦ f∗ by (7.8.9), attaching
Pic(X) to (X,OX) yields a contravariant functor from the category of ringed spaces to
the category of abelian groups.

Proposition 11.15 for n = 1 yields an isomorphism of pointed sets

(11.7.1) Pic(X)
∼→ H1(X,O×X),

which is easily seen to be an isomorphism of abelian groups.

Examples 11.17. (Affine schemes with trivial Picard groups)
If X = SpecA is an affine scheme, we also write Pic(A) instead of Pic(X). For an A-
module M the associated OX -module M̃ is invertible if and only if M is projective and the
localization Mm is a free Am-module of rank 1 for all maximal ideals m (Corollary 7.42).

In particular we see that Pic(A) = 0 in the following two cases.
(1) A is a local ring.
(2) A is a factorial ring (see Example 11.44 below).
In particular Gauß’ Theorem (Proposition B.75 (1)) implies that Pic(AnR) = 0 whenever
R is factorial (e.g., if R is a field or R = Z).

Flattening stratification for modules

(11.8) Flattening stratification.

Let X be a scheme and let F be an OX -module of finite type. The function

(11.8.1) rk(F ) : X → N0, x 7→ rkx(F ) := dimκ(x) F (x)

is called the rank of F .
If F is a locally free, rk(F ) is a locally constant function. The converse is not necessarily

true as the following example shows: Let X = SpecA where A is a local Artin ring (thus
X has only one point) and F = M̃ , where M is a finitely generated A-module that is not
free (e.g., A = k[T ]/(T 2) for a field k and M = k). But we have the following theorem.

Theorem 11.18. Let F be a quasi-coherent OX-module of finite type, let r ≥ 0 be an
integer. Then there exists a unique subscheme F=r(F ) of X such that a scheme morphism
f : T → X factors through F=r(F ) if and only if f∗F is locally free of rank r.

Thus we may say that F=r(F ) is the locus where F is locally free of rank r. A point
x ∈ X with canonical morphism ix : Spec(κ(x)) → X lies in F=r(F ) if and only if
i∗xF is (locally) free of rank r. Therefore we see that the underlying set of F=r(F ) is
{x ∈ X ; rkx(F ) = r }. In particular, X is the disjoint union (as a set) of the subschemes
F=r(F ) for r ≥ 0. The family (F=r(F ))r is called the flattening stratification of F .
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Proof. The uniqueness is clear. Moreover, if we have shown that F=r(F ) exists and
U ⊆ X is an open subscheme, F=r(F |U ) exists and is equal to F=r(F ) ∩ U . From
these two facts it follows formally that if X =

⋃
i Ui is an open covering and F=r(F |Ui)

exists for all i, the subscheme F=r(F ) exists, too. Indeed we have F=r(F |Ui) ∩ Uj =
F=r(F |Ui∩Uj ) = F=r(F |Uj )∩Ui for all i, j and therefore the subschemes F=r(F |Ui) can
be glued to a subscheme F=r(F ) which has the desired properties.

Fix an integer r ≥ 0. By Corollary 7.31 the set Xr = {x ∈ X ; rkx(F ) ≤ r } is open
in X. We consider Xr as an open subscheme. If F=r(F ) exists, it will be a subscheme of
Xr. Therefore we may replace X by Xr and can assume that rkx(F ) ≤ r for all x ∈ X.
Under this additional assumption we will show that F=r(F ) is a closed subscheme of X.

As we have seen, it suffices to construct for every x ∈ X an open neighborhood U
such that F=r(F |U ) exists. If x is a point with r′ := rkx(F ) < r, then U = Xr′ is an
open neighborhood of x and we can define F=r(F |U ) as the empty scheme. Therefore we
may assume that x is a point with rkx(F ) = r. By Nakayama’s Lemma Fx is generated
by r elements s1,x, . . . , sr,x. By Proposition 7.30 we may extend s1,x, . . . , sr,x to sections
s1, . . . , sr of F over some open affine neighborhood U of x that generate F |U . Therefore
we may assume that X = SpecA is affine and that there exists an OX -linear surjection
u : Or

X � F that induces an isomorphism κ(x)r → F (x) at some point x ∈ X. By
choosing generators of Γ(X,Ker(u)) we obtain an exact sequence

O
(I)
X

v−→ Or
X

u−→ F −→ 0.

Now v is given by elements aji ∈ A for i ∈ I and j = 1, . . . , r and we define F=r(F ) to
be the closed subscheme defined by the ideal generated by these elements. In other words,
F=r(F ) is the locus where v is zero (Proposition 8.4). A morphism f : T → X factors
through F=r(F ) if and only if f∗(v) = 0. In this case f∗(u) is an isomorphism and f∗F
is locally free. Conversely, if f∗F is locally free of rank r, the surjection f∗(u) is bijective
by Corollary 8.12. This implies that f∗(v) = 0.

Clearly, set-theoretically X is the union of the locally closed subsets F=r(F ). If F is
of finite presentation, we can choose the index set I in the proof to be finite and then
the proof shows that the immersion F=r(F ) → X is locally of finite presentation. In
Section (16.9) we will see that there is a canonical way to endow

⋃
i≥r F=i(F ) with the

structure of a closed subscheme.
As a corollary of Theorem 11.18 we obtain:

Corollary 11.19. Let X be a reduced scheme and let F be a quasi-coherent OX -module
of finite type. Then F is locally free if and only if rk(F ) is a locally constant function.

Proof. We only have to show that the condition is sufficient and we may assume that
rk(F ) is constant equal to some integer r. Then F=r(F ) is a subscheme of X with the
same underlying topological space as X. Since X is reduced, F=r(F ) = X and therefore
F is locally free.

This corollary may be further generalized (Exercise 11.9).
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Divisors

It is a classical and important question to determine the sets of zeros and poles of rational
(“meromorphic”) functions on a given variety or scheme. Mainly, one is interested in
determining the relationship between the local and the global structure of the given
scheme in this regard. So given zero/pole configurations on an open covering, we ask
whether these configurations are induced from a global rational function.

We mention in passing that this type of question is also very important in complex
analysis. The theorem of Mittag-Leffler and the Weierstrass product theorem are classical
results in this direction.

There are two ways of making precise the notion of “configuration” used here. The more
geometric one is to consider formal Z-linear combinations of irreducible closed subsets of
codimension one, where the coefficient says whether we want to see the corresponding
subset as a zero locus of some (positive) multiplicity, or as the locus of poles of some order
(negative multiplicity). This idea leads to the notion of Weil divisor, see Section (11.13).
However, this notion works well only if suitable assumptions on the underlying scheme
X are made. The notion which works better in the general case and which we therefore
treat first, is the notion of Cartier divisor. Here we just define a “configuration” as an
equivalence class of rational functions where we call rational functions f , g on some open
subset U equivalent if f = ug for some u ∈ Γ(U,OX)× – clearly since u is a unit, f and g
should be thought of having the same zero/pole configuration in this case.

If X is an integral scheme, then many of the definitions simplify considerably, and
therefore we treat this case separately as a first step.

(11.9) Divisors on integral schemes.

Let X be an integral scheme. We denote by KX the constant sheaf with value the
function field K(X) of X. In other words, for every non-empty open U ⊆ X, we have
KX(U) = K(X). For every point x ∈ X, KX,x = K(X).

Since any non-empty open subset U ⊆ X is schematically dense, the ring R(U) of
rational functions coincides with K(X) by Remark 9.29. In particular, the sheaves
U 7→ R(U) and KX are equal.

Definition 11.20. A Cartier divisor D on the integral scheme X is given by a tuple
(Ui, fi) where the Ui form an open covering of X and where fi ∈ K(X)× are elements
with fif

−1
j ∈ Γ(Ui ∩ Uj ,O×X) for all i, j. Two tuples (Ui, fi), (Vi, gi) give rise to the same

Cartier divisor, if fig
−1
j ∈ Γ(Ui ∩ Vj ,O×X) for all i, j.

The set of Cartier divisors is denoted by Div(X). It is an abelian group: in fact, given
divisors D, E represented by families (Ui, fi), (Vi, gi), we define the sum D + E as the
divisor given by (Ui ∩ Vj , figj).

A Cartier divisor is called principal, if it is equal to a divisor given by (X, f). Two
divisors D, E are called linearly equivalent, if their difference D−E is a principal divisor.

We denote by DivCl(X) the quotient of Div(X) by the subgroup of principal divisors.
We obtain an exact sequence

1→ Γ(X,OX)× → K(X)× → Div(X)→ DivCl(X)→ 0.
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There is a close relationship between divisors and line bundles. To a Cartier divisor D
we attach the line bundle OX(D), given by

Γ(V,OX(D)) = { f ∈ K(X) ; fif ∈ Γ(Ui ∩ V,OX) for all i }

for V ⊆ X open. Over Ui, OX(D) is isomorphic to the free OUi-submodule of rank 1 of
KUi generated by f−1

i . In Proposition 11.29 we will see that:

Proposition 11.21. The map Div(X)→ Pic(X), D 7→ OX(D), induces an isomorphism
DivCl(X)

∼→ Pic(X) of abelian groups.

Thinking of a divisor as an object which locally models the sets of zeros and poles of
meromorphic functions, we would like to understand divisors as geometric objects of their
own. The notion one introduces first in this regard is the notion of support of a divisor
D, a closed subset of X. We define

Supp(D) = {x ∈ X ; (fi)x /∈ O×X,x for some (or all) i with x ∈ Ui }.

Under suitable assumptions on X (like normality or regularity), one can extend this to
viewing Cartier divisors as “subschemes of codimension 1 with multiplicities attached to
the irreducible components”, i. e. as so-called Weil divisors. See Section (11.13).

(11.10) Sheaves of meromorphic functions and rational functions.

For arbitrary schemes we do not have a function field in general. Instead of working
with fraction fields we use more generally the total fraction ring Frac(A) of a ring A. For
that recall that a ∈ A is called regular if it is not a zero divisor in A, in other words,
multiplication x 7→ ax is an injective homomorphism A→ A. Then the total fraction ring
of A is defined as Frac(A) := R−1A, where R is the multiplicative set of regular elements
in A.

More generally, let M be an A-module. Then an element m ∈ M is called regular if
the A-linear map A→M , a 7→ am is injective. This notion can be globalized as follows.

Definition and Remark 11.22. Let X be a scheme and let F be a quasi-coherent
OX-module. Then a section s ∈ Γ(X,F ) is called regular if the following equivalent
assertions hold.
(i) The homomorphism of OX-modules OX → F , f 7→ fs, is injective.
(ii) For all x ∈ X the image of s in Fx is a regular element of the OX,x-module Fx.
(iii) For any open affine U = SpecA ⊆ X, the restriction f |U is a regular element of the

A-module Γ(U,F ).

The equivalence is immediate because injectivity can be checked on stalks for arbitrary
sheaves (by definition) and on sections over open affine subschemes for quasi-coherent
modules (Proposition 7.14).

Let X be a scheme. For U ⊆ X open we let SU be the subset of regular sections
of Γ(U,OX). This is a multiplicative subset of Γ(U,OX). We define the sheaf KX of
OX -algebras as the sheaf associated to the presheaf

(11.10.1) K ′
X : U 7→ S−1

U Γ(U,OX).
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This sheaf is called the sheaf of meromorphic functions on X. A section of this sheaf is
locally the quotient f/s for a function f and a regular function s, and we therefore call
such a section sometimes a meromorphic function . Note that the presheaf K ′

X in general
is not a sheaf, cf. [Kl].

If X is integral, then Γ(U,OX) is an integral domain for every non-empty open subset
U ⊆ X and SU is the set of non-zero elements of Γ(U,OX). Hence in this case KX

is the constant sheaf with value the function field K(X) defined in the beginning of
Section (11.9).

As every element of SU is a non-zero-divisor of Γ(U,OX), the homomorphism OX → KX

is injective. This allows us to identify OX with a subsheaf of rings of KX . We will see
below in Remark 11.25 that if X is a locally noetherian scheme, we have Γ(U,KX) =
Frac(Γ(U,OX)) for every open affine subscheme U . We mention that KX is not always
quasi-coherent (even if X is noetherian), although it is quasi-coherent if X is noetherian
and reduced (Exercise 11.12) or if X is integral.

Meromorphic functions f ∈ Γ(X,KX) can also be considered as rational functions on
X as follows. Let dom(f) be the set of x ∈ X such that fx ∈ OX,x ⊆ KX,x. It is called
the domain of definition of f .

Lemma 11.23. For every f ∈ Γ(X,KX) its domain of definition dom(f) is a schemati-
cally dense open subscheme of X.

Proof. For x ∈ dom(f) there exists an open neighborhood W of x and g ∈ Γ(W,OX)
such that gx = fx. Hence we can find an open neighborhood W ′ ⊆ W of x such that
g|W ′ = f |W ′ . This shows that dom(f) is open in X.

For every x ∈ X there exists an open affine neighborhood U = Ux of x and a regular
element g = gx ∈ Γ(U,OX) such that gf |U ∈ Γ(U,OX). Now D(gx) is schematically dense
in U by Remark 9.24. As D(gx) ⊆ dom(f) ∩ Ux, we see that

⋃
xD(gx) is a schematically

dense open subset of X which is contained in dom(f).

For f ∈ Γ(X,KX) the restriction f |dom(f) defines an element in Γ(dom(f),OX) and
the lemma shows that we obtain a rational function on X (Definition 9.28). For all open
subsets U ⊆ X we therefore have a homomorphism αU : Γ(U,KX)→ R(U), where R(U)
denotes the ring of rational functions on U . If RX denotes the sheaf U 7→ R(U) on X,
the αU define a homomorphism

(11.10.2) α : KX → RX

of OX -algebras. As the canonical map Γ(V,OX)→ R(U) is injective for every schematically
dense open subset V of U , the homomorphism α is injective. Very often, the notions of
meromorphic and of rational functions coincide:

Proposition 11.24. If X is integral or a locally noetherian scheme, then (11.10.2) is
an isomorphism.

Proof. In case X is integral, this is clear; cf. Section (11.9).
Now assume that X is locally noetherian. We have to show that αU is bijective for all

open affine subsets U = SpecA of X. We have homomorphisms

Frac(A) = K ′
X(U) −→ KX(U)

αU−→ R(U),

where K ′
X is the presheaf defined in (11.10.1). As we already know that α is injective, it

suffices to show that Frac(A)→ R(U) is bijective. By definition we have
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Frac(A) = lim
−→
t

Γ(D(t),OX), R(U) = lim
−→
V

Γ(V,OX),

where t runs through the set of regular elements of A and where V runs through the
set of schematically dense open subsets of U . But by Lemma 9.23 an open subset V is
schematically dense if and only if there exists a regular element t ∈ A such that D(t) ⊆ V .
This proves the proposition.

Thus for locally noetherian schemes we will often use the notions “meromorphic function”
and “rational function” synonymously.

Remark 11.25. The proof of Proposition 11.24 shows in particular that for a noetherian
affine scheme X = SpecA we have Γ(X,KX) = Frac(A). This implies that for a locally
noetherian scheme X and a point x ∈ X we have KX,x = Frac(OX,x).

(11.11) Cartier Divisors.

Definition 11.26. Let X be a scheme.
(1) A Cartier divisor or simply a divisor on X is an element of the group

Div(X) := Γ(X,K ×
X /O×X).

The group law is noted additively.
(2) A divisor is called principal if it is in the image of the canonical homomorphism

Γ(X,K ×
X )→ Div(X). The principal divisor defined by f ∈ Γ(X,K ×

X ) is denoted by
div(f).

(3) Two divisors D1 and D2 are called linearly equivalent, denoted D1 ∼ D2, if D1 −D2

is principal.
(4) A divisor D is called effective if it is in the submonoid Div+(X) = Γ(X, (K ×

X ∩
OX)/O×X). In this case we write D ≥ 0. For two divisors D,D′ ∈ Div(X) we write
D ≥ D′ if D −D′ ≥ 0.

We can describe divisors more concretely. For f ∈ Γ(U,KX) and g ∈ Γ(V,KX) we
write simply fg instead of f |U∩V g|U∩V . Then a divisor is given by a tuple (Ui, fi)i, where

X =
⋃
i Ui is an open covering and where fi ∈ Γ(Ui,K

×
X ) is a meromorphic function that

is the quotient of two regular functions such that fif
−1
j ∈ Γ(Ui ∩ Uj ,O×X) for all i, j.

Let D and E be divisors given by tuples (Ui, fi)i and (Vj , gj)j , respectively. Then
D = E if and only if fig

−1
j ∈ Γ(Ui ∩ Vj ,O×X) for all i, j. The sum D + E is given by the

tuple (Ui ∩Vj , figj)i,j and the inverse −D is given by (Ui, f
−1
i ). The divisor D is effective

if and only if fi ∈ Γ(Ui,OX) for all i. A divisor D is principal if and only if it can be
given by (X, f).

The principal divisors form a subgroup Divprinc(X) of Div(X) and the quotient

(11.11.1) DivCl(X) := Div(X)/Divprinc(X)

is called the group of divisor classes on X. We obtain an exact sequence

(11.11.2) 1→ Γ(X,OX)× → Γ(X,KX)× → Div(X)→ DivCl(X)→ 0.
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(11.12) Divisors and line bundles.

Let X be a scheme. We will now attach to a divisor D on X an OX -submodule OX(D)
of KX which is an invertible OX -module and then examine the question when two such
invertible modules are isomorphic and if all invertible OX -modules (up to isomorphism)
can be obtained in this way.

Divisors and invertible fractional ideals.

We call an invertible OX -submodule of KX an invertible fractional ideal of OX . If I1

and I2 are two invertible fractional ideals, we define their product to be the invertible
submodule I1I2 of KX .

Let D be a divisor on X, represented by (Ui, fi)i. As fif
−1
j ∈ Γ(Ui ∩ Uj ,OX)× for all

i, j, there exists a (unique) invertible fractional ideal IX(D) such that

IX(D)|Ui = OUifi.

Moreover IX(D) does not depend on the choice of the representation (Ui, fi)i. Conversely,
if I is an invertible fractional ideal, there exists an open covering X =

⋃
i Ui and sections

fi ∈ Γ(Ui,K
×
X ) such that I |Ui = fiOUi . We obtain an isomorphism of abelian groups

(11.12.1) Div(X)
∼→ {invertible fractional ideals on X}, D 7→ IX(D).

For two divisors D1, D2 ∈ Div(X) we have D1 ≤ D2 if and only if IX(D1) ⊇ IX(D2).
We set

OX(D) := IX(D)−1,

i. e. for an open subset U ⊆ X its sections are given by

Γ(U,OX(D)) = { f ∈ KX(U) ; fIX(D)(U) ⊆ OX(U) }.

Thus if D is represented by (Ui, fi)i, we have OX(D)|Ui = OUif
−1
i . We obtain

(11.12.2) D1 ≤ D2 ⇔ OX(D1) ⊆ OX(D2).

For every f ∈ Γ(X,K ×
X ) we find

(11.12.3) f ∈ Γ(X,OX(D))⇔ div(f) ≥ −D.

One checks that D 7→ OX(D) is a homomorphism of groups, i. e.

(11.12.4)
OX(0) = OX ,

OX(D1 +D2) = OX(D1)OX(D2) ∼= OX(D1)⊗OX OX(D2),

where the product is taken in KX .

Remark 11.27. A divisor D is effective if and only if IX(D) is an ideal of OX . The
corresponding closed subscheme of X is often denoted by D as well. If D is represented
by (Ui, fi)i, then D ∩ Ui = V (fi) (as subschemes of Ui). By definition there is an exact
sequence of OX -modules

(11.12.5) 0→ OX(−D)→ OX → OD → 0.
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Conversely, assume that Y is a closed subscheme of X such that there exists an open
affine covering (Ui) of X and regular elements fi ∈ Γ(Ui,OX) such that Y ∩ Ui = V (fi)
for all i (such subschemes will be studied in more detail in Volume II where they will
be called regularly immersed of codimension 1). Then (Ui, fi)i represents an effective
Cartier divisor. We obtain a bijective correspondence between regularly immersed closed
subschemes of codimension 1 and effective Cartier divisors and will often use both notions
synonymously.

Invertible fractional ideals and line bundles.

We have just seen that attaching to a divisor D the invertible submodule OX(D) of KX

yields a group isomorphism of Div(X) with the group of invertible fractional ideals of X.
We now study the following two questions.
(1) For two divisors D1 and D2, when are two invertible fractional ideals OX(D1) and

OX(D2) isomorphic as OX -modules?
(2) Which invertible OX -modules are isomorphic to an invertible fractional ideal?

The first question is answered by the following proposition.

Proposition 11.28. Let D1 and D2 be divisors. Then the OX-modules OX(D1) and
OX(D2) are isomorphic if and only if D1 and D2 are linearly equivalent.

Proof. We have to show that a divisor D is principal if and only if OX(D) ∼= OX . The
condition is clearly necessary. Conversely, if u : OX

∼→ OX(D) is an isomorphism, the image
of 1 ∈ Γ(X,OX) is an element f ∈ Γ(X,OX(D)) ⊆ Γ(X,KX). Then OX(D) = OXf . As
OX(D) is invertible, we have f ∈ Γ(X,KX)× and D = div(f−1).

Proposition 11.28 can be also expressed by saying that the following is an exact sequence
of abelian groups.

(11.12.6)
1→ Γ(X,OX)× → Γ(X,KX)× → Div(X)

δ−→ Pic(X),

D 7−→ OX(D).

It is easy to see (Exercise 11.13) that this exact sequence is the beginning of the exact
cohomology sequence attached to the short exact sequence of abelian sheaves

(11.12.7) 1→ O×X → K ×
X → K ×

X /O×X → 1.

The second question is about the image of δ in Pic(X). It consists of those invertible
OX -modules L such that there exists an embedding L ↪→ KX of OX -modules. In general,
δ is not surjective, even for noetherian schemes; see [Ha1], I.1.3, for an example of Kleiman.
But very often this will be the case:

Proposition 11.29. Let X be a scheme. We assume that
(1) X is integral, or
(2) X is a locally noetherian scheme that contains an affine open subscheme U that is

schematically dense in X.
Then the homomorphism Div(X) → Pic(X), D 7→ OX(D) is surjective and therefore
induces an isomorphism

DivCl(X)
∼→ Pic(X).
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Proof. First step. Let U be an affine open subscheme that is schematically dense in
X (under hypothesis (1) we can take for U any non-empty open affine subscheme). Let
L be an invertible OX -module. We first claim that every embedding s : L |U ↪→ KX |U
can be extended to a unique embedding s̃ : L ↪→ KX . The open subsets V ⊆ X with
OV ∼= L |V form a basis for the topology on X and U ∩ V is schematically dense in V for
all V . Therefore we may assume that L = OX . Then s can be considered as a section
t ∈ Γ(U,KX). The injectivity of s is equivalent to t ∈ Γ(U,KX)×. By Proposition 11.24,
t may be considered as a rational function on U . But a rational function on U is the
same as a rational function on X and therefore restriction defines an isomorphism
Γ(X,KX)

∼→ Γ(U,KX). This shows our claim.
Second step. Thus our hypothesis implies that we may assume that X = SpecA is

affine, where A is a domain or a noetherian ring. Let L be an invertible OX -module.
Then L = M̃ where M is a projective A-module of rank 1. Let S ⊂ A be the set of
regular elements. We have Γ(X,KX) = S−1A (using Remark 11.25 in the noetherian
case). We have to show that there exists a linear injective homomorphism M → S−1A.
We claim that S−1A is a semi-local ring. This is clear, if A is an integral domain. If A is
noetherian, S is the complement of the union of the finitely many associated ideals of
A (Proposition B.59) which implies our claim. Thus the finite projective S−1A-module
S−1M is free (Proposition B.21) of rank 1 and we can choose M ↪→ S−1M ∼= S−1A.

There are plenty of situations where Proposition 11.29 may be applied. We give two
examples (the second follows from results in Chapter 13).

Corollary 11.30. Assume that X satisfies one of the following conditions.
(1) X is noetherian and reduced.
(2) X is a subscheme of the projective space PnR, where R is a noetherian ring.

Then D 7→ OX(D) induces an isomorphism DivCl(X)
∼→ Pic(X).

Proof. (1). As X is noetherian, there are only finitely many irreducible components
Z1, . . . , Zr. Choose within each irreducible component Zi a non-empty open affine subset
Ui ⊆ Zi that does not meet any of the other irreducible components. Then the union
U :=

⋃
i Ui =

∐
i Ui is affine and dense in X. As X is reduced, U is also schematically

dense (Section (9.5)).
(2). By Proposition 9.22 it suffices to show that there exists an open affine subset that

contains Ass(X). As X is noetherian, Ass(X) is finite. But under the hypothesis (2), any
finite subset of X is contained in an open affine subset (Proposition 13.49).

Remark 11.31. Using the language introduced in Chapter 13, the proof of (2) shows
that DivCl(X) ∼= Pic(X) whenever X is a noetherian scheme such that there exists an
ample line bundle on X.

Support of a divisor.

The support of a divisor is simply the support as a section of the abelian sheaf K ×
X /O×X :

Definition 11.32. The support of a divisor D on a scheme X is the subspace

Supp(D) := {x ∈ X ; Dx 6= 1 }.
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Here Dx denotes the image of D ∈ Γ(X,K ×
X /O×X) in the stalk (K ×

X /O×X)x. In other
words, if D is represented by (Ui, fi)i, then a point x ∈ X lies in Supp(D) if and only if
(fi)x /∈ O×X,x for all (or, equivalently, for one) index i with Ui 3 x. As the support of any
section of an abelian sheaf is closed (Section (7.6)), Supp(D) is closed in X.

Remark 11.33. Let D be a divisor on a scheme X, represented by (Ui, fi)i.
(1) If D is an effective divisor, then Supp(D) is the underlying closed subspace of the

closed subscheme corresponding to D (Remark 11.27).
(2) Let V be any open subset of X. Then Γ(V,OX(D)) consists of those sections s

in Γ(V,KX) such that sfi ∈ Γ(Ui ∩ V,OX) for all i by (11.12.3). Therefore if Ueff

is the locus of points where D is effective (i.e., the open subset of x ∈ X such
that (fi)x ∈ OX,x for those i with Ui 3 x), then 1 ∈ Γ(Ueff ,KX) is a section
sD ∈ Γ(Ueff ,OX(D)). This section is called the canonical section of (the line bundle
attached to) D.

(3) If U is the complement of Supp(D) in X, then U ⊆ Ueff and sD |U defines an

isomorphism OX(D)|U
∼→ OX |U .

Proposition 11.34. Let X be a scheme, let L be a line bundle on X, and let RL be
the set of s ∈ Γ(X,L ) that are regular. Then there is a natural bijection{

effective Cartier divisors D
such that OX(D) ∼= L

}
↔ RL / ∼,

where s ∼ s′ if there exists an a ∈ Γ(X,O×X) with s′ = as.

In Section (13.13) we will give a more geometric interpretation of this result.

Proof. For an effective divisor D and an isomorphism α : OX(D)
∼→ L the corresponding

section s ∈ RL is the image of the canonical section sD under α. This yields a well defined
map from the left hand side to the right hand side. Conversely let s ∈ RL . Choose an
open covering (Ui) of X and isomorphisms L |Ui

∼= OX |Ui . Then the images of s|Ui define
local equations fi for an effective divisor D, which depends only on the equivalence class
of s. The section s then defines a monomorphism OX ↪→ L which extends by definition
to an isomorphism OX(D)

∼→ L .

Lemma 11.35. Let X be a locally noetherian scheme and let D be a divisor on X. Then
codimX(Supp(D)) ≥ 1, i.e., for all z ∈ Supp(D) we have dim(OX,z) ≥ 1.

Proof. Let η ∈ X be a point with dim(OX,η) = 0. Then OX,η is a local Artin ring and thus
every regular element in OX,η is invertible. Thus OX,η = Frac(OX,η) = KX,η, where the
second identity holds by Remark 11.25. This shows that the germ Dη ∈ K ×

X,η/O
×
X,η = 1

is trivial.

The lemma can be made more precise: For every maximal point η of Supp(D) we
have depth(OX,η) = 1 (Exercise 11.14). In particular, the complement of SuppD is
schematically dense in X if X is locally noetherian.
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(11.13) Cartier divisors and Weil divisors.

We will now consider Cartier divisors more geometrically, namely as so-called Weil divisors.
Let X be a noetherian scheme. Let C ⊆ X be a closed irreducible subset with generic
point ξ. We sometimes call OX,C := OX,ξ the local ring of X at C. Recall that

(11.13.1) codimX C = dim OX,C

is called the codimension of C in X, see Section (5.8). More generally, for an arbitrary
closed subset Z of X we have codimX(Z) = infC codimX(C), where C runs through the
set of irreducible components of Z (Remark 5.29). Thus Z is of codimension zero if and
only if Z contains an irreducible component of X.

For an integer k ≥ 0 we denote by Xk the set of closed integral subschemes of

codimension k. The free abelian group Z(Xk) is denoted by Zk(X). Thus elements of
Zk(X) are finite linear combinations

∑
C nC [C], where C runs through Xk.

Definition 11.36. An element of Z1(X) is called a Weil divisor. The elements of X1

are called prime Weil divisors. We denote by Z1
+(X) the set of

∑
C∈X1 nC [C] ∈ Z1(X)

such that nC ≥ 0 for all C, and call its elements effective Weil divisors.

We will now define a group homomorphism

(11.13.2) cyc : Div(X)→ Z1(X).

For this we will have to define for a prime Weil divisor C the order ordC(f) of a
meromorphic function f ∈ Γ(U,KX) along C. Thus assume that U contains the generic
point of C. If OX,C is a discrete valuation ring (e.g., if X is normal; see Proposition 11.39
below), the germ fC is a nonzero element in K := Frac(OX,C) and we set

ordC(f) := vC(fC),

where vC(f) is the normalized discrete valuation of f ∈ K given by OX,C .
In general, OX,C is only a local noetherian ring of dimension 1 and we use the following

lemma to define the order of an element f ∈ Frac(OX,C)×.

Lemma 11.37. Let A be a noetherian local ring of dimension 1. Write f ∈ Frac(A)× as
f = ab−1 for regular elements a, b ∈ A and set

ordA(f) := lgA(A/(a))− lgA(A/(b)).

Then ord: Frac(A)× → Z is a well defined group homomorphism and A× ⊆ Ker(ord).

Proof. Let a ∈ A be a regular element. Then dimA/(a) = 0 (Corollary B.64) and thus
A/(a) is a local Artin ring and hence of finite length (Proposition B.36). If b ∈ A is a second
regular element, multiplication with b yields an isomorphism A/(a) ∼= bA/(ab). The exact
sequence 0→ bA/(ab)→ A/(ab)→ A/(b)→ 0 therefore shows that lgA/(ab) = lgA/(a)+
lgA/(b). This proves that ord is a well defined group homomorphism Frac(A)× → Z. The
fact that ord(u) = 0 for all units u ∈ A× is then clear.

To define cyc (11.13.2) let D ∈ Div(X) be a Cartier divisor represented by (Ui, fi). For
C ∈ X1 a prime Weil divisor we choose an index i such that the generic point ηC of C is
contained in Ui. Let f ∈ KX,ηC = Frac(OX,C) be the germ of fi at ηC . Then f does not
depend on the choice of the presentation (Ui, fi) or on i up to a unit of OX,C . Therefore
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(11.13.3) ordC(D) := ordOX,C (f) ∈ Z

depends only on D and C. The integer ordC(D) is called the vanishing order of D at C. If
ordC(D) ≥ 0, we also say that D has a zero of order ordC(D) in C, and if ordC(D) < 0,
we say that D has a pole of order − ordC(D) in C.

If C is not contained in the support of D, then we have ordC(D) = 0. By Lemma 11.35
one has codimX(SuppD) ≥ 1. Therefore every C ∈ X1 with C ⊆ SuppD is an irreducible
component. As X and hence SuppD is a noetherian topological space there are (for a
given divisor D) only finitely many C ∈ X1 such that ordC(D) 6= 0. Now we define

(11.13.4) cyc : Div(X)→ Z1(X), D 7→
∑
C∈X1

ordC(D)[C].

Lemma 11.37 shows that cyc is a group homomorphism.
If f ∈ Γ(X,KX)× is an invertible rational function, we call ordC(f) := ordC(div(f))

the vanishing order of f at C and write cyc(f) instead of cyc(div(f)). A Weil divisor is
called principal if it is of the form cyc(f) for some f ∈ Γ(X,KX)×. The principal Weil
divisors form a subgroup Z1

princ(X) of Z1(X). We denote the quotient by

(11.13.5) Cl(X) := Z1(X)/Z1
princ(X).

The homomorphism cyc induces a homomorphism DivCl(X)→ Cl(X).
In general cyc is neither injective nor surjective (Exercise 11.18). To formulate a positive

result we introduce the following notion.

Definition 11.38. A scheme X is called locally factorial if for all x ∈ X the local ring
OX,x is factorial.

Proposition 11.39. Let X be a locally noetherian scheme. Consider the following
assertions.
(i) X is regular.
(ii) X is locally factorial.
(iii) For all x ∈ X the local ring OX,x is an integral domain and every closed integral

subscheme C ⊂ X of codimension 1 is regularly immersed (i.e., for all x ∈ C the
closed subscheme C ∩ Spec OX,x of Spec OX,x is of the form V (f) for some regular
element f ∈ OX,x).

(iv) X is normal.
(v) For every closed integral subscheme C ⊂ X of codimension 1 the local ring OX,C is a

discrete valuation ring.
Then we have the implications “ (i) ⇒ (ii) ⇔ (iii) ⇒ (iv) ⇒ (v)”.

Proof. This is just the geometric version of Remark B.78 and Proposition B.75 (2).

Theorem 11.40. Let X be a noetherian scheme.
(1) If X is normal, the homomorphism cyc: Div(X)→ Z1(X) is injective. In particular

it induces an injective homomorphism DivCl(X) ↪→ Cl(X).
(2) If X is locally factorial, the homomorphism cyc: Div(X) → Z1(X) is bijective. In

particular it induces an isomorphism DivCl(X)
∼→ Cl(X).
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Proof. (1). As we have Div+(X) ∩ (−Div+(X)) = 0 and Z1
+(X) ∩ (−Z1

+(X)) = 0, it
suffices to show that cyc−1(Z1

+(X)) = Div+(X). Let D be a Cartier divisor such that
cyc(D) ∈ Z1

+(X). To prove that D ∈ Div+(X) is a local question on X and we may
assume that X = SpecA is affine, where A is an integrally closed domain, and that D is
a principal divisor given by an element f ∈ K(X) = Quot(A). By hypothesis we have
f ∈ Ap for every prime ideal p of height one. But as A is integrally closed, this implies
f ∈ A by Proposition B.73 (3).

(2). We construct an inverse map d. Let Z be a prime Weil divisor given by the quasi-
coherent ideal IZ ⊂ OX . Let x ∈ X be a point. By Proposition 11.39, IZ,x is generated
by one element fx ∈ OX,x. By Proposition 7.27 there exists an open neighborhood U of x
and a section f ∈ Γ(U,OX) whose germ in x is fx such that I |U = OUf . This shows that
we find an open affine covering (Ui)i of X and fi ∈ Γ(Ui,OX) such that I |Ui = OUifi. As
two principal ideals (f) and (f ′) are equal if and only if there exists a unit u with f ′ = fu,
the tuple (Ui, fi)i defines an effective Cartier divisor D = d(Z) on X. Clearly we have
cyc(d(Z)) = Z. Extending d by linearity we obtain a homomorphism d : Z1(X)→ Div(X)
such that cyc ◦d = id. By (1) this implies that d is an inverse.

Theorem 11.40 also has a converse (Exercise 11.17).

Remark 11.41. Let X be an integral noetherian locally factorial scheme with function
field K(X). Combining Theorem 11.40 and Section (11.12) we have an isomorphism of
abelian groups

(11.13.6) Z1(X)
∼→ {invertible fractional ideals of OX}

which induces by Corollary 11.30 (1) an isomorphism

(11.13.7) Cl(X)
∼→ Pic(X).

The isomorphism (11.13.6) can be described as follows. Let
∑
C nC [C] ∈ Z1(X). Then

the corresponding invertible fractional ideal L is given by (for U ⊆ X open)

Γ(U,L ) := { f ∈ K(X) ; vC(f) ≥ −nC for all C ∈ X1 with C ∩ U 6= ∅ }.

Here vC is the normalized discrete valuation given by the discrete valuation ring OX,C on
Frac OX,C = K(X). Thus Γ(X,L ) consists of those meromorphic functions whose order
at C is at least −nC .

If U ⊆ X is an open subscheme of a noetherian scheme X, we define a restriction
homomorphism Z1(X)→ Z1(U) by

∑
C nC [C] 7→

∑
C nC [C∩U ], where the second sum is

only indexed by those C ∈ X1 such that C ∩U 6= ∅. For those C we have OU,C∩U = OX,C .
This shows that if D is a Cartier divisor, the restriction of cyc(D) to U is equal to
cyc(D|U ). As the restriction of principal Cartier divisors are again principal Cartier
divisors, this homomorphism induces a restriction homomorphism Cl(X) → Cl(U). If
U ⊆ X is schematically dense, this restriction is surjective and one can describe its kernel:

Proposition 11.42. Let X be a noetherian scheme and let Z be a closed subscheme
that does not contain an irreducible component of X. Let Z1, . . . , Zr be the irreducible
components of Z that have codimension 1 in X and set U = X \ Z. Suppose that U is
schematically dense in X. Then we have an exact sequence
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r⊕
i=1

Z · [Zi]→ Cl(X)→ Cl(U)→ 0.

The hypotheses on Z imply that U is always dense in X. Hence U is automatically
schematically dense in X if X is reduced (Remark 9.20 (1)) or, more generally, if no
embedded component of X is contained in Z (Proposition 9.22).

Proof. If CU is a prime Weil divisor on U , its closure in X is a prime Weil divisor on X.
This shows that Z1(X)→ Z1(U) is surjective, in particular Cl(X)→ Cl(U) is surjective.
The kernel of Z1(X) → Z1(U) is equal to

⊕r
i=1 Z[Zi] and in particular [Zi] is in the

kernel of Cl(X)→ Cl(U). Conversely, let
∑
C nC [C] ∈ Z1(X) such that

∑
C nC [C ∩U ] is

the divisor of an invertible meromorphic function fU on U . As U is schematically dense,
fU can be uniquely extended to a meromorphic function f on X (Proposition 11.24).
Then div(f) −

∑
C nC [C] is a linear combination of the Weil prime divisors [Zi]. This

shows that the divisor class of
∑
C nC [C] is in the image of

⊕r
i=1 Z · [Zi].

Under the hypotheses of Proposition 11.42 we obtain a commutative diagram

(11.13.8)

Pic(X)

��

DivCl(X)
OX( )oo

��

cyc // Cl(X)

��
Pic(U) DivCl(U)

OU ( )
oo cyc // Cl(U).

where the vertical arrows are the restriction maps. If X is locally factorial, then the
horizontal maps are isomorphisms by Corollary 11.30 and Theorem 11.40. Therefore we
obtain the following corollary.

Corollary 11.43. Let X be a noetherian locally factorial scheme (e.g., if X is regular),
and let Z ⊂ X be a closed subset of codimension at least 1. Let U = X \ Z be the
complement. Then Pic(X) → Pic(U), L 7→ L |U is surjective. If codimX(Z) ≥ 2 this
map is an isomorphism.

(11.14) Examples for divisor class groups.

Example 11.44. (Factorial rings)
Let A be a noetherian integrally closed domain. Recall that A is factorial if and only if all
prime ideals of height 1 are principal ideals (Proposition B.75 (2)), i.e., every prime Weil
divisor on X = SpecA is principal. In other words, A is factorial if and only if Cl(X) = 0.
In this case we also have

DivCl(X) = Pic(X) = 0

by Theorem 11.40 and Corollary 11.30. In particular, for every field k we find

(11.14.1) Pic(Ank ) = DivCl(Ank ) = Cl(Ank ) = 0.

In fact, Exercise 11.24 shows that Pic(SpecA) = 0 for any factorial (not necessarily
noetherian) ring.
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Example 11.45. (Projective space)
Let k be a field, n ≥ 1 be an integer and set S := k[T0, . . . , Tn]. If f ∈ S is an irreducible
homogeneous polynomial, V+(f) is a prime Weil divisor (as this holds for its affine cone
V (f) ⊂ An+1

k ). Define a subgroup of k(T0, . . . , Tn)× by

R := { f = g/h ; g, h ∈ S nonzero homogeneous }

For f = g/h ∈ R we set deg(f) := deg(g)−deg(h) and obtain a surjective homomorphism
deg : R → Z.

As S is factorial, we may write any f ∈ R as product f = f1f2 . . . fr, where fi ∈ S are
irreducible homogeneous polynomials. Moreover, the fi are uniquely determined up to
units and up to order. Thus we obtain a map

Z : R → Z1(Pnk ), f 7→
∑
i

[V+(fi)]

which is clearly a homomorphism of groups.
The nonzero rational functions on Pnk are the elements f ∈ R that can be written as a

quotient f = g/h, where g, h ∈ S are homogeneous of the same degree. In other words

K(Pnk )× = Ker(deg : R → Z).

By Corollary 5.42 every integral closed subscheme of codimension 1 is of the form V+(f)
for an irreducible homogeneous polynomial f . This shows that Z is surjective and induces
therefore isomorphisms of groups

(11.14.2) R/K(Pnk )×
∼→ Cl(Pnk )

∼→ Z,

where the second isomorphism is induced by [V+(f)] 7→ deg(f).
As Pnk is regular (and in particular locally factorial), we find

(11.14.3) Div(Pnk ) = Z1(Pnk ) = R/k×, Pic(Pnk ) = DivCl(Pnk ) = Cl(Pnk ) ∼= Z.

For f ∈ S irreducible and homogeneous, the Cartier divisor corresponding to the prime
Weil divisor V+(f) is represented by (D+(Ti), f/T

deg f
i )i.

For d ∈ Z fix some f ∈ R of degree d. We denote by OPnk (d) the invertible OPnk -

submodule of KPnk whose restriction to D+(Ti) is equal to OD+(Ti)T
d
i /f ⊂ KD+(Ti).

Then via Pic(Pnk ) = H1(Pnk ,O
×
Pnk

), the isomorphism class of the invertible module OPnk (d)

corresponds to the Čech cohomology class represented by the cocycle (T dj /T
d
i )i,j on the

open covering (D+(Ti))i. In particular it is independent of the choice of f . Thus we have

(11.14.4)
Γ(D+(Ti),OPnk (d)) = T di k[T0/Ti, . . . , Tn/Ti]

= { f/Tmi ∈ Frac(S) ; m ≥ 0, f ∈ k[T0, . . . , Tn]d+m }.

We claim that

(11.14.5) Γ(Pnk ,OPnk (d)) = k[T0, . . . , Tn]d,

where k[T0, . . . , Tn]d denotes the subspace of homogeneous polynomials of degree d. Indeed,

Γ(Pnk ,OPnk (d)) =

n⋂
i=0

Γ(D+(Ti),OPnk (d))
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and k[T0, . . . , Tn]d is contained in this intersection. Conversely let s ∈ Γ(Pnk ,OPnk (d)).
For all i = 0, . . . , n we can write s = fi/T

mi
i where mi ≥ 0 and fi is homogeneous of

degree d + mi. We may assume that Ti does not divide fi. Thus for all i 6= j we find
Tmii fj = T

mj
j fi. As Ti does not divide fi, we have mi = 0 for all i and thus s = fi is

homogeneous of degree d.
In particular, Γ(Pnk ,OPnk (d)) is a finite-dimensional vector space and

(11.14.6) dim Γ(Pnk ,OPnk (d)) =

{
0, if d < 0;(
n+d
n

)
, if d ≥ 0.

The line bundle OPnk (1) can also be described as the universal quotient bundle on Pnk
(see Exercise 11.23, and Section (13.8) for a systematic treatment).

Example 11.46. Let k be a field, n1, . . . , nr ≥ 1 be integers and X = Pn1

k ×k · · · ×k P
nr
k .

This is a regular integral scheme. Choose coordinates Tsi (s = 1, . . . , r, i = 0, . . . , ns). Set
S := k[(Tij)] and let R be the subgroup of Frac(S)× consisting of fractions g/h, where
g, h ∈ S are nonzero and homogeneous separately in each set of variables T s := (Tsi)0≤i≤ns .
As in Example 11.45 we obtain for all s = 1, . . . , r surjective homomorphisms of groups
degs : R → Z and thus a surjective homomorphism deg : R → Zr. Again, the set of
nonzero elements of the function field of X is the kernel of deg. Therefore deg yields an
isomorphism

(11.14.7) Pic(X) = DivCl(X) = Cl(X)
∼→ Zr.

In particular this shows that a nontrivial product of projective spaces is never isomorphic
to projective space.

Example 11.47. (Divisors on Dedekind schemes)
We continue the example given in Section (7.13). Thus X is a Dedekind scheme that is not
the spectrum of a field, X0 is the set of closed points of X, and for all x ∈ X0 we denote
by vx the normalized valuation on the function field K(X) given by the discrete valuation
ring OX,x. Clearly we have Z1(X) = Z(X0). As X is regular, we find Div(X) = Z1(X) as
already suggested by the notation of Section (7.13). For D ∈ Div(X) the invertible sheaf
LD defined in loc. cit. is the sheaf IX(D) = OX(D)−1 defined in Section (11.12).

If X = SpecOK , where OK is the ring of integers in a number field K (that is, the
integral closure of Z in the finite extension K of Q), Cl(OK) = Pic(OK) is the divisor
class group studied in algebraic number theory. The exact sequence (11.11.2) becomes
the exact sequence

1 −→ O×K −→ K× −→ Div(OK) −→ Pic(OK) −→ 1.

In this case it is a basic result from number theory that the divisor class group Pic(OK)
is a finite group (e.g. [Neu] I, §6) and that O×K

∼= µ(K)×Zr+s−1, where µ(K) is the finite
cyclic group of roots in unity in K and where r (resp. s) is the number of real (resp. half
the number of complex) embeddings of K (e.g. [Neu] I, §7).

For divisors on not necessarily regular 1-dimensional schemes we refer to Proposi-
tion 15.25 below and to Exercise 11.18.
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(11.15) The automorphism group of Pnk .

Using the results of Example 11.45, we now compute the automorphism group of projective
space Pnk over a field k. As we have seen before in Section (1.22), every invertible matrix
A ∈ GLn+1(k) induces an automorphism of Pnk . Since scalar matrices induce the identity
morphism, we obtain a map

(11.15.1) PGLn+1(k) := GLn+1(k)/(k× · En)→ Autk(Pnk ).

This is a group homomorphism, and it is clearly injective.

Proposition 11.48. Let k be a field, and n ≥ 0. The natural map (11.15.1) is a group
isomorphism

PGLn+1(k)
∼→ Aut(Pnk ).

Proof. We will show that the map is an isomorphism by constructing an inverse. Set
P := Pnk . In Example 11.45 we have seen that Pic(Pnk ) ∼= Z, and the sheaf OP (1) can be
characterized as the unique generator of Pic(Pnk ) whose space of global sections is non-
trivial. In particular, the pull-back of OP (1) under any automorphism of P is isomorphic
to OP (1), and we obtain a map

(11.15.2) Aut(P )→ GL(Γ(P,OP (1)))/Autk(OP (1)).

Now Hom(OP (1),OP (1)) = Hom(OP ,OP ) = Γ(P,OP ) = k and therefore we obtain
Autk(OP (1)) = k× · id. Choose homogeneous coordinates X0, . . . , Xn on P = Pnk and
identify Γ(P,OP (1)) with k[X0, . . . , Xn]1 =

⊕n
i=0 kXi by (11.14.5). Thus we can identify

the right hand side of (11.15.2) with PGLn+1(k), and it is a straightforward computation
to check that this map is the inverse of the map above.

(11.16) Inverse image of divisors.

In general, although we can always form the inverse image of a line bundle along a
morphism of schemes, the inverse image of a Cartier divisor on Y along a morphism
f : X → Y of schemes is not well-defined (e.g., think of the case that the image of X is
contained in the support of D).

The key question, given f : X → Y , is whether the homomorphism OY → f∗OX given
by f extends to a homomorphism KY → f∗KX . Assume for a moment that this is the
case. We obtain a homomorphism K ×

Y /O×Y → f∗K
×
X /f∗O

×
X → f∗(K

×
X /O×X), and hence

a homomorphism

(11.16.1) f∗ : Div(Y ) = Γ(Y,K ×
Y /O×Y )→ Γ(X,K ×

X /O×X) = Div(X).

Definition 11.49. Let f : X → Y be a morphism of schemes such that the homomorphism
f [ : OY → f∗OX given by f extends to a homomorphism KY → f∗KX . Let D be a Cartier
divisor on Y . Then its image f∗D under the map (11.16.1) is called the pullback of D or
the inverse image of D.

Clearly, f∗ is a group homomorphism, i.e., f∗(D1 +D2) = f∗(D1) + f∗(D2). One easily
checks that f∗O(D) ∼= O(f∗D), i.e., that pullback of divisors is compatible with the
pullback morphism f∗ : Pic(Y )→ Pic(X).

The following proposition gives two criteria when it is possible to form the inverse
image of divisors.
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Proposition 11.50. Let f : X → Y be a morphism of schemes, and assume that one of
the following conditions holds:
(a) f is flat, or
(b) X is reduced and locally noetherian, and each irreducible component of X dominates

an irreducible component of Y .
Then the homomorphism f [ : OY → f∗OX extends to a homomorphism KY → f∗KX .

One can show that the proposition still holds if in (b) the assumption that X is locally
noetherian is replaced by the assumption that the set of connected components of X is
locally finite (see [EGAIV] (21.4.5) (iii)).

Proof. Recall that KX is the sheaf associated with the presheaf U 7→ S−1
U Γ(U,OX),

where SU ⊆ Γ(U,OX) is the multiplicative subset of regular sections (Definition 11.22).
It is enough to show that the homomorphism OY → f∗OX extends to a morphism
between these presheaves, i.e., that for every open subset V ⊆ Y , the homomorphism
f [V : Γ(V,OY ) → Γ(f−1(V ),OX) induces a homomorphism between the corresponding
rings of total fractions. This means that we have to show that f [V maps regular sections
to regular sections. As being a regular section can be checked on stalks, it suffices to show
that f ]x : OY,f(x) → OX,x maps regular elements to regular elements for all x ∈ X.

This is clear in case f is flat, since then f ]x is a flat ring homomorphism. Now assume
that (b) holds. By assumption, OX,x is reduced, so that the regular elements are precisely
those which are not contained in a minimal prime ideal (cf. Proposition B.59). Since every
irreducible component of X dominates an irreducible component of Y , the inverse image
of a minimal prime ideal under f ]x is again a minimal prime ideal. The claim follows.

For general morphisms one can still define the pullback of Cartier divisors in a suitable
subgroup of Div(Y ) – roughly speaking, the subgroup where the above procedure works.

Corollary 11.51. Let f : X → Y be a morphism of schemes satisfying one of the
hypotheses of Proposition 11.50. Let Z ⊂ Y be an effective Cartier divisor. Then the
inverse image f−1(Z) (as a subscheme) is an effective Cartier divisor in X and this
divisor is the inverse image f∗(Z) (as a divisor).

Proof. We may assume that Y = SpecA and X = SpecB are affine and that Z = V (t)
for a regular element t ∈ A. Let ϕ : A→ B be the homomorphism corresponding to f . We
have seen in the proof of Proposition 11.50 that ϕ(t) is regular in B. So f−1(Z) = V (ϕ(t))
is an effective Cartier divisor which by definition equals the inverse image f∗(Z).

Vector bundles on P1

(11.17) Vector bundles on P1.

We now study vector bundles on P1
k, where k is a field. This case is particularly simple

because we can cover P1
k by two open affine subschemes U0 and U1, each isomorphic to

A1
k. We will identify the function field of P1

k with k(T ) such that U0 = Spec k[T ] and
U1 = Spec k[T−1]. To shorten notation we set

R+ := k[T ], R− := k[T−1], R± := k[T, T−1].
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Vector bundles over Ui (i = 0, 1) correspond to finitely generated projective R+-
modules (resp. R−-modules) by Corollary 7.42. These rings are principal ideal domains,
and any projective module over a principal ideal domain is free (Proposition B.89). Thus
Remark 11.16 shows that isomorphism classes of vector bundles over P1

k of a fixed rank n
are in bijection to elements in Ȟ1(U , G), where U = (U0, U1) and G = GLn(OP1

k
).

As U consists of only two open sets, a Čech 1-cocycle of G over U is simply given by a
single element g = g01 ∈ G(U0 ∩ U1) = GLn(R±). And two such Čech 1-cocycles g and g′

are cohomologous if and only if there exist h+ ∈ GLn(R+) and h− ∈ GLn(R−) such that
g′ = h+gh−. Thus we have a bijection

(11.17.1)

{
isomorphism classes of vector

bundles of rank n on P1
k

}
←→ GLn(R+)\GLn(R±)/GLn(R−)

Elements in this double quotient can be described as follows.

Lemma 11.52. Let (Zn)+ be the set of d = (di)i ∈ Zn with d1 ≥ d2 ≥ · · · ≥ dn. For each
d ∈ (Zn)+ let Td ∈ GLn(R±) be the diagonal matrix with entries T d1 , . . . , T dn . Then the
following map is surjective

τ : (Zn)+ → GLn(R+)\GLn(R±)/GLn(R−),

d 7→ GLn(R+)Td GLn(R−).

The uniqueness part of Theorem 11.53 below will show that the map τ is bijective
(which also can be proved directly).

Proof. We have to show that any matrix in A = (aij) ∈ GLn(R±) can be transformed
to a matrix of the form Td by invertible row operations over R+ and invertible column
operations over R−.

For a =
∑
i∈Z αiT

i ∈ R± let vT (a) := inf{ i ; αi 6= 0 } be its T -adic valuation. Using
invertible row operation over R+, we can reduce the first column to t(a, 0, . . . , 0), where
vT (a) = mini vT (ai1). By induction on n this shows that we can reduce A to an upper
triangular matrix. Then any diagonal entry aii has to be a unit in R± and it is thus of the
form αiT

di for some αi ∈ k× and di ∈ Z. By multiplication with a diagonal matrix with
entries in k× we may assume that αi = 1. We therefore may assume that A is of the form

(11.17.2)



T d1 a12 a13 · · · a1n

T d2 a23 · · · a2n

. . .
. . .

...
. . . an−1,n

T dn

 .

Let Φ be the set of pairs (i, j) of integers 1 ≤ i < j ≤ n. For such a pair α = (i0, j0) let
Gα ⊆ GLn be the subgroup of matrices (aij) with aij = 0 for i 6= i0 or j 6= j0 and i 6= j
and aii = 1 for i 6= i0, j0. Hence Gα ∼= GL2. We endow Φ with the linear order

(1, 2) < (2, 3) < · · · < (n− 1, n) < (1, 3) < · · · < (n− 2, n) < · · · · · · < (1, n)
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We will show that for all α = (i, j) ∈ Φ and any matrix A of the form (11.17.2) with
ai′,j′ = 0 for (i′, j′) < (i, j), we can use left multiplication with elements in Gα(R+) and
right multiplication with elements in Gα(R−) to obtain a matrix of the form (11.17.2)
with ai′,j′ = 0 for (i′, j′) ≤ (i, j). By induction, it follows that we can transform A to
a diagonal matrix with powers of T on the diagonal, and by conjugating by a suitable
permutation we can permute the entries so that the exponents are in descending order.

The induction hypothesis means that all non-diagonal entries below and to the left of
aij are zero. Thus we can assume that n = 2 and hence

A =

(
T d a

T e

)
.

Adding R+-multiples of the second row to the first row and adding R−-multiples of the
first column to the second column, we may assume that a =

∑e−1
i=d+1 αiT

i. Thus we are
done if d ≥ e and it suffices to prove the claim by ascending induction on e− d.

We may assume a = αvT
v + · · ·+ αe−1T

e−1 with αv 6= 0 and d < v < e. Then T e−v

and aT−v are polynomials in R+ that are prime to each other. So we find p, q ∈ R+ with

(11.17.3) qaT−v + pT e−v = 1.

Then B :=
( q p

−T e−v aT−v
)
∈ GL2(R+) and we have

B

(
T d a

T e

)(
0 −1
1 0

)
=

(
qT d qa+ pT e

−T d+e−v 0

)(
0 −1
1 0

)
=

(
T v −qT d
0 T d+e−v

)
As (d+ e− v)− v < d+ e− 2d = e− d, we can now apply the induction hypothesis.

We now use this lemma to show the following classification of vector bundles on P1
k.

Theorem 11.53. For every vector bundle E of rank n on P1
k there exist uniquely deter-

mined integers d1 ≥ · · · ≥ dn such that

(11.17.4) E ∼=
n⊕
i=1

OP1
k
(di).

In Volume II we will give another proof of this theorem using cohomological methods.

Proof. In Example 11.45 we have seen that for n = 1 the matrix (T d) corresponds to the
line bundle OP1

k
(d). Thus the existence of such a decomposition follows from the previous

lemma using (11.17.1).
To show the uniqueness, we set X = P1

k. For integers d, e ∈ Z we have

HomOX (OX(d),OX(e)) = Γ(X,OX(d)∨ ⊗OX OX(e)) = Γ(X,OX(e− d)).

Thus by (11.14.6) we have HomOX (OX(d),OX(e)) = 0 if and only if e < d. Hence
given E =

⊕n
i=1 OP1

k
(di) we see that for every integer λ the sub-vector bundle E λ :=⊕

di≥λ OX(di) is unique. In particular, we see that for every λ the number #{ i ; di ≥ λ }
is uniquely determined by E . This shows that (d1 ≥ · · · ≥ dn) is unique.
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Remark 11.54. (Harder-Narasimhan filtration) The individual summands in (11.17.4)
are not unique (for n > 1). But the proof shows that we obtain a unique filtration

(11.17.5) E ⊇ · · · ⊇ E λ ⊇ E λ+1 ⊇ . . .

where λ ∈ Z, E λ = E for small λ and E λ = 0 for large λ, and such that all subquotients
E λ/E λ+1 have the form O(λ)Nλ . This filtration is functorial in E .

For other curves (schemes of dimension 1 over a field) a vector bundle is not necessarily
a direct sum of line bundles. But if C is a smooth projective scheme over k equidimensional
of dimension 1, then for every vector bundle E on C there exists an analogue of the
filtration (11.17.5) which is called the Harder-Narasimhan filtration (see [HN]).

For k algebraically closed and n > 1 there exist in general vector bundles on Pnk that are
non-split, i.e., that are not direct sums of line bundles. Horrocks and Mumford [HoMu]
constructed a vector bundle of rank 2 on P4

k which is non-split. In general, it is not known
whether for given n and r there exist non-split vector bundles of rank r on Pnk . Hartshorne
conjectured in [Ha2] that every vector bundle of rank 2 on Pnk for n ≥ 7 splits. This
conjecture is still open. Horrocks [Ho] proved that for n ≥ 3 a vector bundle on Pnk splits
if and only if its restriction to any linear hyperplane H ∼= Pn−1

k in Pnk is split. This reduces
the question whether a vector bundle on Pnk is split to a question on vector bundles on P2

k.

Exercises

Exercise 11.1♦. Let X be a scheme.
(a) Show that a homomorphism ϕ : B → B′ of OX -algebras is surjective if and only if the

associated morphism of X-schemes Specϕ : Spec B′ → Spec B is a closed immersion.
(b) Show that a homomorphism u : E → F of quasi-coherent OX -modules is surjective if

and only if the associated morphism of X-schemes V(u) : V(F )→ V(E ) is a closed
immersion.

Exercise 11.2. Let X be a scheme and let E and F be quasi-coherent OX -modules.
(a) Let E be of finite type (resp. of finite presentation). Show that V(E ) is an X-scheme

of finite type (resp. of finite presentation).
(b) Show that V(E ⊕F ) ∼= V(E )×X V(F ).

Exercise 11.3. Let X be a topological space and G be a sheaf of groups on X. Let T
(resp. T ′) be a sheaf of sets on X which is endowed with a right action T ×G→ T (resp. a
left action G× T ′ → T ′) of G. Define a left G-action of T × T ′ by g · (t, t′) := (tg−1, gt′)
for g ∈ G(U), t ∈ T (U), t′ ∈ T ′(U), U ⊆ X open. The contracted product T ×G T ′ is
defined as the sheaf associated to the presheaf whose value on U is the set of G(U)-orbits
of T (U)× T ′(U). Let ϕ : G→ G′ be a homomorphism of sheaves of groups on X and let
G′r be the sheaf G′ with the right G-action given by g′ · g := g′ϕ(g) on local sections.
(a) Show that if T is a G-torsor, then G′r ×G T is a G′-torsor (where G′ acts from the left

on G′r ×G T via the first factor). We obtain a map H1(ϕ) : H1(X,G)→ H1(X,G′)
of pointed sets.

(b) Show that the following diagram is commutative
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H1(X,G)
H1(ϕ) //

cG

��

H1(X,G′)

cG′

��
Ȟ1(X,G)

Ȟ1(ϕ)// Ȟ1(X,G′).

Exercise 11.4. Let (X,OX) be a ringed space and let det : GLn(OX) → O×X be the
determinant. Show that Ȟ1(det) corresponds via the identification (11.6.2) to the map
induced by E 7→

∧n E . Deduce that there is an isomorphism of pointed sets between
H1(X, SLn(OX)) and isomorphism classes of locally free OX -modules E of rank n such
that

∧n E ∼= OX .

Exercise 11.5♦. Let X = SpecA where A is a local ring. Show that H1(X,GLn) and
H1(X, SLn) (Exercise 11.4) are trivial.

Exercise 11.6. Let k be a field, n ≥ 1. Choose homogeneous coordinates T0, . . . , Tn on
Pnk , and let U = (D+(Ti))i be the standard covering of Pnk . Show that for d ∈ Z one has

dimkH
1(U ,OPnk (d)) =

{
0, if n > 1 or d ≥ −1;

−d− 1, if n = 1 and d ≤ −2.

Remark : In Volume II we will see that H1(U ,OPnk (d)) = H1(Pnk ,OPnk (d)).

Exercise 11.7. Let X be a scheme of characteristic p and let FrobX : X → X be the
absolute Frobenius.
(a) Let E be a locally free OX -module of rank n given by a Čech cocycle (gij). Show

that Frob∗X E is given by the Čech cocycle (g
(p)
ij ) (here for a matrix A = (akl) we set

A(p) := (apkl)).
(b) Let L be an invertible OX -module. Show that Frob∗X L ∼= L ⊗p.

Exercise 11.8. Let S be a scheme, let E be a quasi-coherent OS-module, and let F be
a finite locally free OS-module.
(a) Show that the functor Hom(E ,F ) (16.7.1) is representable by the quasi-coherent

bundle V(E ⊗F∨).
(b) Show that the structure morphism h : Hom(E ,F )→ S is of finite type (resp. of finite

presentation) if E is an OS-module of finite type (resp. of finite presentation).
Hint : This can be checked locally on S. Use Exercise 11.2.

Exercise 11.9. Let X be a locally noetherian scheme, let F be an OX -module of finite
type and let n ≥ 0 be an integer. Show that F is locally free of rank n if and only if
rk(F ) is locally constant and Fx is a free OX,x-module of rank n for all x ∈ Ass(X).

Exercise 11.10. Let S be a scheme and let v : E → F be a homomorphism of quasi-
coherent OS-modules. Assume that F is finite locally free.
(a) Let d ≥ 0 be an integer. Show that the locus where Im(v) ⊆ F is locally a direct

summand of rank d is a subscheme of S, i.e., there exists a subscheme Y of S such
that a morphism f : T → S factorizes through Y if and only if the image of f∗(v) is
locally a direct summand of f∗F of rank d. Show that the immersion Y ↪→ S is of
finite presentation if E is of finite type.
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(b) Assume that E is of finite type. Show that the locus where v is an isomorphism is
an open subscheme of S, i.e., there exists an open subscheme U ⊆ S such that a
morphism f : T → S factorizes through U if and only if f∗v is an isomorphism.
Hint : Use Proposition 8.4 and the flattening stratification or use Exercise 11.8.

Exercise 11.11♦. Let X be a noetherian reduced scheme and let η1, . . . , ηr be its
maximal points. Show that Γ(U,KX) =

∏
ηi∈U κ(ηi) for every open subset U ⊆ X.

Exercise 11.12. Let X be a locally noetherian scheme.
(a) Show that KX is a quasi-coherent OX -module if X is reduced.
(b) Let B be a local noetherian ring with dim(B) ≥ 2 and residue field k. Let A = B ⊕ k

with multiplication (b, x) · (b′, x′) := (bb′, bx′ + b′x), and let X = SpecA. Show that
Γ(X,KX) = A and deduce that KX is not a quasi-coherent OX -module.

Exercise 11.13. Show that for the exact sequence (11.12.7) the connecting map δ (11.5.6)
can be identified with the homomorphism

Div(X) = Γ(X,K ×
X /O×X)→ Pic(X) = H1(X,O×X), D 7→ OX(D).

Exercise 11.14. Let X be a locally noetherian scheme. Let D and D′ be Cartier divisors
on X.
(a) Show that D = D′ (resp. D ≥ D′) if and only if for all x ∈ X with depth(OX,x) = 1

we have Dx = D′x (resp. Dx ≥ D′x). (See Definition B.61 for the notion of depth of a
local ring.)

(b) Show that for every irreducible component C of Supp(D) we have depth OX,C = 1.

Exercise 11.15. Let X be a scheme, let D1 and D2 be divisors on X, assume that D1

is effective, and let i : D1 → X be the inclusion of the corresponding closed subscheme.
Set D := D1 +D2. Show that there is an exact sequence of OX -modules

1→ OX(D2)→ OX(D)→ i∗(i
∗(OX(D)))→ 0

Exercise 11.16. Let X be a noetherian scheme. For a Weil divisor E =
∑
C nC [C] on

X we define the support of E, denoted by Supp(E), as the union of those C ∈ X1 such
that nC 6= 0. Show that for every Cartier divisor D we have Supp(cyc(D)) ⊆ Supp(D)
and that we have equality if D is effective or if X is locally factorial. Give an example,
where Supp(cyc(D)) ( Supp(D).

Exercise 11.17. Let X be a reduced noetherian scheme. Show that the following
assertions are equivalent.
(i) X is normal and cyc: Div(X)→ Z1(X) is bijective.
(ii) X is locally factorial.
(iii) Every closed integral subscheme Z of X of codimension 1 is regularly immersed.

Exercise 11.18. Let A be a local noetherian ring of dimension 1, and let m ⊂ A be the
maximal ideal and let p1, . . . , pr be the minimal prime ideals of A.
(a) Show that Pic(A) = 0, Z1(SpecA) ∼= Zr, Div(A) = Frac(A)×/A×, and DivCl(A) = 0.

Describe cyc: Div(A)→ Z1(SpecA) in this case.
(b) Show that we have m ∈ Ass(A)⇔ A = Frac(A)⇔ Div(A) = 0. Deduce that cyc is

not surjective. Give an example of a ring, where m ∈ Ass(A).
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(c) Now let m /∈ Ass(A). Let R be the set of regular elements in A, let nil(A) be the
nilradical of A and set Ared = A/ nil(A). Show that there is an exact sequence
0→ R−1 nil(A)→ Frac(A)→ Frac(Ared)→ 0 (use that the hypothesis implies that
R is the complement of the union of the minimal prime ideals of A). Deduce an exact
sequence

1→ 1 + nil(A)→ 1 +R−1 nil(A)→ Div(A)→ Div(Ared)→ 0.

(d) Assume that A is reduced and let C be the cokernel of the injection A ↪→
∏
iA/pi.

Show that there is an exact sequence

1→ C → Div(A)→
r⊕
i=1

Div(A/pi)→ 0.

(e) Assume that A is an integral domain with field of fractions K and let A′ be the
integral closure of A in K. Show that there is an exact sequence

1→ A′×/A× → Div(A)→ Div(A′)→ 0.

Note that A′ is a discrete valuation ring and thus Div(A′) = Z1(SpecA′) ∼= Z.

Exercise 11.19. Let k be a field, set X = Spec k[S, T, U ]/(UT − S2) and let C be the
closed subscheme V (S, T ) of X.
(a) Show that C ∼= A1

k is a prime Weil divisor on X and that Cl(X) is a group of order 2
which is generated by the class of C.

(b) Show that DivCl(X) = 0 and deduce that cyc: Div(X)→ Z1(X) is not surjective.

Exercise 11.20♦. Let k be a field, let f ∈ k[T0, . . . , Tn] be an irreducible homogeneous
polynomial of degree d > 0, and set U = Pnk \ V+(f). Show that Pic(U) = Cl(U) ∼= Z/dZ.

Exercise 11.21. Let X be a noetherian integral scheme and let π : AnX → X be the
structure morphism.
(a) Show that if Z is a prime Weil divisor of X its inverse image π−1(Z) is a prime Weil

divisor of AnX . Thus we obtain an injective homomorphism Z1(X)→ Z1(AnX). Show
that this homomorphism induces a homomorphism π∗ : Cl(X)→ Cl(AnX).

(b) Prove that π∗ is bijective.

Exercise 11.22. Let X be a scheme and n ≥ 0 an integer. An X-scheme f : Y → X is
called affine bundle over X if there exist an open covering X =

⋃
Ui and isomorphisms

of Ui-schemes f−1(Ui)
∼→ AnUi . Now let X be reduced and noetherian.

(a) Show that taking the inverse image of prime Weil divisors is a surjective homomor-
phism f∗ : Cl(X)→ Cl(Y ) (use Exercise 11.21 and noetherian induction on X).

(b) Now assume that X is locally factorial and that f has a section s : X → Y (e.g.,
if Y is a vector bundle over X). Show that Y is locally factorial and that f∗ is an
isomorphism.

Remark : One can show that f∗ is an isomorphism for vector bundles without the assump-
tion that X is locally factorial ([Fu2] Theorem 3.3).

Exercise 11.23. Let V be a k-vector space of dimension n + 1 (also considered as a
quasi-coherent module on Spec k) and let Z be the line bundle over P(V ) = Grass1(V )
defined in Example 11.9 whose corresponding invertible sheaf Q on P(V ) is the universal
quotient p∗(V )� Q, where p : P(V )→ Spec k is the structure morphism. Show that for
V = (kn+1)∨ (and thus P(V ) = Pnk ) one has Q ∼= OPnk (1).
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Exercise 11.24. Let A be a factorial ring. Show that Pic(SpecA) = 0.
Hint : Show first that every ideal of A that is an invertible A-module is a principal ideal.
Then use Proposition 11.29 to show that every projective A-module of rank 1 is isomorphic
to an ideal of A.
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Contents

– Affine morphisms

– Finite and quasi-finite morphisms

– Serre’s and Chevalley’s criteria to be affine

– Normalization

– Proper morphisms

– Zariski’s main theorem

In this chapter, we will study properties of morphisms of schemes which distinguish
important subclasses of morphisms. The emphasis in this chapter is on properties that
are not local on the source. We start with a relative version of being affine and then study
finite and quasi-finite morphisms.

We prove two criteria for a scheme to be affine and explain the important technique of
normalization which corresponds to the algebraic construction of integral closure.

The notion of a proper morphism is the analogue in algebraic geometry of the notion
of a compact manifold in differential geometry and is of similar importance. The last part
of this chapter is devoted to the statement and the proof of different versions of a central
result in algebraic geometry: Zariski’s main theorem.

Affine morphisms

We now define a relative notion of affineness. We will see that a morphism X → S of
schemes is affine if and only if X = Spec A , where A is a quasi-coherent OS-algebra (see
Section (11.2)).

(12.1) Affine Morphisms and spectra of quasi-coherent algebras.

Recall that there is a bijective correspondence between morphisms from X into an affine
scheme SpecA and ring homomorphisms A→ Γ(X,OX) (Proposition 3.4). In particular,
for every scheme X one has a morphism X → Spec Γ(X,OX) corresponding to idΓ(X,OX).
We generalize this observation to the relative situation.

Let f : X → Y be a qcqs morphism of schemes. Then the OY -algebra f∗OX is quasi-
coherent by Corollary 10.27. Applying Proposition 11.1 to this quasi-coherent algebra, we
obtain a canonical morphism of Y -schemes

© Springer Fachmedien Wiesbaden GmbH, part of Springer Nature 2020
U. Görtz und T. Wedhorn, Algebraic Geometry I: Schemes, Springer Studium 
Mathematik – Master, https://doi.org/10.1007/978-3-658-30733-2_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-658-30733-2_13&domain=pdf
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(12.1.1) cX : X → Spec f∗OX

corresponding to the identity of f∗OX via (11.2.2).

Proposition and Definition 12.1. For a morphism of schemes f : X → Y the following
assertions are equivalent.
(i) There exists an open affine covering (Vi)i of Y such that f−1(Vi) is an affine scheme

for all i.
(ii) For every open affine subscheme V of Y its inverse image f−1(V ) is affine.
(iii) The morphism f is quasi-compact and separated and the morphism cX is an isomor-

phism.
If these properties are satisfied, f is called affine or X is called affine over Y .

Proof. Clearly, (ii) implies (i). We have already seen in Section (11.2) that if X ∼= Spec B
for a quasi-coherent OY -algebra, we have for every open affine subscheme V of Y an
isomorphism f−1(V ) ∼= Spec Γ(V,B). Thus (iii) implies (ii).

It remains to prove “(i) ⇒ (iii)”. If f satisfies (i), it is quasi-compact and separated
because both properties are local on the target and hold for morphisms between affine
schemes (Remark 10.2, Proposition 9.4). The question whether the Y -morphism cX is an
isomorphism is local on Y and we may assume that Y = SpecA is an affine scheme such
that X = f−1(Y ) = SpecB is affine. Then it is clear that cX is an isomorphism.

We have already seen in (11.2.4) that the functor B 7→ Spec B from the category of
quasi-coherent OY -algebras to the category of Y -schemes is fully faithful. Proposition 12.1
together with (11.2.3) gives us its essential image:

Corollary 12.2. Let Y be a scheme. The functor B 7→ Spec B yields a contravariant
equivalence of the category of quasi-coherent OY -algebras and the category of Y -schemes
that are affine over Y . A quasi-inverse is given by (f : X → Y ) 7→ f∗OX .

Using Proposition 12.1 it is immediate that if f : X → Y is a morphism and Y is an
affine scheme, then X is an affine scheme if and only if f is affine.

Proposition 12.3.
(1) Every closed immersion is affine.
(2) The property of scheme morphisms to be affine is local on the target, stable under

composition, and stable under base change (Section (4.9)).
(3) If f : X → Y is a morphism of S-schemes such that X is affine over S and such that

Y is separated over S, then f is affine.
(4) For morphisms of finite presentation, the property of being affine is compatible with

inductive limits of rings in the sense of Section (10.13).

Taking S = SpecZ in (3), we see in particular that every morphism of an affine scheme
into a separated scheme is affine.

Proof. Assertion (1) has already been shown in Theorem 3.42. By definition the property
of being affine is local on the target. Stability under composition is clear using (i)
of Proposition 12.1. Stability under base change follows from (11.2.5) using (iii) of
Proposition 12.1 and that the properties to be quasi-compact and to be separated are
stable under base change. Moreover, (3) follows formally from (1) and (2) by Remark 9.11.
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To show (4) it suffices to remark that a morphism f : X → Y of finite presentation is
affine if and only if it can be factorized locally on Y into a closed immersion X ↪→ AnY
followed by the canonical morphism AnY → Y , and this property is compatible with
inductive limits by Theorem 10.63 and Proposition 10.75.

Examples 12.4.
(1) If S is a scheme, any closed subscheme of AnS is affine over S. On the other hand,

closed subschemes of PnS are rarely affine over S (more precisely, they are affine over
S if and only if they are finite over S in the sense of Definition 12.9 below; to see this
combine Corollary 13.41 and Corollary 12.89 below).

Projective space PnS itself is never affine over S if n ≥ 1 and S is non-empty. Indeed,
assume that PnS is affine over S. Choose any morphism Spec k → S where k is an
algebraically closed field. Then the base change Pnk = PnS ×S Spec k is affine over k
(Proposition 12.3). But we have seen in Proposition 1.61 that the structure morphism
Pnk → Spec k induces an isomorphism on global sections k → Γ(Pnk ,OPnk ). If Pnk is
affine, we have Pnk ∼= Spec k and hence n = 0.

(2) If E is a finite locally free OS-module, the corresponding vector bundle V(E ) (Sec-
tion (11.4)) is affine over S because it is the spectrum of the quasi-coherent OS-algebra
Sym(E ).

(3) An open immersion is not necessarily affine. Take for example a noetherian normal
affine scheme X and a closed non-empty subset Z ⊂ X such that codimX(Z) ≥ 2. Let
U be the open subscheme X \ Z. Then the inclusion morphism U → X is not affine.
Indeed, otherwise U would be affine as well. But by Hartogs’s theorem (Theorem 6.45)
the restriction Γ(X,OX)→ Γ(U,OX) is an isomorphism which, because U and X are
affine, yields that U ↪→ X is an isomorphism; contradiction. See also Exercise 12.18.

(4) On the other hand, let X be a scheme, L a line bundle on X, and s ∈ Γ(X,L )
a global section. Let Xs(L ) be the open subscheme of points x ∈ X where s is
invertible (Section (7.11)). Then the inclusion j : Xs(L ) → X is affine. Indeed, it
suffices to show this locally on X. Therefore we may assume that X = SpecA is affine
and that L = OX . Then Xs(L ) = D(s) = Spec(As) and j is a morphism between
affine schemes and hence affine.

As the category of quasi-coherent modules over an affine scheme SpecA and the category
of A-modules are equivalent, one easily gets the following global analogue.

Proposition 12.5. Let f : X → Y be an affine morphism. Then the functor F 7→ f∗F
yields an equivalence of the category of quasi-coherent OX-modules and the category of
quasi-coherent f∗OX-modules.

(12.2) Base change of direct images of quasi-coherent modules.

Consider a commutative diagram of schemes

(12.2.1)

X ′
g′ //

f ′

��

X

f

��
Y ′

g // Y

Let F be an OX -module. We will construct a homomorphism of OY ′ -modules
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(12.2.2) g∗(f∗F )→ f ′∗(g
′∗F )

which is functorial in F as follows. As the functor g∗ is left adjoint to g∗ (Proposition 7.11),
it suffices to construct a functorial homomorphism v : f∗F → g∗f

′
∗(g
′∗F ) = f∗g

′
∗(g
′∗F ).

But again by adjointness the identity of g′∗F corresponds to a morphism F → g′∗(g
′∗F )

and applying the functor f∗ we obtain v.
If G ′ is an OY ′-module we may tensor (12.2.2) with the canonical homomorphism

G ′ → f ′∗(f
′∗G ′). We obtain a homomorphism of OY ′ -modules, functorial in F and G ′,

(12.2.3) G ′ ⊗OY ′ g
∗(f∗F )→ f ′∗(f

′∗G ′)⊗OY ′ f
′
∗(g
′∗F )→ f ′∗(f

′∗G ′ ⊗OX′ g
′∗F ),

where the second homomorphism is (7.8.3). For G ′ = OY ′ , the homomorphism (12.2.3)
specializes to (12.2.2).

Assume that Y = SpecA, X = SpecB, and Y ′ = SpecA′ are affine, that the di-
agram (12.2.1) is cartesian (and hence X ′ = Spec(B′ ⊗B A)), and that F = Ñ and
G ′ = M̃ ′ are quasi-coherent. Then the pull back corresponds to extension of scalars and
the push forward to restriction of scalars (Proposition 7.24). In this case, (12.2.3) is the
isomorphism which corresponds to the canonical isomorphism of A′-modules

M ′ ⊗A′ (A′ ⊗A N)
∼→M ′ ⊗A N

∼→ (M ′ ⊗A B)⊗B N
∼→ (M ′ ⊗A′ (A′ ⊗A B))⊗(A′⊗AB) ⊗(A′ ⊗A B)⊗B N

As the question whether (12.2.3) is an isomorphism is local on Y and Y ′ this implies the
following result if f is affine.

Proposition 12.6. Let the diagram (12.2.1) be cartesian and let F be a quasi-coherent
OX -module and G ′ a quasi-coherent OY ′-module. Let one of the following assumptions be
satisfied.
(1) f is affine, or
(2) f is qcqs and G ′ is flat over Y .
Then the homomorphism (12.2.3) is an isomorphism. In particular, (12.2.2) is an isomor-
phism if f is affine or if f is qcqs and g is flat.

Proof. It remains to show the proposition if assumption (2) is satisfied. We may assume
that Y = SpecA and Y ′ = SpecA′ are affine. If X is also affine, we are done by (1). In
general, X is qcqs. To show (2) we will use Lemma 10.26. Let (Ui)i be a finite open affine
covering of X and set Fi := F |Ui , Fij := F |Ui∩Uj , fi := f |Ui , and fij := f |Ui∩Uj . From
the exact sequence (10.3.1) we obtain a sequence

0→ G ′ ⊗ g∗f∗F → G ′ ⊗
⊕
i

g∗(fi)∗Fi → G ′ ⊗
⊕
i,j

g∗(fij)∗Fij

which is still exact because G ′ is flat over Y (7.18.1). On the other hand, we define
U ′i := g′−1(Ui), U

′
ij := g′−1(Ui ∩Uj), and sheaves H ′ := f ′∗G ′⊗OX′ g

′∗F , H ′
i := H ′

|U ′i ,
and H ′

ij := H ′
|U ′ij . Let f ′i (resp. f ′ij) be the restriction of f ′ to U ′i (resp. to U ′ij).

The base change morphism for Fi and the cartesian diagram

U ′i
//

��

Ui

��
Y ′ // Y
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is a morphism G ′⊗ g∗(fi)∗Fi → (f ′i)∗H
′
i which on global sections is given by G ′(Y ′)⊗A′

(F (Ui)⊗A A′)→ (f ′∗G ′ ⊗OX′ g
′∗F )(U ′i). Since all the schemes in the above diagram are

affine, it is an isomorphism by the first part of the proposition.
We obtain a diagram with exact rows

0 // G ′ ⊗ g∗f∗F //

u

��

⊕
i(G
′ ⊗ g∗(fi)∗Fi) //

u′

��

⊕
i,j(G

′ ⊗ g∗(fij)∗Fij)

u′′

��
0 // f ′∗H

′ //⊕
i(f
′
i)∗H

′
i

//⊕
ij(f

′
ij)∗H

′
ij .

This diagram is commutative: In fact, since these are sheaves on the affine scheme Y ′,
it is enough to check the commutativity on global sections, where it follows from the
description above (and analogous descriptions for the first and last columns).

To prove the proposition, we use Lemma 10.26. This means that we may assume that
u′ and u′′ are isomorphisms. But then u is an isomorphism by the five lemma.

If X is noetherian, any morphism f : X → Y is qcqs. Thus we obtain the following
corollary.

Corollary 12.7. Assume that the diagram (12.2.1) is cartesian. Then for every quasi-
coherent OX -module F the canonical homomorphism g∗(f∗F )→ f ′∗(g

′∗F ) is an isomor-
phism if f is affine or if g is flat and X is noetherian.

Corollary 12.8. Let X be a qcqs scheme, let Y = SpecA be an affine scheme, and let
f : X → Y be a morphism of schemes. Let A′ be an A-algebra, set X ′ = X ⊗A A′ and
let p : X ′ → X be the projection. If A′ is a flat A-algebra, then there exists for every
quasi-coherent OX-module F a functorial isomorphism

Γ(X,F )⊗A A′
∼→ Γ(X ′, p∗F ).

Proof. As f∗F is quasi-coherent by Corollary 10.27, we find that f∗F is the OY -module
corresponding to the A-module Γ(Y, f∗F ) = Γ(X,F ). The same argument shows that
f ′∗(p

∗F ) = Γ(X ′, p∗F )∼, where f ′ : X ′ → SpecA′ is the second projection. Thus the
corollary follows from Proposition 12.6.

In general, even if the diagram (12.2.1) is a cartesian diagram of noetherian schemes, the
homomorphism (12.2.2) is not an isomorphism. To understand this failure is an important
question and we will study ways to deal with this problem and their applications in detail
in Volume II using cohomological methods.

Finite and quasi-finite morphisms

(12.3) Integral and finite morphisms.

Recall from Section (B.10) that an A-algebra B is called integral over A if all elements b ∈
B are integral (i.e., all elements b are zeros of a monic polynomial in A[T ]). Proposition B.53
shows that an A-algebra B is finite (i.e., finitely generated as an A-module) if and only if
B is integral over A and finitely generated as an A-algebra.
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The property of ring homomorphisms to be finite or integral is generalized to morphisms
of schemes as follows.

Proposition and Definition 12.9. For a morphism of schemes f : X → Y the following
assertions are equivalent.
(i) There exists an open affine covering (Vi)i of Y such that f−1(Vi) is an affine scheme

and the induced homomorphism Γ(Vi,OY )→ Γ(f−1(Vi),OX) is a finite (resp. integral)
ring homomorphism for all i.

(ii) For every open affine subscheme V of Y its inverse image f−1(V ) is affine and the
induced homomorphism Γ(V,OY )→ Γ(f−1(V ),OX) is a finite (resp. integral) ring
homomorphism.

If these properties are satisfied, f is called finite (resp. integral) or X is called finite over
Y (resp. integral over Y ).

Proof. Clearly (ii) implies (i). To prove the converse we may assume that Y = SpecA is
affine. Then X is affine by Proposition 12.1, say X = SpecB. Since any localization of a
finite (resp. integral) algebra is finite (resp. integral) again, we may (using Lemma 3.3)
cover SpecA by affine open subschemes of the form D(fi), fi ∈ A, i = 1, . . . , n, such that
all Bfi is a finite (resp. integral) Afi-algebra. If all Bfi are finite over Afi , Lemma 3.20
shows that B is a finite A-algebra. Almost the same proof as in Lemma 3.20 shows the
analogous assertion for the property “integral”.

The notion of integral homomorphism should not be confused with the notion of integral
scheme.

Remark 12.10.
(1) Integral and finite morphisms are affine.
(2) A scheme morphism f : X → Y is finite if and only if f is of finite type and integral.
(3) Let Y be a scheme. By Proposition 7.26 and Corollary 12.2 there is an equivalence

between the category of finite morphisms f : X → Y and quasi-coherent OY -algebras
A that are OY -modules of finite type given by

(f : X → Y ) 7→ f∗OX , A 7→ Spec(A ).

(4) Noether normalization (see Theorem 5.15 and also Proposition 5.12) shows that, if
k is a field, for every affine k-scheme X of finite type there exists a finite surjective
morphism X � Ank , where n = dimX.

The following permanence properties are either clear or easy to check using Proposi-
tion B.54.

Proposition 12.11.
(1) Any closed immersion is finite (and in particular integral).
(2) The property of being finite (resp. integral) is stable under composition, stable under

base change and local on the target (Section (4.9)).
(3) If f : X → Y is a morphism of S-schemes such that X is finite (resp. integral) over

S and such that Y is separated over S, then f is finite (resp. integral).
(4) For morphisms of finite presentation, the property of being finite is compatible with

inductive limits of rings in the sense of Section (10.13).

We also record the following result which follows by reduction to the affine case from
Proposition 5.12.



330 12 Affine and proper morphisms

Proposition 12.12. Let f : X → Y be an integral morphism (e.g., if f is finite) and let
Z ⊆ X be a closed set. Then f(Z) is closed in Y and one has dimZ = dim f(Z).

Proposition 12.13. Let f : X → Y be a finite morphism. Then F 7→ f∗F yields an
equivalence between the category of finite locally free OX-modules and finite locally free
f∗OX-modules. If F has rank r, then f∗F has rank r (as f∗OX-module).

Proof. By Proposition 12.5 it suffices to show that an OX -module F is finite locally free
of rank r if and only if the f∗OX -module f∗F is finite locally free of rank r. The condition
is clearly sufficient. Conversely, let F be finite locally free of rank r. We have to show that
there exists an open covering (Vj)j of Y such that F |f−1(Vj) is a free Of−1(Vj)-module
of rank r. We may assume that Y is affine and hence that X is affine. Let y ∈ Y be a
point. If V runs through a fundamental system of open neighborhoods of y, then f−1(V )
runs through a fundamental system of open neighborhoods of f−1(y) because f is closed
(Proposition 12.12). Now f−1(y) is a finite κ(y)-scheme and hence consists only of finitely
many points (Proposition 5.20). Thus the claim follows from Lemma 7.43.

This proposition can be further generalized, see Exercise 12.10.

(12.4) Quasi-finite morphisms.

Definition 12.14. A scheme morphism f : X → Y is called quasi-finite if it is of finite
type and if for all y ∈ Y the fiber f−1(y) consists of only finitely many points.

Remark 12.15.
(1) A morphism f : X → Y of finite type is quasi-finite if and only if for all y ∈ Y the fibers

f−1(y) are κ(y)-schemes that satisfy the equivalent properties of Proposition 5.20.
(2) As being finite is stable under base change, every finite morphism has finite fibers.

Therefore finite morphisms are quasi-finite. The converse does not hold in general.
E.g., any quasi-compact open immersion is clearly quasi-finite. But it is finite if
and only if it is also a closed immersion because we have already seen that finite
morphisms are always closed (Proposition 12.12).

(3) It is one of the versions of Zariski’s main theorem that any quasi-finite and separated
morphism f : X → Y is locally on Y the composition of an open immersion followed
by a finite morphism (see Corollary 12.85 below).

Remark 12.16. Let k be a field, let X and Y be schemes of finite type over k and let
f : X → Y be a morphism of k-schemes. Let K be an algebraically closed extension of k.
Then f is quasi-finite if and only if the map on K-valued points f(K) : X(K)→ Y (K)
has finite fibers (as a map of sets).

Indeed, first note that f is of finite type since X, Y are of finite type over k (Proposi-
tion 10.7 (3)). Define Xy := f−1(y) for y ∈ Y . The set Y0 := { y ∈ Y ; Xy is finite } =
{ y ∈ Y ; dimXy = 0 } is constructible by Proposition 10.96. Therefore Y0 = Y if and
only if Y0 contains every closed point of Y (Remark 10.15). If y ∈ Y is a closed point,
κ(y) is a finite extension of k and there exists a k-embedding κ(y) ↪→ K. We have
dimXy = dimXy ⊗κ(y) K (Proposition 5.38) and dimXy ⊗κ(y) K = 0 if and only if
Xy(K) = (Xy ⊗κ(y) K)(K) is a finite set (Proposition 5.20).

We leave the (easy) proof of the following permanence properties to the reader (or refer
to [EGAInew] (6.11.5) and [EGAIV] (8.10.5)).
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Proposition 12.17.
(1) Any quasi-compact immersion is quasi-finite.
(2) The property of being quasi-finite is stable under composition, stable under base change

and local on the target (Section (4.9)).
(3) If f : X → Y is a morphism of S-schemes such that X is quasi-finite over S and

such that Y is quasi-separated over S. Then f is quasi-finite.
(4) For morphisms of finite presentation, the property of being quasi-finite is compatible

with inductive limits of rings in the sense of Section (10.13).

(12.5) Ramification and inertia index.

Let k be a field and let X = SpecA be a finite k-scheme. Then X satisfies the equivalent
properties of Proposition 5.20. Thus we have

(12.5.1) A =
∏
x∈X

OX,x,

where OX,x is a local finite-dimensional k-algebra. We will attach several numerical
invariants to A.

Recall that for any finite field extension L ⊇ K we denote by [L : K]sep its separability
degree and by [L : K]insep its inseparability degree. Thus [L : K]sep[L : K]insep is the
degree [L : K] of the extension L ⊇ K.

We attach to x ∈ X the following numerical invariants.

ex := ex(X) := lgOX,x(OX,x)

f ′x := f ′x(X) := [κ(x) : k]insep,

f ′′x := f ′′x (X) := [κ(x) : k]sep,

fx := fx(X) := f ′xf
′′
x = [κ(x) : k].

These are positive integers. Let us denote by m the maximal ideal of OX,x. We have
OX,x ∼=

⊕
im

i/mi+1 as k-vector spaces. Furthermore, mi/mi+1 is a κ(x)-vector space
whose κ(x)-dimension is the same as its OX,x-length. The additivity of the length in short
exact sequences implies that

(12.5.2) dimk OX,x = exfx

and therefore by (12.5.1) we find

(12.5.3) dimk A =
∑
x∈X

exfx.

We have ex = 1 if and only if OX,x = κ(x). Thus exf
′
x = 1 means that OX,x is a finite

separable field extension of k.
Let π : X → Y be a quasi-finite morphism and let y ∈ Y be a point. Then Xy := π−1(y)

is a finite κ(y)-scheme (possibly empty). For any x ∈ Xy we set ex/y(π) := ex/y := ex(Xy)
and define f ′x/y, f

′′
x/y, and fx/y similarly. We call π unramified in x if ex/yf

′
x/y = 1, i.e.,

if OXy,x is a separable field extension of κ(y). Unramified morphisms will be studied in
more detail in Volume II.

The invariants f ′′x/y and the property of being unramified are stable under base change
in the following sense.
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Proposition 12.18. Consider a cartesian diagram of schemes

X ′
α′ //

π′

��

X

π

��
Y ′

α // Y

where π is quasi-finite. Let y′ ∈ Y ′ and let y ∈ Y be its image under α. For x ∈ X with
π(x) = y the following assertions hold.
(1)

f ′′x/y =
∑

x′∈π′−1(y′)∩α′−1(x)

f ′′x′/y′

(2) The morphism π is unramified in x if and only if π′ is unramified at all points x′ of
π′−1(y′) ∩ α′−1(x).

Proof. As the invariants depend only on the fibers, we may assume that Y = Spec k and
that Y ′ = Spec k′ for a field extension k′ ⊇ k. Then X = SpecA for a finite k-algebra A.
Moreover we can replace A by OX,x and thus may assume that A is local with residue
field κ(x). As we have dimk A = dimk′ A⊗k k′ the identity (12.5.3) shows that it suffices
to prove the second equality. As X and Specκ(x) have the same underlying topological
space, π′−1(y′) ∩ α′−1(x) and X ′ also have the same underlying topological space. Let Ω
an algebraically closed extension of k′. We have

f ′′x/y = [κ(x) : k]sep = # Homk(A,Ω) = # Homk′(A⊗k k′,Ω)

=
∑
x′∈X′

[κ(x′) : k′]sep =
∑
x′∈X′

f ′′x′/y′ .

A similar statement as in Proposition 12.18 for the invariants ex/y and fx/y does not
hold (Exercise 12.11).

The integer ex/y is called the ramification index of x over y and fx/y is called the
inertia index of x over y.

(12.6) Finite locally free morphisms.

Proposition 12.19. For a morphism f : X → Y the following assertions are equiva-
lent.
(i) f is affine and f∗OX is a finite locally free OY -module.
(ii) f is finite, flat, and of finite presentation.
(iii) For all open affine subsets V = SpecA of Y the inverse image f−1(V ) is affine, say

f−1(V ) = SpecB, and the A-algebra B is a finite projective A-module.

A morphism f satisfying these equivalent properties is called finite locally free. If Y is
locally noetherian, f is finite locally free if and only if f is finite and flat.

Proof. An affine morphism f is finite, flat, and of finite presentation if and only if
for all open affine subsets V = SpecA of Y the A-algebra B := Γ(f−1(V ),OX) =
Γ(V, f∗OX) is finite, flat and of finite presentation (as A-algebra). But a finite algebra
is of finite presentation as an algebra if and only if it is of finite presentation as a
module (Proposition B.13). Thus the equivalence of all three statements follows from
Corollary 7.42.
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If f : X → Y is finite locally free, f∗OX is a locally free OY -module and therefore the
function

(12.6.1) Y → N0, y 7→ dimκ(y)(f∗OX)(y)

is locally constant on Y . It is called the degree of f or sometimes the rank of f . It is denoted
by deg f . (Recall that by F (y) we denote the fiber Fy ⊗OY,y κ(y) of an OY -module F
at a point y ∈ Y (7.1.1)).

If f is finite, the formation of f∗OX commutes with base change by Proposition 12.6.
Thus we obtain from Theorem 11.18 the following result.

Corollary 12.20. Let f : X → Y be a finite morphism. Then Y is the disjoint union
(as a set) of subschemes Yr for r ∈ N0 such that the restriction f−1(Yr) → Yr is finite
locally free of degree r.

Moreover Yr is uniquely determined by the property that a scheme morphism Y ′ → Y
factors through Yr if and only if the base change f(Y ′) is finite locally free of degree r.

The ramification index and inertia index defined in Section (12.5) are related to the
degree of a finite locally free morphism as follows.

Proposition 12.21. Let π : X → Y be a finite locally free morphism of constant degree.
Then for all y ∈ Y we have

deg π = dimκ(y) Γ(Xy,OXy ) =
∑

x∈π−1(y)

ex/yfx/y.

Proof. We may replace Y by Spec OY,y and assume that Y = SpecA is affine and local
and that py = m is the maximal ideal of A. Then X = SpecB, where B is a finite free
A-module of rank r := deg π. Set k := κ(y) = A/m. We have Xy = SpecB/mB and
dimk B/mB = r which shows the first equality. The second equality has already been
shown in Section (12.5).

If π : X → Y is a finite locally free morphism of integral schemes, then its degree is
necessarily constant ≥ 1. In particular, π is surjective, so the generic point ηX of X is
mapped to the generic point ηY of Y . As all fibers of a finite morphism are discrete, we
find π−1(ηY ) = {ηX}. If we apply Proposition 12.21 to the generic point of Y and we
obtain deg π = [K(X) : K(Y )]. Thus we see that in this case we have for an arbitrary
point y ∈ Y the so-called fundamental equality

(12.6.2) [K(X) : K(Y )] =
∑

x∈π−1(y)

ex/yfx/y.

Proposition 12.22. Let π : X → Y and $ : Y → Z be finite locally free morphisms of
constant degree.
(1) The composition $ ◦ π is finite locally free of degree (deg π)(deg$).
(2) Let x ∈ X be a point, set y := π(x), z := $(y). Then

ex/z = ey/zex/y, f ′x/z = f ′y/zf
′
x/y, f ′′x/z = f ′′y/zf

′′
x/y
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Proof. Assertion (1) is clear. The equalities for f ′ and f ′′ are simply the multiplicativity
of the separability (resp. inseparability) degree for the extensions κ(z) ↪→ κ(y) ↪→ κ(x). To
show the equality for e, we may assume that Z = Spec k for a field k, that Y = Spec OY,y
and that X = Spec OX,x. We have deg$ = ey/zfy/z by (12.5.3). As π is finite locally
free, we also find deg π = ex/yfx/y by Proposition 12.21. Thus the multiplicativity of e
follows from the one for the degree and the inertia index f .

Remark 12.23. The proof shows that if π and $ are arbitrary quasi-finite morphisms,
the multiplicativity for f ′ and f ′′ still holds, but in general we have only ex/z ≤ ey/zex/y.

Example 12.24. We give an interpretation of the invariants ex/y and fx/y if π : X → Y
is a finite locally free morphism of Dedekind schemes. We may assume that Y = SpecA is
affine. Then X = SpecB, and A and B are Dedekind rings. Fix a closed point y ∈ Y with
corresponding maximal ideal p ⊂ A. We have π−1(y) = SpecB/pB. As B is a Dedekind
ring, we have

pB = qe11 . . . qerr ,

where the qi ⊂ B are maximal ideals of B which are pairwise prime to each other and
where ei = eqi/p are positive integers. Moreover this decomposition is unique up to order.
By the Chinese remainder theorem we have

B/pB =

r∏
i=1

B/qeii .

Thus the points in π−1(y) are the prime ideals xi = qi and we have

exi/y = ei, fxi/y = [B/qi : A/p].

This shows that in this special case (12.6.2) is the “fundamental equality” in algebraic
number theory

[Frac(B) : Frac(A)] =
∑
q|p

eq/pfq/p

Remark 12.25. (Norm of a line bundle) Let f : X → Y be a finite locally free morphism
of schemes of rank > 0. We will define a homomorphism of groups, called norm,

NX/Y : PicX → PicY.

By hypothesis B := f∗OX is a finite locally free OY -algebra.
We first define a morphism NB/OY : B → OY as usual: For V ⊆ Y open and for

b ∈ Γ(V,B) let mb : Γ(V,B) → Γ(V,B) be the multiplication with b. As B is a finite
locally free OY -module we can define NB/OY (b) := det(mb) ∈ Γ(V,OY ) see (7.20.7). This
defines the norm homomorphism

NB/OY : B → OY .

It is multiplicative, i.e., NB/OY (bb′) = NB/OY (b)NB/OY (b′) for b, b′ ∈ Γ(V,B). In partic-

ular, it induces a homomorphism of abelian sheaves B× → O×Y .
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Now let L be an invertible OX -module. Then f∗L is an invertible B-module (Propo-
sition 12.13) and there exists an open covering V = (Vi)i of Y such that f∗L is given by
a Čech 1-cocycle (gij) of B× on V (applying Section (11.6) for the ringed space (Y,B)).
Thus gij ∈ Γ(Vi ∩ Vj ,B×) for all i, j. Then (NB/OY (gij))ij is a Čech 1-cocycle of O×Y on
V which defines an invertible OY -module which we denote by NX/Y (L ). This induces a
well-defined group homomorphism NX/Y : PicX → PicY . It is the composition of the

isomorphism H1(X,O×X) ∼= H1(Y,B×) given by Proposition 12.13 and the homomor-
phism H1(Y,B×)→ H1(Y,O×Y ) induced by functoriality of H1(Y, ·) by NB/OY (11.5.4).
We call NX/Y (L ) the norm of L under f .

If M is an invertible OY -module, then the definition of NX/Y shows that

(12.6.3) NX/Y (f∗M ) ∼= M⊗n,

where n is the rank of f .
If u : L ′ → L is a homomorphism of invertible OX -modules, then its direct image

v := f∗(u) : f∗L ′ → f∗L is a homomorphism of invertible B-modules. Denote by
T ′ := IsomB(B, f∗L ′) and T := IsomB(B, f∗L ) the corresponding B×-torsors and
let V = (Vi)i be an open covering of Y which trivializes T and T ′. For all i choose
t′i ∈ T ′(Vi) and ti ∈ T (Vi). Then the homomorphism v corresponds to a family (hi)i
with hi ∈ Γ(Vi,B) by hi := t−1

i ◦ v|Vi ◦ t′i. The family (NB/OY (hi))i then defines
a homomorphism NX/Y (u) : NX/Y (L ′) → NX/Y (L ). As the norm is multiplicative,
different choices of (ti)i or (t′i)i yield the same homomorphism. We obtain a map

(12.6.4) NX/Y : HomOX (L ′,L )→ HomOY (NX/Y (L ′), NX/Y (L )).

For L ′ = OX we obtain in particular a map

(12.6.5) NX/Y : Γ(X,L )→ Γ(Y,NX/Y (L )).

Proposition 12.26. Let f : X → Y be finite locally free of degree > 0 and let u : L ′ → L
be homomorphism of invertible OX-modules. Then u is an isomorphism if and only if
NX/Y (u) : NX/Y (L ′)→ NX/Y (L ) is an isomorphism.

Proof. By Proposition 12.13, u is an isomorphism if and only if v := f∗(u) is an isomor-
phism. With the notation above, v is an isomorphism if and only if hi ∈ Γ(Vi,B)× for
all i. This is equivalent to NB/OY (hi) ∈ Γ(Vi,OY )× for all i (an endomorphism is an
isomorphism if and only if its determinant is an isomorphism) which is the case if and
only if NX/Y (u) is an isomorphism.

If X and Y are integral and Y is normal, then one can define NX/Y even if f is only
finite and surjective (Exercise 12.25).

(12.7) Invariants under a finite group.

Let X be a scheme and let G be a group of automorphisms of X. A quotient of X by G is
a pair (Y, p), where Y is a scheme and p : X → Y is a morphism of schemes with p ◦ g = p
for all g ∈ G such that for every scheme morphism f : X → Z with f ◦ g = f for all g
there exists a unique morphism f̄ : Y → Z such that f̄ ◦ p = f . Clearly if such a quotient
exists, it is unique up to unique isomorphism. In this case we write X/G instead of Y .
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We prove the existence of such a quotient and its properties in a special but interesting
case. First note that when X = SpecA is affine, then a scheme automorphism of X is the
same as a ring automorphism of A. To obtain a left action of G on A, we define, for each
g ∈ G, g : A→ A to be the automorphism corresponding to g−1 : X → X.

Proposition 12.27. Let X = SpecA be an affine scheme and let G be a finite group of
automorphisms of X. Let AG = { a ∈ A ; g(a) = a ∀g ∈ G } the ring of invariants and let
p : X → Y := Spec(AG) be the morphism corresponding to the inclusion AG ↪→ A.
(1) The pair (Y, p) is a quotient of X by G (therefore we write Y = X/G).
(2) For x, x′ ∈ X we have p(x) = p(x′) if and only if there exists a g ∈ G with g(x) = x′.

The homomorphism p[ : OX/G → p∗OX induces an isomorphism OX/G
∼→ (p∗OX)G.

(3) The morphism p is integral, surjective, and has finite fibers.
(4) Let X be of finite type over a noetherian ring R and let G act on X by R-linear

automorphisms. Then p is finite and X/G is of finite type over R.

In general it may happen that p is not finite. We start with a preliminary remark.

Remark 12.28. Assume that A is an R-algebra for a ring R and that G acts by R-linear
automorphisms (e.g., R = AG). Consider the R-linear map

u : A→
∏
g∈G

A, a 7→ (a− g(a))g∈G.

Then Ker(u) = AG. Let B be any R-algebra. Then G acts on B ⊗R A via the second
factor and we obtain a canonical ring homomorphism

(12.7.1) ιB : B ⊗R AG → (B ⊗R A)G, b⊗ a 7→ b⊗ a

which is simply the canonical homomorphism B ⊗Ker(u)→ Ker(idB ⊗u). Thus ιB is an
isomorphism if B is a flat R-algebra.

Proof. (of Proposition 12.27) Define a map N : A→ AG by N(a) =
∏
g∈G g(a). We first

prove (2). Let p, p′ ⊂ A be two prime ideals such there exists a g ∈ G with g(p) = p′.
Then clearly p ∩AG = p′ ∩AG. Conversely, if p ∩AG = p′ ∩AG, then we have N(a) ∈ p′

for all a ∈ p. As p′ is a prime ideal, this shows that p is contained in the union of the
finitely many prime ideals g(p′) for g ∈ G. By prime ideal avoidance (Proposition B.2 (2))
there exists a g ∈ G such that p ⊆ g(p′). By symmetry we conclude that p and p′ lie in
the same G-orbit. Moreover, by the remark above (with R = AG and B = (AG)f ) we

have (AG)f = (Af )G for every f ∈ AG which proves the isomorphism OY
∼→ (p∗OX)G.

Now (2) immediately implies (1) and that each fiber of p has at most #G elements.
Moreover, every element a ∈ A is a zero of the monic polynomial χa(T ) =

∏
g(T − g(a))

which has coefficients in AG. This shows that p is integral and for every ideal a ⊆ A we
have p(V (a)) = V (a ∩AG) by Proposition 5.12. The case a = 0 yields the surjectivity of
p.

It remains to prove (4). As A is a finitely generated R-algebra, A is certainly a finitely
generated AG-algebra. Thus p is integral and of finite type and hence finite (we did not
use that R is noetherian for this part of (4)). To prove that AG is a finitely generated
R-algebra let a1, . . . , an be generators of the R-algebra A. As A is integral over AG we
find monic polynomials Pi ∈ AG[T ] such that Pi(ai) = 0 for all i. Let B be the R-algebra
generated by all coefficients of the Pi. Then A is integral and of finite type over B and
thus finite over B. As R is noetherian, B is noetherian as well, and the B-submodule AG
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of A is therefore finitely generated. This shows that AG is of finite type over B and hence
over R.

Example 12.29. Let R be a ring. The symmetric group Sn on n letters acts on the
n-dimensional affine space AnR over R by permuting the coordinates. Correspondingly, the
action on the affine coordinate ring R[T1, . . . , Tn] is given by permuting the indeterminates.
Recall the following facts from the theory of symmetric functions (e.g. [BouAII] IV, 6.1,
Theorem 1).
(1) The invariant ring R[T1, . . . , Tn]Sn is the R-subalgebra generated by the elementary

symmetric polynomials σ1 = T1 + · · ·+ Tn, . . . , σn = T1 · · · · · Tn.
(2) The polynomial ring R[T1, . . . , Tn] is a free R[T1, . . . , Tn]Sn -module of rank n!.
(3) The σi are algebraically independent over R, i. e. the R-algebra homomorphism

R[X1, . . . , Xn]→ R[T1, . . . , Tn]Sn that sends Xi to σi is an isomorphism, and hence
the σi define an isomorphism

(12.7.2) σ : AnR/Sn
∼→ AnR.

Another interpretation of this isomorphism is the following. Let A be any R-algebra.
The quotient map p : AnR � AnR/Sn defines a map

pA : An = AnR(A)→ (AnR/Sn)(A)

on A-valued points (we will see that the map pA is usually not surjective).
For (t1, . . . , tn) ∈ An we have

(T + t1) · · · (T + tn) = Tn + σ1(t1, . . . , tn)Tn−1 + · · ·+ σn(t1, . . . , tn) ∈ A[T ].

Since this expression does not depend on the order of the ti (almost by definition), we see
that pA factors through the projection An → An/Sn. This also follows directly from the
universal property of the quotient morphism p.

We may describe the A-valued points of AnR/Sn as follows. Let CA be the set of
isomorphism classes of finite A-algebras that are of the form A[X]/(f) where f ∈ A[X] is a
monic polynomial of degree ≥ 1. Then (AnR/Sn)(A) is the set of equivalence classes of tuples
(A′, (t′1, . . . , t

′
n)) with A′ ∈ CA and (t′1, . . . , t

′
n) ∈ A′n such that

∏
i(T + t′i) ∈ A[T ], where

(A′, (t′1, . . . , t
′
n)) and (A′′, (t′′1 , . . . , t

′′
n)) are equivalent if there exist B ∈ CA, A-algebra

homomorphisms ϕ′ : A′ → B and ϕ′′ : A′′ → B and π ∈ Sn such that ϕ′′(t′′i ) = ϕ′(t′π(i))
for all i = 1, . . . , n.

Let us check the validity of this description. A pair (A′, (t′1, . . . , t
′
n)) defines an A′-valued

point of AnR, and hence an element [A′, (t′•)] ∈ (AnR/Sn)(A′). The image of this point
under σ is

(a1, . . . , an) ∈ (A′)n, where (T + t′1) · · · (T + t′n) = Tn + a1T
n−1 + · · ·+ an.

Now under our assumption the tuple (a1, . . . , an) actually lies in An ⊆ (A′)n, and this
shows that [A′, (t′•)] lies in the subset (AnR/Sn)(A) ⊆ (AnR/Sn)(A′). It is not hard to check
that this map is a bijection, as we claimed.

Then σ is described on A-valued points by sending (A′, (t′1, . . . , t
′
n)) to the coefficients of

the polynomial
∏
i(T + t′i). Its inverse σ−1 may be described by sending (a1, . . . , an) ∈ An

to the unordered set of zeros of the polynomial Tn − a1T
n−1 + · · · + (−1)nan in some

finite A-algebra.
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Application 12.30. Let n ≥ 1 be an integer and let Mn be the scheme of (n×n)-matrices

(isomorphic to An2

Z ). Define a morphism χ : Mn → An on R-valued points (R some ring)
as follows. It sends a matrix A ∈Mn(R) to (a1, . . . , an) if Tn − a1T

n−1 + · · ·+ (−1)nan
is the characteristic polynomial of A (ai can also be described as tr(

∧i
(A)), where we

consider A as an endomorphism of the R-module Rn, see Exercise 7.16). Now let

(12.7.3) ε : Mn → An/Sn

be the composition of χ followed by the inverse of the isomorphism σ (12.7.2). Then ε
can be interpreted as the morphism that sends a matrix to the unordered tuple of its
eigenvalues (with multiplicity).

Remark 12.31. Whenever k is a field and G ⊂ GLn(k) is a finite subgroup, we can
consider the action of G on Ank = Spec k[T1, . . . , Tn]. We mention here the Theorem of
Shephard-Todd and Chevalley which says that if char k does not divide the order of G,
the following are equivalent:
(i) The group G is generated by pseudo-reflections, i.e., by elements s ∈ GLn(k) such

that rk(id−s) = 1.
(ii) The k-algebra k[T1, . . . , Tn]G is a regular ring.
(iii) The k-algebra k[T1, . . . , Tn]G is a polynomial ring (in n variables) over k.
See [BH] Theorem 6.4.12, [BouLie] V.5.5, Theorem 4.

In general the question whether quotients of schemes by groups exist is a difficult
question. One might argue that it is more natural to ask for the existence of a quotient
in a larger category than the category of schemes, the category of algebraic spaces for
example. On the other hand, it is also interesting to consider variants of the notion
of quotient defined above. Moreover one should pose the question more generally by
considering not only actions of abstract groups but of group schemes. We will not elaborate
on this topic.

Serre’s and Chevalley’s criteria to be affine

(12.8) Serre’s affineness criterion.

We now prove a theorem due to Serre which states that a (qcqs) scheme X is affine if and
only if the first cohomology H1(X,F ) = Ȟ1(X,F ) as defined in Section (11.5) vanishes
for all quasi-coherent modules F .

Proposition 12.32. Let X = SpecA be an affine scheme and let F be a quasi-coherent
OX-module. Then H1(X,F ) = 0.

Proof. As F is quasi-coherent, it is of the form F = M̃ for an A-module M . As
the principal open subsets form a basis of the topology of X, it suffices to show that
Ȟ1(U ,F ) = 0, where U = (D(fi))i is a finite covering of X by principal open subsets.
Then Ȟ1(U ,F ) = 0 is equivalent to the following lemma for p = 1.



339

Lemma 12.33. Let A be a ring and let (fi)i∈I be a finite family of elements fi ∈ A
which generate the unit ideal in A (equivalently, X := SpecA =

⋃
i Ui with Ui := D(fi)).

For every integer p ≥ 0 and for i = (i0, . . . , ip) ∈ Ip+1 we set fi = fi0fi1 · · · fip . Thus we
have

D(fi) = Ui := Ui0 ∩ · · · ∩ Uip .

Let M be an A-module and let F = M̃ the corresponding quasi-coherent OX-module. Let
m = (mi)i∈Ip+1 be a family of elements mi ∈ F (Ui) = Mfi such that

d(m)i0...ip+1 :=

p+1∑
r=0

(−1)rmi0...̂ir...ip+1 |Ui0...ip+1
= 0

for all (i0, . . . , ip+1) ∈ Ip+2. Then there exists a family n = (nj)j∈Ip of nj ∈ F (Uj) such
that d(n) = m.

Proof. For i = (i0, . . . , ip) we may write mi = xi/f
k
i for some integer k > 0 and xi ∈M .

As d(m)ji0...ip = 0 for all j ∈ I, we find

( xi
fki

+

p∑
r=0

(−1)r+1
xji0...̂ir...ipf

k
ir

fkj f
k
i

)
|Uji = 0.

Hence there exists an integer l ≥ 1 such that for all j ∈ I and all i ∈ Ip+1 we have the
following equality of elements in Mfi :

(12.8.1) fk+l
j mi =

fk+l
j xi

fki
=

p∑
r=0

(−1)r
f ljf

k
ir
xji0...̂ir...ip
fki

.

As the open subsets D(fk+l
j ) for j ∈ I cover SpecA, there exist elements hj ∈ A such

that
∑
j∈I hjf

k+l
j = 1. We now set

ni0...ip−1
:=
∑
j∈I

hjf
l
j

xji0...ip−1

fki0...ip−1

∈Mfi0...ip−1
.

Then we find d(n) = m because we have

d(n)i0...ip =

p∑
r=0

(−1)r(ni0...̂ir...ip)|Ui

=

p∑
r=0

(−1)r
∑
j∈I

hj
f ljf

k
ir
xji0...̂ir...ip
fki

=
∑
j∈I

hjf
k+l
j mi = mi.

where the third equality is given by (12.8.1).

In Volume II we will define higher Čech cohomology groups for abelian sheaves. Then
Lemma 12.33 simply says that Ȟi(X,F ) = 0 for i > 0, for all affine schemes X, and for
all quasi-coherent OX -modules F .

Using the exact cohomology sequence (Proposition 11.14), we obtain:
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Corollary 12.34. Let X be an affine scheme and let 0 → F ′ → F → F ′′ → 0 be
an exact sequence of OX-modules, where F ′ is quasi-coherent. Then the sequence of
Γ(X,OX)-modules 0→ Γ(X,F ′)→ Γ(X,F )→ Γ(X,F ′′)→ 0 is exact.

Serre’s criterion is a converse to Proposition 12.32.

Theorem 12.35. Let X be a qcqs scheme. Then the following assertions are equiva-
lent.
(i) X is affine.
(ii) There exists a family of elements fi ∈ A := Γ(X,OX) such that the open subscheme

Xfi = {x ∈ X ; fi(x) 6= 0 } of X is affine for all i and the ideal generated by the fi
in A is the unit ideal.

(iii) H1(X,F ) = 0 for every quasi-coherent OX-module F .
(iv) H1(X,I ) = 0 for every quasi-coherent ideal I of OX .

Proof. We add an auxiliary assertion:
(v) H1(X,F ) = 0 for every quasi-coherent submodule F of On

X for some integer n.

“(ii) ⇒ (i)”. We have X =
⋃
iXfi because the fi generate the unit ideal. Let

g : X → SpecA be the canonical scheme morphism corresponding to the identity of A via
Proposition 3.4. Then g−1(D(fi)) = Xfi and it suffices to show that the restriction of g
to a morphism gi : Xfi → D(fi) is an isomorphism. As X is qcqs, we have Γ(Xfi ,OX) =
Γ(X,OX)fi (Theorem 7.22). Therefore gi induces an isomorphism on global sections and
thus is an isomorphism as Xfi and D(fi) are affine.

“(i) ⇒ (iii) ⇒ (v) ⇒ (iv)”. The first implication follows from Proposition 12.32 and
the other implications are clear.

“(iv) ⇒ (v)”. Let F be a submodule of On
X . For all k ≤ n consider Ok

X as submodule
of On

X and set Fk = F ∩Ok
X . Then Fk is quasi-coherent (Corollary 7.19) and Fk/Fk−1

is isomorphic to a quasi-coherent ideal of OX . The cohomology sequence yields an exact
sequence H1(X,Fk−1) → H1(X,Fk) → H1(X,Fk/Fk−1) = 0 and by induction on k
we obtain H1(X,F ) = 0.

“(v) ⇒ (ii)”. We first show that there exists a finite covering of X by open affine
subsets which are of the form Xfi for some fi ∈ A := Γ(X,OX). Indeed, if x ∈ X is a

point, its closure Z = {x} is quasi-compact because X is quasi-compact. Thus Z contains
a point that is closed in Z and hence closed in X. Hence if (Ui)i is a family of open
subsets whose union contains every closed point, then the family (Ui)i is a covering of X.

Therefore it suffices to show the following claim: For every closed point x ∈ X and for
every open affine neighborhood U of x there exists f ∈ A such that x ∈ Xf ⊆ U (because
then Xf = DU (f |U ) is affine). To prove the claim let I and I ′ be the quasi-coherent
ideals of OX defining the closed reduced subscheme whose underlying subset is X \ U
resp. (X \ U) ∪ {x}. Then I ′ ⊂ I and I /I ′ = κ(x) (considered as a sheaf with
support on the single point x). As H1(X,I ′) = 0, the homomorphism Γ(X,I )→ κ(x)
is surjective. Thus there exists an f ∈ Γ(X,I ) with f(x) 6= 0 and hence x ∈ Xf ⊆ U .

It remains to prove that if X =
⋃
Xfi for elements f1, . . . , fn ∈ A, then these elements

generate the unit ideal. But the global sections fi define a homomorphism of OX -modules
u : On

X → OX whose restriction to the Xfi is surjective. Therefore u is surjective. By
hypothesis, H1(X,Ker(u)) = 0 and thus u is also surjective on global sections.
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Remark 12.36. If X is noetherian, every quasi-coherent ideal I of OX is coherent
(Proposition 7.46). Therefore a noetherian scheme is affine if and only if H1(X,I ) = 0
for every coherent ideal I of OX .

Using the Leray spectral sequence for f∗ (see Volume II) we obtain the following entirely
formal consequence (see also Exercise 12.14 for a proof without the language of spectral
sequences).

Corollary 12.37. Let f : X → Y be an affine scheme morphism. Then for every quasi-
coherent OX-module there is an isomorphism, functorial in F ,

(12.8.2) H1(Y, f∗F )
∼→ H1(X,F ).

(12.9) Chevalley’s affineness criterion.

A second important criterion for a scheme to be affine is Chevalley’s theorem. We start
with the following lemma.

Lemma 12.38. Let X be a scheme and let X0 be a closed subscheme which has the same
underlying topological space. Then X is affine if and only if X0 is affine.

We will prove the lemma only under the additional hypothesis that the quasi-coherent
ideal I ⊂ OX defining X0 is nilpotent. This is for example always the case if X is
noetherian (because then the nilradical NX is nilpotent and I ⊆ NX). For the proof
of Chevalley’s theorem we will use the lemma only in the case that X is noetherian.
The general case follows then from a non-noetherian variant of Chevalley’s theorem; see
Corollary 12.40 below.

Proof. If X is affine, any closed subscheme, in particular X0, is affine. Therefore let X0

be affine. Let n ≥ 1 be an integer such that I n = 0 and set Xk = V (I k+1) for k ≥ 1.
Then Xn−1 = X and Xk−1 is a closed subscheme of Xk defined by a quasi-coherent ideal
of square zero. Using induction on k we may assume that I 2 = 0. Let i be the closed
immersion X0 → X.

As the schemes X and X0 have the same underlying topological space and as X0

is quasi-compact and separated (being affine), the same holds for X (being separated
depends only on the underlying reduced subscheme by Proposition 9.13 (4)). Hence we may
apply Serre’s criterion and it suffices to show that H1(X,F ) = 0 for every quasi-coherent
OX -module. Note that if G is any sheaf of groups, we have H1(X,G ) = H1(X0,G )
because X and X0 have the same underlying topological spaces (but of course in general
an OX -module will not be an OX0

-module).
Consider the exact sequence 0 → I F → F → F/I F → 0 which yields an exact

sequence

(12.9.1) H1(X,I F )→ H1(X,F )→ H1(X,F/I F ).

Then F/I F is also a quasi-coherent module over OX0 = OX/I . Moreover, i∗(I F ) =
I F/I 2F = I F , and we can consider also I F as quasi-coherent OX0

-module. Thus
we find H1(X0,I F ) = H1(X0,F/I F ) = 0 and hence H1(X,F ) = 0.

Using this lemma and Serre’s affineness criterion, we can prove Chevalley’s theorem:
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Theorem 12.39. Let Y be a noetherian scheme and let f : X → Y be a finite surjective
morphism. Then X is affine if and only if Y is affine.

Proof. Clearly, if Y is affine, X is affine as well, because f is affine. We have to show the
converse. Hence let X be affine. If Y ′ ⊆ Y is a closed subscheme, f(Y ′) : f−1(Y ′) → Y ′

is again finite and surjective (as both properties are stable under base change) and
f−1(Y ′) is again affine (being a closed subscheme of X). Thus by noetherian induction
(Proposition 10.11) we may assume that every proper closed subscheme of Y is affine. By
Lemma 12.38 we may also assume that Y is reduced. Under these assumptions we will
show that H1(Y,F ) = 0 for every coherent ideal F of OY which proves that Y is affine
by Serre’s criterion Theorem 12.35.

(i). Let F be a coherent OY -module such that Supp(F ) 6= Y . Then Y ′ := V (Ann(F ))
is a proper closed subscheme of Y (Proposition 7.35) and hence it is affine by induction
hypothesis. Denote by i : Y ′ → Y the closed immersion. We have F ∼= i∗(i

∗F ) by
Remark 7.36 and we find

(12.9.2) H1(Y,F ) = H1(Y, i∗(i
∗F ))

(12.8.2)
= H1(Y ′, i∗F ) = 0.

(ii). Let Y be non-irreducible. We show that H1(Y,F ) = 0 for every coherent
OY -module F . Let Z ⊂ Y be an irreducible component (considered as an integral
closed subscheme), let η be its generic point, and let i : Z → Y be its inclusion. For
a coherent OY -module F consider the canonical homomorphism u : F → i∗(i

∗F ) of
coherent OY -modules and the induced exact sequence

H1(Y,Ker(u))→ H1(Y,F )→ H1(Y, Im(u)).

The stalk uη is an isomorphism and thus Supp(Ker(u)) is a proper closed subspace of
Y . Therefore H1(Y,Ker(u)) = 0 by (12.9.2). As Supp(Im(u)) ⊆ Supp(i∗(i

∗F )) ⊆ Z, we
find that Supp(Im(u)) is a proper subset as well and hence again H1(Y, Im(u)) = 0 by
step (i). This proves H1(Y,F ) = 0.

(iii). Thus we may assume that Y is integral. As f is surjective, there exists an
irreducible component X ′ of X such that f(X ′) contains the generic point η of Y . As f
is closed (being finite), the restriction of f to X ′red is still surjective and finite. Thus we
may assume that X is integral as well.

As f is finite, B := f∗OX is a finite OY -algebra (i.e., of finite type as an OY -module).
The localization of B in the generic point η of Y is a vector space over the function
field K(Y ) of Y . Therefore by Proposition 7.27 there exists a non-empty open affine
subset V = SpecA ⊆ Y such that B|V is a finite free OV -module. Thus U := f−1(V ) is
a non-empty open affine subset such that B := Γ(U,OX) = Γ(V,B) is a free A-module.
Let (b1, . . . , bn) be an A-basis of B. As X is affine, there exists an element 0 6= g ∈ B̃ :=
Γ(X,OX) such that si := gbi ∈ B̃ for all i. These elements si ∈ B̃ = Γ(Y,B) define
a homomorphism u : On

Y → B = f∗OX of OY -modules which induces an isomorphism
On
Y,η → Bη. Again by Proposition 7.27 we see that there exists a non-empty open subset

W ⊆ Y such that u|W is an isomorphism. For every coherent OY -module F composition
with u yields a homomorphism of OY -modules

v : G := HomOY (f∗OX ,F )→HomOY (On
Y ,F ) = Fn

whose restriction to W is an isomorphism.
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By Serre’s criterion it suffices to prove H1(Y,F )n = H1(Y,Fn) = 0 for every coherent
ideal F ⊆ OY . As Y is integral, all restriction maps for F are injective. Therefore v is
injective because v|W is an isomorphism. Set K = Coker(v). As v|W is an isomorphism,
the annihilator of K is a quasi-coherent ideal which defines a proper closed subscheme
Z of Y . By induction hypothesis, Z is affine and therefore H1(Z,K ) = H1(Y,K ) = 0.
The exact cohomology sequence yields H1(Y,G )→ H1(Y,Fn)→ H1(Y,K ) = 0. Thus
it suffices to show that H1(Y,G ) = 0.

Now G is a coherent f∗OX -module via the first factor. By Proposition 12.5 there exists
a quasi-coherent OX -module H such that f∗H ∼= G . But by Corollary 12.37 we have
H1(Y, f∗H ) = H1(X,H ) and H1(X,H ) = 0 by Proposition 12.32.

Using Remark 10.73 and the fact that any finite Y -scheme can be embedded into a finite
Y -scheme that is of finite presentation over Y , one can deduce from Theorem 12.39 the
following non-noetherian generalization of Chevalley’s theorem. We refer to the appendix
of [Co] for the details.

Corollary 12.40. Let f : X → Y be a finite surjective morphism of schemes. Then X is
affine if and only if Y is affine.

Normalization

(12.10) Integral closure in a quasi-coherent algebra.

Let A be a ring and let B be an A-algebra. Recall that the set of all elements in B that
are integral over A form an A-subalgebra A′ of B (Proposition B.53 (2)) which is called
the integral closure of A in B.

We will now globalize this notion. Let X be a scheme and let B be a quasi-coherent
OX -algebra. Define a presheaf A ′ of OX -subalgebras of B by

Γ(U,A ′) := { b ∈ Γ(U,B) ; b is integral over Γ(U,OX) }.

As being integral can be checked locally for the Zariski topology (combine Proposi-
tion B.53 (1) and Lemma 3.20), A ′ is a sheaf and hence an OX -algebra. If X = SpecA
is affine and f ∈ A we have Γ(D(f),A ′) = Γ(X,A ′)f because forming the integral
closure is compatible with localization (Proposition B.55). This shows that A ′ is a
quasi-coherent OX -algebra (Theorem 7.16) and we can form the affine X-scheme Spec A ′

(Section (11.2)).

Definition 12.41. The X-scheme Spec A ′ is called the integral closure of X in B.

(12.11) Normalization of schemes.

Let X be an integral scheme with function field K(X) and let L be a field extension of
K(X). The constant sheaf LX with value L on X is a quasi-coherent OX -algebra. The
corresponding affine X-scheme (Corollary 12.2) is the canonical morphism SpecL→ X.
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Definition 12.42. The integral closure of X in LX is called the normalization of X in
L. The normalization of X in K(X) is called the normalization of X.

Proposition 12.43. Let X be an integral scheme, let L be an algebraic extension of
K(X), and let π : X ′ → X be the normalization of X in L.
(1) The scheme X ′ is integral and normal, and K(X ′) = L.
(2) The morphism π is integral and surjective and dimX ′ = dimX.
(3) Let U ⊆ X be a non-empty open subscheme. Then the restriction π−1(U)→ U is the

normalization of U in L.
(4) Assume that X = SpecA is affine and let S ⊂ A be the multiplicative set of nonzero

elements. Then X ′ = SpecA′ with

A′ = { b ∈ L ; b is integral over A }

and S−1A′ = L.

Proof. The equality X ′ = SpecA′ in Assertion (4) is by definition. Moreover S−1A′

is the integral closure of S−1A = Frac(A) in L (Proposition B.55). As L is algebraic
over Frac(A), we find S−1A′ = L. Assertion (3) holds because the formation of integral
closure is compatible with localization (again by Proposition B.55). Because of (3) we
may assume that X = SpecA is affine to show (1) and (2). Then (1) and the integrality
of π follow at once from (4). Moreover, the image of π contains the generic point of X. By
Proposition 12.12, we have dimX ′ = dimX and π is closed. Hence it is surjective.

The normalization of X can be characterized as follows.

Proposition 12.44. Let π : X ′ → X be a dominant morphism of integral schemes.
Assume that X ′ is normal. Then the following assertions are equivalent.
(i) The morphism π : X ′ → X is the normalization of X.
(ii) The morphism π is integral and induces an isomorphism K(X)→ K(X ′).
(iii) For every integral and normal scheme Y and every dominant morphism f : Y → X

there exists a unique morphism f ′ : Y → X ′ such that π ◦ f ′ = f .

Proof. The equivalence of (i) and (ii) follows from Proposition 12.43. As a pair (X ′, π)
satisfying (iii) is unique up to unique isomorphism, a morphism π satisfying (iii) is the
normalization if we have shown that (i) implies (iii). Because of the uniqueness assertion,
this is a local question on X and we may assume that X = SpecA is affine. Let A′ be
the integral closure of A in FracA (and hence X ′ = SpecA′). As f is dominant and A is
reduced, the corresponding homomorphism ϕ : A→ Γ(Y,OY ) is injective. By Lemma 6.38,
Γ(Y,OY ) is integrally closed in its fraction field which is an extension of FracA. Therefore
ϕ factorizes uniquely through A′.

The universal property for the normalization also yields a characterization for a scheme
to be normal.

Corollary 12.45. Let Y be an integral scheme. Then Y is normal if and only if for every
dominant morphism f : Y → X to an integral scheme X with normalization π : X ′ → X
there exists a morphism f ′ : Y → X ′ with π ◦ f ′ = f .
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Proof. We have already seen that the condition is necessary. Conversely, we can apply the
universal property to f = idY and we obtain a section s : Y → Y ′ of the normalization
π : Y ′ → Y . As π is separated, s is a closed immersion by Example 9.12. But the image of
s also contains the generic point of Y ′, thus s yields an isomorphism of Y onto a closed
subscheme Z of Y ′ with the same underlying topological space as Y ′. As Y ′ is reduced,
we necessarily have Z = Y ′.

Remark 12.46. Let X be an integral scheme, let π : X ′ → X be its normalization, and
let U ⊆ X be an open subscheme that is normal. Then the restriction π−1(U)→ U is an
isomorphism.

In particular we can apply this to the subset U of points x ∈ X where OX,x is normal
if that subset is open (which is often the case; see Section (12.12) below).

Example 12.47. Let k be a field. Consider the “cusp” X := Spec k[T, U ]/(T 2 −
U3). The homomorphism k[V 2, V 3] → k[T, U ]/(T 2 − U3) with V 2 7→ U and V 3 7→ T
is an isomorphism. Thus the normalization π : X ′ → X corresponds to the inclusion
k[V 2, V 3] ↪→ k[V ], and in particular X is not normal.

It is easy to see that π is injective and that for all x′ ∈ X ′ the induced homomorphism
on residue fields κ(π(x′))→ κ(x′) is an isomorphism. Therefore π is universally injective
(Proposition 4.35). As π is also surjective and universally closed, it is a finite birational
universal homeomorphism which induces isomorphisms on all residue fields. But π is not
an isomorphism.

Example 12.48. Let A be an integral domain, X = SpecA, and let G be a finite group
of automorphisms of X. Then X/G = SpecAG (Section (12.7)) and AG is an integral
domain because it is a subring of A. We claim that if X is normal, then X/G is normal.

We use Corollary 12.45 to prove the claim. Denote by p : X → X/G the canonical
morphism. Let f : X/G→ Y be a dominant morphism, where Y is an integral scheme,
and let π : Y ′ → Y be its normalization. We have to find a morphism f ′ : X/G → Y ′

such that π ◦ f ′ = f . As X is normal, there exists a unique morphism f̃ : X → Y ′ such
that π ◦ f̃ = f ◦ p. For all g ∈ G the composition f̃ ◦ g also satisfies π ◦ f̃ ◦ g = f ◦ p
because p ◦ g = p. Therefore we find f̃ ◦ g = f̃ for all g ∈ G. Thus the universal property
of the quotient shows that there exists a unique morphism f ′ : X/G → Y ′ such that
f ′ ◦ p = f̃ . Applying the uniqueness statement in the definition of quotient again, we
obtain π ◦ f ′ = f .

(12.12) Finiteness of normalization and quasi-excellent schemes.

If X is an integral scheme, its normalization π : X ′ → X is not necessarily a finite
morphism: Nagata gave an example of a local noetherian integral domain such that its
integral closure is not noetherian (and in particular not finite over A) (see [Na1] A1,
Example 5). In addition, even if A is integrally closed it may happen that its normalization
in a finite extension of its field of fractions is not finite over A: Again Nagata gave an
example where A even is a discrete valuation ring (see [Na1] A1, Example 3.3).

But for many applications the following class of schemes is sufficient.

Definition 12.49. A locally noetherian scheme X is called quasi-excellent if it satisfies
the following two conditions.
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(a) For all x ∈ X every fiber of the canonical morphism Spec ÔX,x → Spec OX,x is
geometrically regular.

(b) For every morphism Y → X of finite type the set Yreg of points y ∈ Y , where OY,y is
regular, is open in Y .

The scheme X is called excellent if it satisfies in addition the following condition.
(c) For every morphism Y → X of finite type and for every pair of closed irreducible

subsets Z ⊆ Z ′ ⊆ Y , every maximal chain Z = Z0 ( Z1 ( · · · ( Zr = Z ′ of closed
irreducible subsets has the same length.

Schemes satisfying condition (c) are called universally catenary. This notion will be
studied in more detail in Section (14.25). Quasi-excellent schemes have the following
properties (in particular the normalization is always finite):

Theorem 12.50. Let X be a quasi-excellent scheme.
(1) The set Xnorm of points x ∈ X, where OX,x is normal, is open in X.
(2) Let X be integral and let L be a finite extension of its function field. Then the

normalization of X in L is finite over X.
(3) Let x ∈ X be a point. Then the local ring OX,x is integrally closed (resp. satisfies

condition (Rk), resp. satisfies condition (Sk)) if and only if the completion ÔX,x has
the same property.

The last assertions does not hold in general: Again Nagata gave in [Na1] A1 examples of
local integrally closed domains whose completion is not reduced or irreducible (Example 6/7
of loc. cit.). The following result shows that the class of excellent schemes is quite large.

Theorem 12.51. The following assertions hold.
(1) If X is an excellent scheme and if f : X ′ → X is a morphism locally of finite type,

then X ′ is an excellent scheme.
(2) Assume that R is a complete local noetherian ring (e.g., if R is a field) or a Dedekind

ring whose field of fractions has characteristic zero (e.g., R = Z). Then SpecR is
excellent.

This shows that every scheme locally of finite type over a ring R as in (2) of Theo-
rem 12.51 is excellent. In particular we have:

Corollary 12.52. Let k be a field.
(1) Let X be an integral scheme of finite type over k. For every finite extension L of the

function field K(X) the normalization of X in L is finite over X.
(2) Let X be a scheme locally of finite type over k. Then Xreg and Xnorm are open subsets

of X.

We will prove neither Theorem 12.50 nor Theorem 12.51 but refer to [EGAIV] Sec-
tion 7.8.

Here we will only directly prove the first assertion of Corollary 12.52. We start with the
following general finiteness result for normal schemes and for separable field extensions.

Proposition 12.53. Let X be a normal noetherian integral scheme and let L be a finite
separable extension of K(X). Then the normalization of X in L is finite over X.

Proof. We may assume that X = SpecA is affine. Then we can apply Proposition B.57.
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Proof. (of Corollary 12.52 (1)) Again we may assume that X = SpecA is affine. Define
K := K(X) = FracA. Let B be the integral closure of A in L. We have to show that B
is a finite A-module. We start with two preliminary remarks.

(i). Let N/L be a finite extension, and let C be the integral closure C of A in N . If C
is finite over A, then the ring B, which is an A-submodule of C, is also a finite A-algebra
because A is noetherian. Thus we can always replace L by a finite extension.

(ii). If K ′ is a subextension of L and A′ is the integral closure of A in K ′, the integral
closure of A′ in L is B. Thus if we know that A′ is finite over A and B is finite over A′,
we see that B is finite over A.

By Noether normalization there is a finite injective homomorphism k[T1, . . . , Tn] ↪→ A.
The integral closure B of A in L is also the integral closure of k[T1, . . . , Tn] in L, and if B is
finite over k[T1, . . . , Tn] it is also finite over A. Thus we may assume that A = k[T1, . . . , Tn]
and hence K = k(T1, . . . , Tn). By (i) we may replace L by its normal hull over K and we
may assume that L is a normal extension of K. The subfield K ′ of elements in L that
are fixed by all K-automorphisms of L is a purely inseparable extension of K and L is
a Galois extension of K ′. Using Proposition 12.53 and (ii) we may assume that L is a
purely inseparable extension of K.

If char(k) = 0, we are done. Thus let char(k) = p > 0. As L is a finite purely inseparable
extension, there exists a power q of p such that L is obtained from K by adjoining finitely

many q-th roots of elements fi ∈ K. By (i) we may replace L by k′(T
1/q
1 , . . . , T

1/q
n ) where

k′ is the finite extension of k obtained by adjoining all q-th roots of all coefficients of the

fi. Then the integral closure of A in L is k′[T
1/q
1 , . . . , T

1/q
n ] which is finite over A.

Once we know that the normalization is always finite for integral schemes of finite type
over a field k, it is not difficult to deduce that Xnorm is open for schemes locally of finite
type over k; see Exercise 12.17.

For integral noetherian schemes of dimension 1 it still may happen that their normal-
ization is not finite over X, but at least it will be always noetherian again. More precisely,
we have the following result.

Theorem 12.54. (Krull-Akizuki) Let X be an integral noetherian scheme such that
dimX = 1, let L be a finite extension of K(X), and let π : X ′ → X be the normalization
of X in L. Then X ′ is a Dedekind scheme (Section (7.13)) and for all proper closed
subschemes Z ( X the restriction π−1(Z)→ Z is a finite morphism.

Proof. From the general properties of the normalization it is clear that X ′ is an integral
normal scheme of dimension 1. It remains to show that X ′ is noetherian (then X ′ will
be regular by Proposition 6.40 and hence a Dedekind scheme) and that π−1(Z)→ Z is
finite. To show this we may assume that X = SpecA is affine. But then the result follows
from the Theorem of Krull-Akizuki for rings (Proposition B.90).

Proper morphisms

We have seen in Chapter 9 that separatedness is a good analogue, in the world of schemes,
of the Hausdorff property of topological spaces. Now we seek to define an analogue of the
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notion of compactness. Certainly affine space An for n > 0 should not be compact, so we
are looking for a stronger condition than being quasi-compact (and separated). As in the
case of separatedness, it turns out that a good notion is obtained by carrying over an
equivalent characterization of compactness for locally compact topological spaces.

More precisely, let f : X → Y be a continuous map of topological spaces, where X is
Hausdorff and Y is locally compact. Then f−1(Z) is compact for any compact subset
Z ⊆ Y if and only if for all topological spaces Y ′ the product f × idY ′ : X × Y ′ → Y × Y ′
is closed. In particular, taking the one-point space as Y , we can characterize compactness
of X. For a proof of this result, see [BouGT] I, 10.3, Proposition 7. Now we imitate this
definition – adding some suitable finiteness conditions.

(12.13) Definition of proper morphisms.

Recall (Definition 4.31) that a morphism f : X → Y of schemes is called universally
closed if for any morphism Y ′ → Y its base change f(Y ′) : X ×Y Y ′ → Y ′ is closed. Now
the algebraic geometric analogue of being compact is the following fundamental notion.

Definition 12.55. A morphism of schemes f : X → Y is called proper (or X is called
proper over Y ) if f is of finite type, separated and universally closed.

We will see in Corollary 13.101 that a separated morphism f : X → Y of finite type is
proper if and only if the base change f(AnY ) : X ×Y AnY → AnY is closed for all n.

Examples 12.56.
(1) Possibly the most important example of a proper morphism is the structure morphism

PnY → Y of the projective space (we will prove that it is proper in Corollary 13.42
below).

(2) An integral morphism f : X → Y is separated and universally closed. Indeed, it is
separated because it is affine. As being integral is stable under base change, it suffices
to show that integral morphisms are closed which we have seen in Proposition 12.12.

The converse also holds: A scheme morphism is integral if and only if it is affine
and universally closed (see Exercise 12.19).

(3) Any finite morphism is proper. This follows from (2) because a morphism is finite if
(and only if) it is integral and of finite type. In Corollary 12.89 below we will see that
a morphism is finite if and only if it is proper and affine.

(4) Let k be a field and n ≥ 1 be an integer. Then the structure morphism Ank → Spec k
is separated, of finite type, and closed. But it is not proper over k: Consider the base
change q : Ank ×k A1

k → A1
k. Writing Ank = Spec k[T1, . . . , Tn] and A1

k = Spec k[U ],
consider the closed subscheme Z = V (UT1 − 1) ⊂ Ank ×k A1

k. Then q(Z) = A1
k \ {0}

which is not closed in A1
k.

Remark 12.57. We will often use the following characterization of closed morphisms. A
continuous map f : X → Y of topological spaces is closed if and only if for all y ∈ Y and
all open neighborhoods U of f−1(y) in X there exists an open neighborhood V of y in Y
such that f−1(V ) ⊆ U .

The property of being proper satisfies the usual permanence properties.
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Proposition 12.58.
(1) Any closed immersion is proper.
(2) The property of being proper is stable under composition, stable under base change

and local on the target (Section (4.9)).
(3) If f : X → Y is a morphism of S-schemes such that X is proper over S and such

that Y is separated over S. Then f is proper.
(4) For morphisms of finite presentation, the property of being proper is compatible with

inductive limits of rings in the sense of Section (10.13).
(5) If f is a morphism of finite type, then f is proper if and only if fred is proper.

For the proof of (4) we refer to [EGAIV] (8.10.5) (it uses the Lemma of Chow, see
Theorem 13.100). The remaining assertions are easy to show:

Proof. The first assertion is clear and (2) follows from the fact that the properties
“universally closed”, “separated”, and “of finite type” are stable under composition, stable
under base change and local on the target. Then (3) follows formally by Remark 9.11.
The property of being universally closed depends only on the underlying topological space.
Together with Proposition 9.13 this shows (5).

Images of proper schemes are again proper:

Proposition 12.59. Let S be a scheme, and let f : X → Y be a surjective morphism of
S-schemes. Let X be proper over S and Y separated and of finite type over S. Then Y is
proper over S.

Proof. We have to show that Y is universally closed over S. Let S′ → S be a morphism of
schemes. Consider the base change X ×S S′ → Y ×S S′ → S′. The composition is closed
and the first morphism is surjective (“surjective” is stable under base change). Therefore
the second morphism is closed.

Recall that every rational S-map f : X 99K Y to a separated S-scheme Y has a unique
largest domain of definition dom(f) (Proposition 9.27). The following proposition shows
that in many important cases, the domain of definition is “very large”.

Theorem 12.60. Let S be a scheme, let Y be a proper S-scheme of finite presentation,
and let X be a normal noetherian S-scheme. Let f : X 99K Y be a rational S-map. Then

codimX(X \ dom(f)) ≥ 2.

The proof will show that it suffices to assume that X is a noetherian S-scheme which
satisfies Serre’s condition (R1).

Proof. We have to show that U := dom(f) contains all points x ∈ X with dim OX,x ≤ 1.
As U is open and dense, it contains all points with dim OX,x = 0. Assume dim OX,x = 1.
As X is normal, OX,x is a discrete valuation ring (Proposition B.73 (3)). We define
Z := Spec OX,x. At least the generic point of Z lies in U and we denote by f ′ the rational
map Z → X 99K Y . If we can show that dom(f ′) = Z, then f is defined in an open
neighborhood of x because Y is of finite presentation over S (Proposition 10.52). Thus
we are done if we show the following lemma.
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Lemma 12.61. Let X, Y be schemes. Let A be a valuation ring, S := SpecA, η ∈ S
its generic point, and K := FracA = κ(η), and fix a morphism S → Y so that S (and
hence SpecK) are Y -schemes. Let f : X → Y be a morphism. If f is universally closed
(resp. separated), the canonical map ρ : HomY (S,X)→ HomY (SpecK,X) is surjective
(resp. injective).

Proof. If f is separated, ρ is injective because for any two morphisms g, g′ ∈ HomY (S,X)
with ρ(g) = ρ(g′) the subscheme Eq(g, g′) contains {η}, and is closed (by the Definition 9.7
of “separated”). As S is reduced, this shows Eq(g, g′) = S and hence g = g′.

Now let f be universally closed, and let α : SpecK → X be a Y -morphism. The desired
extension S → X is the same as a section of the projection X ×Y S → S which extends
the morphism SpecK → X ×Y S induced by α. Let x be the image point of SpecK
in X ×Y S, and let X ′ be the closure of {x}, seen as a reduced subscheme of X ×Y S.
Since f is universally closed, the morphism X ′ → S is surjective, so there exists x′ ∈ X ′
mapping to the closed point of S.

We have induced ring homomorphisms

A→ OX′,x′ → OX′,x → K.

Since X ′ is integral, the stalk OX′,x is a field, and since it contains A, it must be equal to
K. We find that OX′,x′ is a local ring dominating A, hence A = OX′,x′ (Proposition B.69).

Therefore S
∼→ Spec OX′,x′ → X ′ → X ×Y S is a section as we wanted.

Later, in Section (15.3), we will prove a kind of converse to this lemma, the so-called
valuative criteria for separatedness and properness.

Corollary 12.62. Let A be a valuation ring, K its field of fractions. Let f : X → SpecA
be a proper morphism. Then the canonical map X(A)→ X(K) is bijective.

(12.14) Coherence of direct images and Stein factorization.

One of the central properties of proper morphism X → Y is that direct images of coherent
modules are again coherent; see Theorem 12.68 below for the precise statement. This
result will be proved in Volume II using cohomological methods. Here we will give a proof
only in the case where Y = Spec k for a field k. We start with a lemma which will also be
useful in the general case.

Lemma 12.63. (Lemme de dévissage) Let X be a noetherian scheme and let K be a
subset of the set of isomorphism classes of coherent OX-modules satisfying the following
properties.
(a) Let 0 → F ′ → F → F ′′ → 0 be a short exact sequence of coherent sheaves on X.

Then if the isomorphism classes of F and F ′′ (resp. of F ′ and F ′′) are in K, then
the third is contained in K.

(b) Let F be a coherent OX-module and d ≥ 1 an integer. If the isomorphism class of
F d is in K, then the class of F is in K.

Assume that for every closed integral subscheme i : Z → X with generic point η there
exists a coherent OZ-module H such that Hη 6= 0 and such that i∗H is in K. Then K
contains the isomorphism class of every coherent OX-module.
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Proof. We will simply say that F is in K if its isomorphism class is in K. Let Z be
a closed subscheme of X defined by a quasi-coherent ideal I . We say that a coherent
OX -module G has support on Z if I G = 0. By noetherian induction we may assume
that all coherent OX -modules G with support on a proper closed subscheme Z ( X are
in K. Let F be a coherent OX -module and let us show that F is in K.

(i). Let u : G ′ → G be a homomorphism of coherent OX -modules. Assume that G ,
Ker(u), and Coker(u) are in K. Then G ′ is in K. Indeed, applying (a) to the exact sequence
0 → Im(u) → G → Coker(u) → 0 shows that Im(u) is in K. Using the exact sequence
0→ Ker(u)→ G ′ → Im(u)→ 0 then shows that G ′ is in K.

Moreover, (a) also implies that if G and G ′ are in K, then G ⊕G ′ is in K: Use the exact
sequence 0→ G → G ⊕ G ′ → G ′ → 0.

(ii). Assume that X is not reduced and let 0 6= I ⊂ OX be a quasi-coherent nilpotent
ideal. Let n > 1 be minimal with the property I n = 0. Then I F is annihilated by
I n−1 and F/I F is annihilated by I . Thus both modules are in K by the noetherian
induction hypothesis. Hence F is in K by (a). Thus we can assume that X is reduced.

Assume that X is not irreducible. Let (Xk)k be the family of irreducible components of
X endowed with their reduced scheme structures and denote ik : Xk → X the inclusion. Let
uk : F → Fk := ik∗i

∗
kF be the canonical homomorphisms, and let u : F → G :=

⊕
k Fk

be the induced homomorphism. By induction hypothesis all Fk and hence G are in K.
Moreover the restriction of u to Xk \

⋂
l 6=kXl is an isomorphism for all k. Thus Ker(u)

and Coker(u) are in K by induction hypothesis. Hence F is in K by (i).
(iii). Thus we may assume that X is integral. Let F be a coherent OX -module. To

show that F is in K we may assume that Supp F = X by induction hypothesis. Let η
be the generic point of X. Let H be a coherent OX -module in K with Hη 6= 0 which
exists by hypothesis. There exist integers d, e ≥ 1 such that the K(X)-vector spaces F d

η

and H e
η are isomorphic. By (b) it suffices to show that F d is in K. Thus replacing H by

H e we may assume that Fη
∼= Hη. Then there exists an open non-empty affine subset

U ⊆ X and an isomorphism v : F |U
∼→ H |U (Proposition 7.27). Let j : U → X be the

inclusion. Let w be the composition F → j∗F |U
∼→ j∗H |U which is a homomorphism of

quasi-coherent OX -modules (Corollary 10.27). Let G be the sum of the coherent module
Im(w) and the image of the canonical homomorphism H → j∗H |U . This is a coherent
OX -module. We have G |U = H |U . Thus by induction hypothesis G /H is in K. As H is
in K, we see that G is in K. Let u be the composition

u : F
w−→ Im(w) ↪→ G .

The restriction of u to U is the isomorphism v. Thus by induction hypothesis Ker(u) and
Coker(u) are in K. Hence F is in K by (i).

Corollary 12.64. Let f : X → Y be a morphism of noetherian schemes. Assume that
for every closed integral subscheme i : Z → X with generic point η there exists a coherent
OZ-module H such that Hη 6= 0 and such that f∗i∗H is a coherent OY -module. Then
f∗F is coherent for every coherent OX-module F .

Proof. Let K be the isomorphism classes of coherent OX -modules such that f∗F is
coherent. We have to show that K satisfies conditions (a) and (b) of the Lemme de
dévissage. Condition (b) is clear. The morphism f is quasi-separated by Corollary 10.24
and quasi-compact. Thus by Corollary 10.27 we know that f∗G is at least quasi-coherent
for all quasi-coherent OX -modules G . Let 0→ F ′ → F → F ′′ → 0 be an exact sequence
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of coherent OX -modules. As f∗ is left exact, the sequence 0→ f∗F ′ → f∗F → f∗F ′′ is
exact. Thus if f∗F and f∗F ′′ are coherent, f∗F ′ is coherent. Now let f∗F ′′ and f∗F ′

be coherent. Then the image of f∗F → f∗F ′′ is a quasi-coherent submodule of f∗F ′′

and hence coherent (Corollary 7.47). As every extension of coherent modules is again
coherent, this shows that f∗F is coherent.

Theorem 12.65. Let k be a field and let X be a proper k-scheme. Then Γ(X,F ) is a
finite-dimensional k-vector space for every coherent OX-module F .

Proof. By Corollary 12.8 we may assume that k is algebraically closed. By Corollary 12.64
it suffices to prove the following result (which is then applied to every integral closed
subscheme Z of X and to H = OZ).

Proposition 12.66. Let k be a field and let X be a proper geometrically connected and
geometrically reduced k-scheme. Then Γ(X,OX) = k.

Proof. Again by Corollary 12.8 we may assume that k is an algebraically closed field. Let
s ∈ Γ(X,OX) be a global section which we consider as a k-morphism s : X → A1

k. We
have to show that s factors through a k-valued point of A1

k. As X is proper, its image
Z = s(X) is closed. Consider Z as a closed reduced subscheme of A1

k. As X is reduced, s
factors through Z ↪→ A1

k. We will show that Z = Spec k. By embedding A1
k into P1

k we
may consider s also as a morphism X → P1

k. Thus Z is also closed in P1
k and thus must

be a finite k-scheme. As X is connected, Z is connected. As Z is reduced, we must have
Z = Spec k′ for a finite field extension k′ of k. As k is algebraically closed, k′ = k.

If Y is an affine k-scheme, we can embed it into affine space A(I)
k (I some index set).

We have just seen that for every morphism X → Y every component of X → Y ↪→ A(I)
k

is constant. This shows the following result.

Corollary 12.67. Let k be a field, let X be a proper geometrically connected and geomet-
rically reduced k-scheme and let Y be an affine k-scheme. Then every morphism X → Y
of k-schemes factors through a k-valued point of Y .

As mentioned above, we will prove in Volume II the following general result.

Theorem 12.68. Let Y be a locally noetherian scheme and let f : X → Y be a proper
morphism. Then for every coherent OX-module F its direct image f∗F is again coherent.

Under the hypotheses of Theorem 12.68 it follows that f∗OX is a coherent OY -algebra.
We obtain a factorization

(12.14.1) X
f ′−→ Spec f∗OX

g−→ Y

of f , where g is a finite morphism (Remark 12.10 (3)) and where f ′ corresponds to the
identity morphism of f∗OX via Proposition 11.1. This factorization is called the Stein
factorization. It has the following property which we will prove in Volume II.

Theorem 12.69. Let Y be a locally noetherian scheme, let f : X → Y be a proper
morphism, and let f = g ◦ f ′ be its Stein factorization. Then g is finite and f ′ is proper
with geometrically connected fibers.
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In particular, if OY → f∗OX is an isomorphism, all fibers of f are geometrically
connected.

The difficult assertion of this theorem is the connectedness of the fibers of f ′. See
Exercise 12.29 for a situation where the assumption OY ∼= f∗OX is satisfied.

(12.15) Compactification of schemes.

In topology it is often useful to have for every locally compact topological space an
embedding into a compact topological space. In algebraic geometry we have the following
result which is essentially due to Nagata.

Theorem 12.70. Let S be a qcqs scheme (e.g., if S is noetherian) and let f : X → S
be a separated morphism of finite type. Then the S-scheme X is isomorphic to an open
schematically dense subscheme of a proper S-scheme X̄.

In analogy to the language in topology, such an S-scheme X̄ is sometimes called a
compactification of X.

We will not give a proof here of this difficult result. If X is quasi-projective over S
(i.e., there exists an immersion of S-schemes i : X ↪→ P(E ) for some finite locally free
OS-module; see Definition 13.68), we can simply define X̄ as the schematic closure of
i(X) in P(E ). As a closed subscheme of P(E ) this is proper over S because P(E ) is proper
over S by Corollary 13.42 below. In particular we see that locally the existence of such a
compactification is clear: If S = SpecR and X = SpecA are affine, we can write A as a
quotient of R[T1, . . . , Tn] and we find a closed immersion X ↪→ AnS . Embedding AnS into
PnS , we see that there exists an immersion X ↪→ PnS .

Nagata proved this theorem in [Na2] and [Na3] for noetherian schemes without using
the language of schemes. A modern exposition and proof of this result was given by
Conrad [Co] based on notes of Deligne (see also [Lü]). The proof in the general case
requires a very careful gluing of local compactifications which have to be modified using
blow-ups (see Section (13.19)). Although difficult, the proof is quite elementary and does
not use any methods which are not explained in this Volume.

If X has good properties (e.g., being smooth over S) one would like to have a com-
pactification X̄ that has similar good properties. Moreover it would be desirable that the
“boundary” X̄ \X is as simple as possible. For the property of smoothness the existence
of a smooth compactification is not known in general – even if S = Spec k for a field k.
However, if char(k) = 0, then one can use Hironaka’s result on resolution of singularities;
see Section (13.23).

From Nagata’s compactification theorem Temkin [Te2] has deduced the following factoriza-
tion result. This deduction is based on an approximation theorem similar to Remark 10.73.
Again his proof uses only methods explained in this Volume.

Theorem 12.71. Let Y be a qcqs scheme and let f : X → Y be a separated quasi-compact
morphism. Then there exists a factorization

X
h−→ Z

g−→ Y,

where h is affine and g is proper.
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Conversely, using the results of Chapter 13 it is not difficult to deduce Nagata’s
compactification Theorem 12.70 from Temkin’s result (Exercise 13.21). As Temkin gives
also a proof of Theorem 12.71 that does not use Nagata compactification (but the theory
of Riemann-Zariski spaces - which is beyond the scope of this book), he obtains a new
proof of Theorem 12.70.

Zariski’s main theorem

We now come to a difficult but extremely important result: Zariski’s main theorem. There
are several versions of it. We state and prove a very general version and deduce several
corollaries which are also often referred to as Zariski’s main theorem.

(12.16) Statement and proof of Zariski’s main theorem.

We call a point x of a topological space X isolated in X if {x} is open and closed in X.
Note that this definition differs from the usual definition of an isolated point in topology
which defines x to be isolated if {x} is open in X. If X is a scheme locally of finite type
over a field, then there is no difference:

Lemma 12.72. Let X be a scheme locally of finite type over a field. The following
assertions are equivalent for a point x ∈ X.
(i) x is isolated in X.
(ii) {x} is open in X.
(iii) dimxX = 0 (i.e., every irreducible component of X containing x has dimension 0,

see Proposition 5.26).

Proof. Indeed, every open subset of X contains a closed point (Proposition 3.35). This
shows that (i) and (ii) are equivalent. The equivalence of (i) and (iii) follows from
Proposition 5.20.

If f : X → Y is a morphism of schemes, we denote by

Isol(f) := Isol(X/Y ) := {x ∈ X ; x is isolated in f−1(f(x)) }

the set of points that are isolated in their fiber. If g : Y → Z is a second morphism, then

(12.16.1) Isol(g ◦ f) ⊆ Isol(f).

Let ϕ : A → B be a ring homomorphism of finite type. We say that a prime ideal
q ⊂ B is isolated over A if the corresponding point of SpecB lies in Isol(B/A) :=
Isol(SpecB/ SpecA), i. e. if it is maximal and minimal among the prime ideals q′ of B
such that ϕ−1(q′) = ϕ−1(q).

Zariski’s main theorem is the following result.

Theorem 12.73. Let Y be a qcqs scheme and f : X → Y a separated morphism of finite
type. Then Isol(f) is open in X and for every quasi-compact open subset V ′ ⊆ Isol(f)
there exists a factorization
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X
h−→ Y ′

g−→ Y

of f , such that g is finite and h|V ′ : V
′ → Y ′ is a quasi-compact open immersion with

h−1(h(V ′)) = V ′.

Often Isol(f) itself is quasi-compact, and then we may take V ′ = Isol(f). This is for
instance the case if X is noetherian (then every open subset is quasi-compact) or if f is
of finite presentation (see Remark 14.114 below).

The proof of Zariski’s main theorem 12.73 consists of two parts. Part I is the proof of a
local version. Then Part II is to deduce the general statement from this local version.

I. Proof of a local version of Zariski’s main theorem.

We consider the following situation. Let B be a ring and let A ⊆ B be a subring. Set
Y = SpecA, X = SpecB and let f : X → Y be the morphism corresponding to the
inclusion A ↪→ B. We start with a Lemma.

Lemma 12.74. Assume that A is integrally closed in B and that B = A[b] for an element
b ∈ B. Let y ∈ Y be a point and p ⊂ A be the corresponding prime ideal. Then the fiber
f−1(y) = SpecBp/pBp has one of the following three forms:
(i) f−1(y) = ∅.
(ii) f−1(y) consists of a single point. Then there exists an open neighborhood V of y in

Y such that f induces an isomorphism f−1(V )
∼→ V .

(iii) We have (A/p)[T ] ∼= B/pB (and in particular f−1(y) ∼= A1
κ(y) and for the generic

point x ∈ f−1(y) the residue field κ(x) is transcendental over κ(y)).

Proof. Let ε : A[T ]� B be the A-algebra homomorphism that sends T to b.
First step. We first show that Ker(ε) is generated by linear polynomials (i.e., by

polynomials of the form cT + d with c, d ∈ A). Let

g = anT
n + an−1T

n−1 + · · ·+ a0 ∈ Ker(ε)

with an 6= 0. We show that g is a linear combination (with coefficients in A[T ]) of
linear polynomials contained in Ker(ε) by induction on n. We may assume that n ≥ 2.
Multiplying with an−1

n and evaluating in b we obtain

(anb)
n + an−1(anb)

n−1 + an−2an(anb)
n−2 + · · ·+ a0a

n−1
n = 0.

Thus a := anb ∈ A because A is integrally closed in B and anT − a is a linear polynomial
contained in Ker(ε). We obtain

g = Tn−1(anT − a) + h,

where h ∈ Ker(ε) with degree < n. Thus our claim follows from the induction hypothesis.
Second step. Let ε̄ be the composition of ε with B → B/pB. Then pA[T ] ⊆ Ker(ε̄).

Thus case (iii) is equivalent to Ker(ε̄) ⊆ pA[T ] and also equivalent to Ker(ε) ⊆ pA[T ]
because Ker(ε̄) = Ker(ε) + pA[T ].

If we are not in case (iii), then by the first step we find elements c, d ∈ A with cb = d
and c /∈ p or d /∈ p. If c /∈ p, then Ac = Bc and V := D(c) is an open neighborhood as in
case (ii). If d /∈ p and c ∈ p, then b is a unit in Bd and b−1 ∈ pBd. Thus pBd = Bd and
f−1(y) = SpecBp/pBp = ∅.
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Let LocIsom(B/A) be the set of prime ideals q ⊂ B such that there exists s ∈ A
with s /∈ q and Bs = As. If Y = SpecA, X = SpecB and f : X → Y is the morphism
corresponding to ϕ : A → B, then LocIsom(B/A) consists of the points x ∈ X such
that there exists an open neighborhood V of f(x) such that f induces an isomorphism
f−1(V )

∼→ V . We start by listing some basic properties of the sets LocIsom and Isol.

Lemma 12.75. Assume that B is a finitely generated algebra over a subring A.
(1) For every A-subalgebra A′ of B that is integral over A one has

LocIsom(B/A) ⊆ LocIsom(B/A′) ⊆ Isol(B/A) ⊆ Isol(B/A′)

(2) LocIsom(B/A) is open in SpecB.
(3) If S ⊆ A is multiplicatively closed, then

Isol(S−1B/S−1A) = Isol(B/A) ∩ SpecS−1B,

LocIsom(S−1B/S−1A) = LocIsom(B/A) ∩ SpecS−1B

(4) Assume that there exists b ∈ B such that the extension A[b]→ B is integral. Then
Isol(B/A) is stable under generization.

(5) For every A-subalgebra A′ of B that is integral over A one has

LocIsom(B/A′) =
⋃
A′′

LocIsom(B/A′′),

where the union is over all A ⊆ A′′ ⊆ A′ that are finite A-algebras.

Proof. The first and the third inclusion in (1) are clear.
Let us next show (5). If q ∈ LocIsom(B/A′), then there is an element f ∈ A′ \ q

such that A′f = Bf . As Bf is finitely generated over A, there is a finitely generated
A-subalgebra A′′ of A′ such that A′′f = Bf . Then A′′ is integral and finitely generated
over A and hence a finite A-algebra, and q ∈ LocIsom(B/A′′). The other inclusion follows
from the first inclusion in (1).

To show now the inclusion LocIsom(B/A′) ⊆ Isol(B/A) in (1) we may assume by (5)
that A′ is finite over A. For A = A′ the inclusion is obvious and in general it holds because
for every finite morphism SpecA′ → SpecA all fibers are discrete.

Assertion (2) is clear, and the same is true for the inclusions “⊇” in (3). The inclusion
Isol(S−1B/S−1A) ⊆ Isol(B/A) ∩ SpecS−1B holds because the fibers of SpecS−1B →
SpecS−1(A) and of SpecB → SpecA over points of SpecS−1(A) coincide.

Now let us prove the inclusion LocIsom(S−1B/S−1A) ⊆ LocIsom(B/A) ∩ SpecS−1B:
Let q′ ⊆ B be a prime ideal with q′ ∩ S = ∅ such that there exists an f ′ ∈ S−1A with
f ′ /∈ S−1q′ and (S−1A)f ′ = (S−1B)f ′ . Then we find s ∈ S such that Af ′s = Bf ′s (because
B is a finitely generated A-algebra). As s /∈ q′, we also have f ′s /∈ S−1q′.

Next we show that Isol(B/A) is stable under generization under the hypothesis that B
is integral over A[b]. Denote, for a moment, by A′ the integral closure of A in A[b]; since
A′ is integral over A, we have Isol(B/A) = Isol(B/A′), so that we may assume that A is
integrally closed in A[b]. Let q ∈ Isol(B/A) and let q′ ⊂ B be a prime ideal with q ⊇ q′.
Set p′ := A ∩ q′. Since B is integral over A[b], B/q′ is integral over A[b]/p′A[b]. Assume
q′ /∈ Isol(B/A), which means that q′ is not minimal or not maximal in the set of prime
ideals over p′. We apply Lemma 12.74 to the homomorphism A → A[b] and the prime
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ideal p′. Since q′ /∈ Isol(B/A) and B is finite over A[b], the only case of the lemma which
can occur is case (iii), so q′ either maps to the generic point of f−1(p′) ∼= A1

κ(p′), or to a

closed point. In the first case, (A/p′)[T ] ↪→ B/q′, T 7→ b, is integral and injective. In the
latter case, q′ must be maximal in the fiber f−1(p′), because B is integral over A[b]. If
it fails to be in Isol(B/A), as we assume, then it has a generization in the fiber over p′

which must map to the generic point of A1
κ(p′); we replace q′ by this generization.

So we may assume that B/q′ is an integral extension of (A/p′)[T ]. Replacing A by A/p′

and B by B/q′ we may assume that q′ = 0 and that A and B are integral domains. Finally
we may replace B by its integral closure in FracB and A by its integral closure in B (using
that for an integral ring extension R ↪→ S there are no inclusion relations between prime
ideals of S lying over a given prime ideal of R; see Theorem B.56 (1)). Then A is integrally
closed. Note that this implies that A[T ] is integrally closed (Proposition B.73 (7)).

However, in this situation Isol(B/A) 6= ∅ implies that Isol(A[T ]/A) 6= ∅ because B
is integral over A[T ] and A[T ] is integrally closed (using the going up and the going
down property of integral extensions, Theorem B.56 (2) and (3)). But all fibers of
SpecA[T ] → SpecA are affine spaces of dimension 1 over a field and do not contain
any isolated points. This is a contradiction, and we see that Isol(B/A) is stable under
generization.

The following proposition is the local version of Zariski’s Main Theorem:

Proposition 12.76. Let B be a finitely generated algebra over a subring A, and let Ā
be the integral closure of A in B. Then

Isol(B/A) = LocIsom(B/Ā).

Proof. We have already seen in Lemma 12.75 (1) that LocIsom(B/Ā) ⊆ Isol(B/A). Hence
it remains to show the other inclusion. We prove this by induction on the number of
generators n of the A-algebra B.

First step. Since Isol(B/A) ⊆ Isol(B/Ā), it is enough to show that Isol(B/Ā) =
LocIsom(B/Ā), so we can assume from now on that A is integrally closed in B. Then the
case n = 1 follows from Lemma 12.74. Now let n ≥ 2.

Second step. Write B = A[b, b2, . . . , bn] and let q ∈ Isol(B/A). By induction hypothesis
and Lemma 12.75 (5) we find a finite A[b]-subalgebra A′ of B and an element f ′ ∈ A′ \ q
such that

(12.16.2) Bf ′ = A′f ′ ,

in other words, there exists an open neighborhood U ′ of q′ := q ∩A′ in SpecA′ such that
the preimage of U ′ in SpecB is isomorphic to U ′. Hence {q′} is open in its fiber over A
and therefore q′ is isolated over A, i.e., q′ ∈ Isol(A′/A), because A′ is of finite type over A
(Lemma 12.72). Assume that we have shown that q′ ∈ LocIsom(A′/A), i.e., there exists
an element f1 ∈ A \ q′ with A′f1

= Af1
. Then the image of f ′ in A′f1

is of the form g/fm1
for some g ∈ A and some m ≥ 1. Replacing f ′ by f ′fm1 , we may assume that f ′ ∈ A.
Then for f := f ′f1 we have Bf = Af .

Therefore we may replace B by A′ and we may (and do) assume from now on that B
is a finite extension of A[b] for some element b ∈ B.

Third step. We start with a preliminary remark which we use below. Let R ⊆ S be a
ring extension and let s ∈ S× be a unit. Then s is integral over R if and only if s ∈ R[s−1].
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Now assume there existed q ∈ Isol(B/A) \ LocIsom(B/A). By Lemma 12.75 (4),
Isol(B/A) is stable under generization, so we may assume that all prime ideals q′ ( q lie
in LocIsom(B/A).

By Lemma 12.75 (3) we may assume that A is local with maximal ideal m = q∩A. We
claim that B/q contains elements that are transcendental over k := κ(m) (which shows
q /∈ Isol(B/A)).

Assume that every element of B/q is integral over A. Then we find a monic polynomial
h ∈ A[T ] such that y := h(b) ∈ q. As B is finite over A[b] and A[b] is finite over A[y], B
is finite over A[y]. By our choice of q, for every prime ideal r ( q of B there exists an
element fr ∈ A \ r such that

Bfr = A[y]fr = Afr .

As B is finite over A[y], we may even assume that frB ⊆ A[y] (replacing fr by some
power fNr such that fNr bl ∈ A[y] for every generator bl of B). Then we have

fr ∈ b := { g ∈ A[y] ; gB ⊆ A[y] }.

Note that b actually is an ideal of B. We have shown that it is not contained in any prime
ideal r of B with r ( q.

Consider the case that b ⊆ q. We claim that there exists an element z ∈ B \A[y] with
zy ∈ A[y]. As the image of q in B/b is a minimal prime ideal, the image of y in B/b is a
zero-divisor. Thus we find an element z′ ∈ B \ b such that z′y ∈ b ⊆ A[y]. If z′ /∈ A[y] we
can set z := z′. If z′ ∈ A[y] then there exists g ∈ B such that gz′ /∈ A[y] (because z′ /∈ b)
and we can set z := gz′.

Writing zy = a0+a1y+. . . amy
m ∈ A[y] and replacing z by z−(a1+a2y+· · ·+amym−1)

we even find z ∈ B with
z /∈ A[y], zy ∈ A.

Then z is not nilpotent because A is integrally closed in B and z /∈ A. Thus Bz 6= 0.
Denote by Ã, ỹ, and z̃ the images of A, y, and z in Bz. As z̃ is integral over Ã[ỹ], we find
z̃ ∈ Ã[ỹ, z̃−1] by the preliminary remark above. As ỹz̃ ∈ Ã, we have

Ã[ỹ, z̃−1] = Ã[ỹz̃, z̃−1] = Ã[z̃−1] ⊆ Bz.

This shows that z̃ is integral over Ã (again by the preliminary remark above). It follows
that z is integral over A and hence z ∈ A. This is a contradiction to z /∈ A[y].

Therefore we must have b 6⊆ q. Let f ∈ b \ q. Then Bf = A[y]f . We identify SpecBf
(resp. SpecA[y]f ) with open subsets of SpecB (resp. SpecA[y]). Via these identifications
we find q /∈ LocIsom(Bf/A) = LocIsom(A[y]f/A) and hence q0 := q ∩ A[y] is not in
LocIsom(A[y]/A). As q is minimal in SpecB \ LocIsom(B/A), the prime ideal q0 will be
minimal in SpecA[y] \ LocIsom(A[y]/A). Thus Lemma 12.74 shows that A[y]/q0 ⊆ B/q
contains elements that are transcendental over k. This contradicts our assumption that
B/q contains only elements that are integral over A and finishes the last step.

Let us rewrite the proposition in a more direct fashion using Lemma 12.75 (5), and
state some corollaries.

Proposition 12.77. Let B be a finitely generated algebra over a subring A. Let q ⊂ B
be a prime ideal that is isolated over A. Then there exists a finite subextension A′ of A in
B and an element f ∈ A′ with f /∈ q such that Bf = A′f .
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Corollary 12.78. Let B be a finitely generated algebra over a subring A such that A is
integrally closed in B. Let q ⊂ B be a prime ideal that is isolated over A. Then there
exists an f ∈ A with f /∈ q such that Bf = Af .

Corollary 12.79. Let f : X → Y be a morphism locally of finite type and let U ⊆ X be
the set {x ∈ X ; dimx f

−1(f(x)) = 0 }. Then U is open in X.

Proof. We may assume that X = SpecB and Y = SpecA are affine. The ring homo-
morphism ϕ : A → B corresponding to f makes B into a finitely generated A-algebra.
Replacing A by A/Ker(ϕ), we may assume that A is a subring of B. Let x ∈ U . By Propo-
sition 12.77 there exists a finite A-subalgebra A′ and (denoting by f ′ : SpecB → SpecA′

the induced morphism) an open neighborhood U ′ of f ′(x) such that f ′ induces an
isomorphism f ′−1(U ′)

∼→ U ′. Then f ′−1(U ′) is an open neighborhood of x in U .

II: Proof of Zariski’s main theorem.

To show the global version of Zariski’s main theorem, we will need some facts from
commutative algebra. A local ring A is called henselian if every finite A-algebra is
isomorphic to a product of local rings. By Proposition B.46 (3) any complete local
noetherian ring is henselian. The following result will be proved in Volume II (see
also [EGAIV] (18.6.6)).

Lemma 12.80. Let A be a local ring with maximal ideal mA. Then there exists a faithfully
flat local homomorphism A→ A′, where A′ is a local henselian ring, such that A′mA is
the maximal ideal of A′.

If A is noetherian, then the Lemma 12.80 follows from basic commutative algebra
(Corollary B.43) because we may choose A′ as the completion of A.

We need another tool which will be proved (more generally) in Proposition 14.53 where
we explain the notion of faithfully flat descent. This will allow us to apply a base change
to a henselian ring as provided by Lemma 12.80.

Lemma 12.81. Let A → A′ be a flat local ring homomorphism of local rings and let
f : X → Y be a morphism of A-schemes. Then f is an isomorphism if and only if its
base change f ′ : X ⊗A A′ → Y ⊗A A′ is an isomorphism.

We start with the following consequence of the local version of Zariski’s main theorem.

Corollary 12.82. Let A be a local henselian ring with maximal ideal m, let B be a finitely
generated A-algebra, and let f : SpecB → SpecA be the corresponding morphism. Let
y ∈ SpecA be the closed point and let x ∈ f−1(y) be a point which is isolated in f−1(y).
Then Bpx is a finite A-algebra and SpecBpx is open in SpecB.

Proof. A nonzero quotient of a henselian ring is clearly again henselian. Replacing A by
A/Ker(A → B) we may assume that A is a subring of B. By Proposition 12.77 there
exists a finite subextension A′ ⊆ B of A such that Bpx is a localization of A′. As A is
henselian, A′ =

∏
y′ A

′
py′

, where y′ runs through the finite set of closed points of SpecA′.

Thus Bpx = A′pz =: A′′, where z is the image of x in SpecA′ under SpecB → SpecA′.
As A′ is a finite A-algebra, the same holds for its quotient A′′ which shows that Bpx is a
finite extension of A. Let e ∈ A′ be the idempotent element such that A′′ = A′e. Then
e /∈ px and Bpx = A′e ⊆ Be. This shows Bpx = Be which implies that SpecBpx is open in
SpecB.



360 12 Affine and proper morphisms

Theorem 12.83. Let f : X → Y be a separated morphism of finite type such that
f [ : OY → f∗OX is an isomorphism. Let V be the open set {x ∈ X ; dimx f

−1(f(x)) = 0 }
in X. Then the restriction f |V : V → Y is an open immersion and f−1(f(V )) = V .

The hypotheses of this theorem are satisfied for instance if X and Y are locally
noetherian integral schemes, Y is normal with generic point η, f is proper, and the generic
fiber f−1(η) is geometrically integral (see Exercise 12.29).

Proof. First step. Let y ∈ f(V ). We will first show that the induced morphism

(12.16.3) Xy := X ×Y Spec OY,y → Spec OY,y

is an isomorphism.
By Proposition 4.20 we may consider Xy as a subspace of X. And thus x ∈ Xy is

still isolated in its fiber over y. The properties of being separated and of finite type are
stable under base change and the hypothesis OY = f∗OX is stable under flat base change
Y ′ → Y by Proposition 12.6. Thus we may replace Y by Spec OY,y and X by Xy and we
can assume that Y = SpecA, where A is a local ring, and that y is the closed point of Y .
We will show that X → Y is an isomorphism.

Let A → A′ be a henselian extension as in Lemma 12.80 and set Y ′ := SpecA′ and
X ′ := X ×Y Y ′. By Lemma 12.81 it suffices to show that the projection f ′ : X ′ → Y ′

is an isomorphism. If x ∈ V ∩ f−1(y) and x′ ∈ X ′ is any point lying over x, then x′ is
isolated in (f ′)−1(f ′(x′)). The condition f∗OX = OY is also preserved by the flat base
change A→ A′, so we may assume that A is henselian.

Let x ∈ V ∩ f−1(y), and let U = SpecB be an open affine neighborhood of x in X
such that U ∩ f−1(y) = {x}. By Corollary 12.82 there exists an open neighborhood
V ′ of x such that V ′ = SpecBpx and such that V ′ is finite over A. As f is separated,
this implies that the open immersion V ′ ↪→ X is finite (Proposition 12.11) and hence
closed (Proposition 12.12). Let W ⊆ X be the open and closed complement of V ′. Then
Γ(X,OX) = Γ(V ′,OX) × Γ(W,OX). As Γ(X,OX) = Γ(Y, f∗OX) = Γ(Y,OY ) = A is a
local ring, this is only possible if W is empty. This shows that V ′ = X is affine and thus
Γ(X,OX) = Γ(Y,OY ) implies that X → Y is an isomorphism.

Second step. Let x ∈ V and y := f(x). Considering Spec OY,y as a subspace of
Y , the underlying topological space of Xy can be identified with f−1(Spec OY,y) by
Proposition 4.20. Thus the first step shows that

(12.16.4) f |V is injective, f−1(f(V )) = V.

Moreover Xy is the spectrum of a local ring and thus Xy ∼= Spec OX,x. Therefore g := f |V
is injective, locally of finite type and it induces for all x ∈ V isomorphisms

(12.16.5) Spec OX,x
∼→ Xg(x) ∼→ Spec OY,g(x).

We will show that g is an open immersion (using OY = f∗OX which holds by hypothesis).
Note that if we knew that X and Y are schemes locally of finite presentation over some
base S, and that g is an S-morphism, then we could simply apply Proposition 10.52 at
this point.

We may assume that Y = SpecA is affine. It suffices to show that g induces a
homeomorphism of V with an open subspace of Y . Let x ∈ V , set y := g(x) and
S := A \ py. Let U = SpecB be an open affine neighborhood of x in V . By (12.16.4) we
have
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(12.16.6) f−1(f(U)) = U.

Then as an A-algebra B is generated by finitely many elements b1, . . . , bn. By (12.16.5)
we have Bpx = S−1B = S−1A. Thus we find an s ∈ S such that bi/1 (i = 1, . . . , n) is in
the image of ϕs : As → Bs. Replacing Y by D(s), X by f−1(D(s)), and U by SpecBs,
we may assume that A→ B is surjective. Then U is an open neighborhood of x which
is isomorphic to a closed subscheme Z = SpecA/a of Y (for some ideal a ⊆ A). Let
U ′ := f−1(Y \ Z). By (12.16.6), X is the disjoint union of the open subsets U and U ′.
We find

A = Γ(X,OX) = Γ(U,OX)× Γ(U ′,OX) ∼= A/a× Γ(U ′,OX),

where the first equality holds because OY = f∗OX . This shows that Z is also an open
subscheme of Y . Thus we have seen that every x ∈ V has an open neighborhood which is
homeomorphically mapped onto an open subspace of Y . As we already know that g is
injective, this implies that g induces a homeomorphism of V with an open subspace of
Y .

We now come to the proof of Zariski’s main theorem Theorem 12.73. In the situation of
Theorem 12.73 set B := f∗OX . This is a quasi-coherent OY -algebra (Proposition 10.10).
Set X ′ = Spec B. Let Z = Spec C be the integral closure of Y in B (Definition 12.41),
let (Cλ)λ be the filtered system of finitely generated OY -subalgebras of C , and set
Zλ := Spec Cλ. As C is integral over OY , each subalgebra Cλ is a finite OY -algebra.
Therefore Zλ is finite over Y , in particular Zλ is qcqs. Moreover, C is the union of the Cλ
(Corollary 10.51). The inclusions Cλ ↪→ B = f∗OX and C ↪→ B correspond to morphisms
X → Zλ and X → Z (Proposition 11.1).

Similarly, we approximate the Z-scheme X ′ by schemes of finite type: Let f ′ : X ′ → Z
be the affine morphism corresponding to the inclusion C → B. Then f ′∗OX′ is a quasi-
coherent OZ-algebra and Spec f ′∗OX′ = X ′. Again, f ′∗OX′ is a filtered union of quasi-
coherent OZ-algebras Dµ of finite type. We set X ′µ := Spec Dµ and let f ′µ : X ′µ → Z be
the structure morphism.

For every quasi-compact open subset V ′ of Isol(f) we obtain the following diagram
(where h, hµ, g, and gλ are defined by the condition that the diagram is commutative)

(12.16.7)

X
c // X ′

��
f ′

��

V ′

??
h

77

hµ //

g

''
gλ

  

X ′µ

f ′µ

��
Z

��
Zλ

finite // Y.

The following lemma shows that if g (resp. h) is an open immersion, then there exists
an index λ (resp. an index µ) such that gλ (resp. hµ) is an open immersion.

Lemma 12.84. Let S be a scheme, let A be a quasi-coherent OS-algebra which is the
filtered union of quasi-coherent OS-subalgebras Aν . Set X := Spec A and Xν := Spec Aν .
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Let V be an S-scheme of finite type and let g : V → X be an open immersion. Then there
exists an index ν such that the composition V

g−→ X → Xν is an open immersion.

Proof. We may assume that S = SpecR is affine. Then X = SpecA and Xν = SpecAν ,
and A is the filtered union of the Aν . As V is of finite type over S, it is quasi-compact.
Hence g induces an isomorphism of V with a quasi-compact open subset W of X.
Therefore we find elements t1, . . . , tn ∈ A with

⋃
DX(ti) = W . Set fi := g∗(ti) ∈

Γ(V,OV ). Then g induces an isomorphism Vfi
∼→ D(ti). Thus there exists an isomorphism

ϕi : Bi := Γ(Vfi ,OV )
∼→ Cti of R-algebras for all i = 1, . . . , n. As V is of finite type

over S, the A-algebras Bi are generated by finitely many elements, say sij ∈ Bi. We
write ϕi(sij) = cij/t

nij
i for cij ∈ C. Choose an index ν such that all elements cij and ti

are in Cν . Then ϕi induces an isomorphism Bi
∼→ (Cν)ti for all i. Hence g induces an

isomorphism of V onto the open subscheme
⋃
iDXν (ti).

Proof. (Zariski’s Main Theorem 12.73) We use the notation of (12.16.7). By Theo-
rem 12.83, the restriction of c to Isol(c) is an open immersion. As Isol(f) ⊆ Isol(c)
by (12.16.1), h is an open immersion. By Lemma 12.84 there exists an index µ such that
hµ is an open immersion and we may consider Isol(f) as an open subscheme of X ′µ. As
OZ is integrally closed in f ′∗OX′ , it is also integrally closed in the subalgebra f ′µ,∗OX′µ .
As f ′µ is affine and of finite type we can apply Corollary 12.78 and see that there exists
an open subscheme W of Z such that f ′−1(W ) = Isol(f ′) and such that f ′µ induces an

isomorphism Isol(f ′)
∼→W . As we have Isol(f) ⊆ Isol(f ′µ), this shows that Isol(f)→ Z is

an open immersion. In particular g is an open immersion. By Lemma 12.84 we deduce
that there exists an index λ such that gλ is an open immersion. This finishes the proof of
Zariski’s main theorem.

(12.17) Variants and applications of Zariski’s main theorem.

The following corollary is also often called Zariski’s main theorem.

Corollary 12.85. Let Y be a qcqs scheme and let f : X → Y be a quasi-finite and
separated morphism. Then there exists a factorization

X
j−→ Y ′

g−→ Y

of f , where j is a quasi-compact open immersion and where g is a finite morphism.

Proof. As f is quasi-finite, we have dimx f
−1(f(x)) = 0 for all x ∈ X. Thus by Theo-

rem 12.73 there exists a factorization of f as above with g finite and j quasi-compact
open immersion.

Remark 12.86. In the Corollary we may further replace Y ′ by the schematic image of j
(Section (10.8)). Thus we find a factorization f = g ◦ j as above, where j is in addition
schematically dominant.

Very often Corollary 12.85 is applied in the following form.
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Corollary 12.87. Let S be a noetherian scheme and let X and Y be schemes that are
separated and of finite type over S. Then every morphism f : X → Y with finite fibers
can be factorized as f = g ◦ j where j is an open immersion and g a finite morphism.

Proof. As X and Y are both separated over S, any morphism between them is separated
as well. As X and Y are of finite type over S, both are noetherian (Proposition 10.9) and
in particular qcqs. Moreover, any morphism f between them is of finite type (Proposi-
tion 10.7). Thus by definition, f is quasi-finite if and only if it has finite fibers.

The following corollary is another version of Zariski’s main theorem.

Corollary 12.88. Let f : X → Y be a separated quasi-finite birational morphism of
integral schemes and assume that Y is normal. Then f is an open immersion.

Proof. We may assume that Y = SpecA is affine. As f is birational, it induces an
isomorphism of function fields K(Y )

∼→ K(X). By Corollary 12.85 we find a factorization
f = g ◦ j, where j : X → Y ′ is an open immersion and g : Y ′ → Y is finite. Replacing Y ′

by the closure of j(X), endowed with its reduced scheme structure, we may assume that
Y ′ is integral and that j is dominant. In particular j induces an isomorphism of function
fields K(Y ′)

∼→ K(X). This shows that g is birational as well. As g is finite, Y ′ ∼= SpecA′

where A′ is a finite A-algebra such that FracA = FracA′. As A is integrally closed, we
find A = A′ and g is an isomorphism.

The following characterization of finite morphisms is also a very useful application of
Zariski’s main theorem.

Corollary 12.89. For a morphism f : X → Y of schemes the following assertions are
equivalent.
(i) f is finite.
(ii) f is quasi-finite and proper.
(iii) f is affine and proper.

Proof. “(ii)⇒ (i)”. Let f be quasi-finite and proper. All properties are local on the target,
thus we may assume that Y is affine (and in particular quasi-compact and separated).
Thus we can apply Corollary 12.85 and find a factorization of f into an open immersion
j followed by a finite morphism g. By Proposition 12.58, j is proper as well and hence a
closed immersion. This implies that j is finite and hence f = g ◦ j is finite.

“(i) ⇒ (iii)”. By definition, any finite morphism is affine, and in Example 12.56 we
have seen that any finite morphism is proper.

“(iii) ⇒ (ii)”. We have to check that all fibers of f are finite. Thus we may assume
that Y = Spec k, where k is a field. As f is affine and of finite type, we have X = SpecA,
where A is a finitely generated k-algebra. By Noether normalization we find a finite and
surjective morphism g : X � Ank of k-schemes. Composing g with an open embedding
Ank ↪→ Pnk we obtain a morphism X → Pnk which is proper by Proposition 12.58 (3) and
in particular its image Ank is closed in Pnk . This shows n = 0 and hence that X is finite
over k.

Corollary 12.90. Let f : X → Y be a proper morphism and let V be the set of y ∈ Y
such that f−1(y) is a finite set. Then V is open in Y and the restriction f−1(V )→ V of
f is a finite morphism.
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Proof. As f is of finite type, f−1(y) is of finite type over κ(y) for y ∈ Y . Thus V consists
of those points y ∈ Y such that dimx f

−1(y) = 0 for all x ∈ f−1(y) (Proposition 5.20).
Let U ⊆ X be the set of x ∈ X such that dimx f

−1(f(x)) = 0. This is an open subset
by Corollary 12.79, and V is the complement of f(X \ U) in Y . Thus V is open because
f is closed. The restriction f−1(V ) → V is quasi-finite and proper and hence finite by
Corollary 12.89.

Finally, we note the following corollary of Theorem 12.83. With the terminology
introduced in Section (13.16) below it says that a separated quasi-finite morphism is
quasi-affine.

Corollary 12.91. Let f : X → S be a quasi-finite separated morphism. Then the canonical
morphism X → Spec f∗OX is a quasi-compact open immersion.

(12.18) Criteria for a morphism to be a closed immersion.

Zariski’s main theorem also allows us to deduce several criteria to check whether a
morphism is a closed immersion. For the next corollary recall that a morphism f : X → Y
is called a monomorphism if for all schemes T the induced map on T -valued points
X(T )→ Y (T ) is injective. It is immediate that a morphism f is a monomorphism if and
only if its diagonal ∆f is an isomorphism.

Corollary 12.92. A morphism of schemes is a closed immersion if and only if it is a
proper monomorphism.

Proof. Clearly a closed immersion is proper and a monomorphism. For the converse we
may assume that Y = SpecA is affine. If f : X → Y is a proper monomorphism, the fiber
f−1(y) → Specκ(y) is a monomorphism for all y ∈ Y (being monomorphism is stable
under base change). Thus f−1(y) consists of at most one point. Therefore the proper
monomorphism f : X → Y is finite by Corollary 12.89. We find X = SpecB, where B is
a finite A-algebra. Then f−1(y) = SpecBy with By = B/myB a finite κ(y)-algebra. As
the diagonal is an isomorphism, the multiplication By ⊗κ(y) By → By is an isomorphism
which is only possible if the vector space dimension dimκ(y)By ≤ 1. Thus By = κ(y) or
By = 0 and we see that for all y, A→ B is surjective modulo my. By Nakayama’s lemma
A→ B is surjective, and f is a closed immersion.

This corollary will allow us to give a criterion when a morphism f : X → Y is a
closed immersion in terms of the maps f(T ) : X(T ) → Y (T ) on T -valued points; see
Remark 15.13.

Proposition 12.93. Let S be a scheme, let X and Y be S-schemes such that the structure
morphisms g : X → S and h : Y → S are proper, and let f : X → Y be an S-morphism. Let
s ∈ S be a point and let fs = f × idκ(s) : X⊗S κ(s)→ Y ⊗S κ(s) be the induced morphism
of fibers. If fs is finite (resp. a closed immersion), then there exists an open neighborhood
U of s such that f |g−1(U) : g−1(U)→ h−1(U) is finite (resp. a closed immersion).

Proof. We first claim that it suffices to show that for all y ∈ h−1(s) there exists an open
neighborhood Vy of y such that the restriction f−1(Vy)→ Vy of f is finite (resp. a closed
immersion). Indeed, if V denotes the union of the open sets Vy, then the restriction
f−1(V )→ V is finite (resp. a closed immersion) because both properties are local on the
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target. As h is closed, there exists an open neighborhood U of s such that h−1(U) ⊆ V
(Remark 12.57). This proves the claim.

The morphism f is proper by Proposition 12.58 (3). If fs is finite, then the existence of
an open neighborhood Vy of y for all y ∈ h−1(s) such that the restriction f−1(Vy)→ Vy
of f is finite follows from Corollary 12.90.

Now let fs be a closed immersion. As we already proved the corresponding assertion for
finite morphism, we may assume that f is finite. Then X = Spec B, where B = f∗OX is a
quasi-coherent OY -algebra which is an OY -module of finite type (Remark 12.10 (3)). The
morphism f corresponds to u := f [ : OY → B. For y ∈ h−1(s) let uy : OY,y → By be the
induced homomorphism on stalks. As fs is a closed immersion, uy⊗idκ(s) : OY,y/msOY,y →
By/msOY,y is a surjective homomorphism. As msOY,y ⊆ my, Nakayama’s lemma implies
that uy is surjective for all y ∈ h−1(s). As Coker(u) is an OY -module of finite type,
its support is closed in Y (Corollary 7.32). Thus for all y ∈ h−1(s) we find an open
neighborhood Vy of y such that u|Vy is surjective.

If g is in addition flat, then the same result holds if we replace “closed immersion” by
“isomorphism” in the statement; see Proposition 14.28.

The fiber fs of f in Proposition 12.93 is a morphism between schemes over a field. For
those morphisms there is the following geometric characterization of closed immersions.

Proposition 12.94. Let k be a field, let X and Y be k-schemes of finite type, and let
f : X → Y be a proper morphism of k-schemes. Then f is a closed immersion if and only
if there exists an algebraically closed extension K of k such that the map X(K)→ Y (K)
induced by f is injective and such that for all x ∈ X(K) the induced map on relative
tangent spaces Tx(X/k)→ Tf(x)(Y/k) is injective.

Proof. The condition is clearly necessary. Let us prove that it is sufficient. Remark 12.16
shows that f is quasi-finite. As f is also proper, Corollary 12.89 shows that f is finite.
To show that f is a closed immersion, we may assume that Y is affine, say Y = SpecA.
Then X is affine, say X = SpecB. We have to show that the finite homomorphism
ϕ : A → B corresponding to f is surjective. As k → K is faithfully flat, it suffices to
show that ϕ ⊗k idK is surjective. Thus we may assume that k = K. In particular k is
algebraically closed. Thus k-valued points of X (resp. Y ) correspond to maximal ideals
of B (resp. A) (Corollary 3.36). It suffices to show that for each maximal ideal m of A,
corresponding to y ∈ Y (k), the homomorphism ϕ induces a surjective homomorphism
ϕ′ : A′ := Am → B′ := B ⊗A Am. The maximal ideals of B′ correspond bijectively to the
k-valued points of X lying over y. Thus by hypothesis, B′ is either 0 or a local ring. We may
assume that B′ is local. Let n be its maximal ideal and x ∈ X(k) the corresponding point.
By Remark 6.12 we have Tx(X/k) = (n/n2)∗ and Tf(x)(Y/k) = (m/m2)∗. The hypothesis
on tangent spaces shows that ϕ′ induces a surjective k-linear map m/m2 → n/n2. Thus
Nakayama’s Lemma implies that n = ϕ′(m)B′ and hence B′/ϕ′(m)B′ = k. Another
application of Nakayama’s Lemma shows that the A′-module B′ is generated by a single
element. Therefore ϕ′ is surjective.

Remark 12.95. The hypothesis in Proposition 12.94 that f is injective on K-valued
points and on tangent spaces in K-valued points may also expressed by saying that the
map X(K[ε])→ Y (K[ε]) induced by f is injective (where K[ε] = K[T ]/(T 2) is the ring
of dual numbers over K). In Volume II we will study the tangent bundle of a scheme.
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Then this injectivity means that f induces an injection on K-valued points of the tangent
bundle.

Exercises

Exercise 12.1. Let f : X → Y be a morphism of schemes. Show that f is affine if and
only if fred is affine.

Exercise 12.2♦. Let f : X → Y be a finite (resp. integral, resp. quasi-finite) morphism.
Show that fred possesses the same property.

Exercise 12.3. Let f : X → Y be a closed morphism, let y ∈ Y be a point such that
f−1(y) is contained in an open affine subscheme of X. Show that there exists an open
neighborhood V of y such that the restriction f−1(V )→ V of f is affine. Deduce that
every closed injective morphism is affine.

Exercise 12.4. Let R be a ring, S = SpecR and let X ⊆ A1
S be a closed subscheme,

X = V (a) where a ⊆ R[T ] is an ideal. Show that X → S is finite if and only if a contains
a monic polynomial.

Exercise 12.5. Let S be a scheme of characteristic p > 0 and let X be an S-scheme.
Show that the relative Frobenius FX/S : X → X(p) is integral. Show that FX/S is finite if
X is locally of finite type over S.

Exercise 12.6♦. Let Y = SpecA be an integral affine scheme with generic point η and let
X → Y be a qcqs morphism with generic fiber Xη. Let F be a quasi-coherent OX -module
and let Fη be the induced OXη -module. Show that there is a functorial isomorphism
Γ(X,F )⊗A FracA ∼= Γ(Xη,Fη).

Exercise 12.7. Let k be an algebraically closed field and let 1 ≤ r ≤ n be integers. Let
Jr(k) be the set of matrices A ∈Mn(k) such that for every eigenvalue λ of A the number
of Jordan blocks for the eigenvalue λ is ≤ r. Show that Jr(k) is open and dense in Mn(k).

More generally, let Mn be the Z-scheme of (n× n)-matrices. Show that there exists a
(necessarily) unique open subscheme Jr ⊆Mn such that the set of k-valued points of Jr
is Jr(k) for all algebraically closed fields k. Show that Jr ×Z S is dense in Mn,S for all
schemes S.

The open subscheme J1 is called the scheme of generic matrices .

Exercise 12.8♦. Let X be a scheme whose underlying topological space is finite and
discrete. Show that any scheme morphism X → Y is affine.

Exercise 12.9. In the situation of Remark 12.28 assume that the order #G is a unit in
R. Show that (12.7.1) is an isomorphism for all R-algebras B.

Exercise 12.10. Let f : X → Y be an integral morphism, let E be a locally free
OX -module of finite constant rank n, and let Z ⊂ Y be a finite set which is contained
in an open affine subscheme V of Y . Show that there exists an open affine subscheme
V ′ ⊆ V with Z ⊆ V ′ such that E |f−1(V ′)

∼= On
X |f−1(V ′).

Hint : Reduce to the case that X = SpecB and Y = SpecA are affine. Use Exercise 10.33
to reduce to the case that B is a finite A-algebra.
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Exercise 12.11. Let K ⊇ k be a finite purely inseparable extension and let k̄ be an
algebraic closure of k. Let x (resp. y, resp. ȳ) be the unique point of SpecK (resp. Spec k,
resp. Spec k̄). Then SpecK ⊗k k̄ consists of a single point x̄. Show that ex/y = 1 = f ′x̄/ȳ
and f ′x/y = [K : k] = ex̄/ȳ.

Exercise 12.12. Determine for SpecZ[T ]/(T 2 + 1) → SpecZ ramification and inertia
indices in each point.
Hint : Use that −1 is not a square in Fp if and only if p ≡ 3 mod 4.

Exercise 12.13. Let k be a field of characteristic 6= 2, n ≥ 1 an integer, let G be the
group {±1} which acts on k[T1, . . . , Tn] by (−1) · Ti := −Ti for all i. Show that Ank/G is
smooth over k if and only if n = 1.

Exercise 12.14. Let f : X → Y be an affine morphism of schemes, and let F be a
quasi-coherent OX -module and let T be an F -torsor on X (Definition 11.10, considering
F as a sheaf of abelian groups). Show that f∗T is an f∗F -torsor on Y and that T 7→ f∗T
defines an isomorphism H1(X,F )

∼→ H1(Y, f∗F ).
Hint : Use Proposition 12.5.

Exercise 12.15. Let X be a noetherian scheme. Show that X is affine if and only if
each irreducible component of X (considered as a reduced subscheme) is affine.

Exercise 12.16. Let k be a field such that char(k) 6= 2. Let f ∈ k[T ] be a monic
polynomial which is not a square and set X = Spec k[T, U ]/(U2 − f).
(a) Show that X is geometrically integral. Moreover, show that X smooth over k (and in

particular normal) outside the finite k-scheme V (U) ∩X.
(b) Show that X is normal if and only if f is square free.
(c) Determine the normalization of X.

Exercise 12.17.
(a) Let Z be an integral scheme and let π : Z ′ → Z be its normalization. Assume that π

is of finite presentation (if Z is noetherian, this simply means that π is finite using
Remark 12.10). Show that Znorm is open in Z.

(b) Now let X be a locally noetherian scheme such that for each irreducible component
Z of X (endowed with its reduced scheme structure) the normalization of Z is finite.
Show that Xnorm is open in X.

Exercise 12.18. Let X be a noetherian scheme and let U be an open subscheme such
that the inclusion j : U ↪→ X is affine. Show that every irreducible component of X \ U
has codimension ≤ 1 in X.
Hint : Assume there exists a component Z of X \ U with codimX Z ≥ 2. Replacing X
by Spec OX,Z and U by U ∩ Spec OX,Z we may assume that X = SpecA for a local
noetherian ring with dimA ≥ 2 and U = X \ {x}, where x is the closed point. Replacing
A by a quotient A/p for a minimal prime ideal p we may assume that A is an integral
domain. Replacing A by its normalization A′ we may assume that A is normal. Then use
Theorem 6.45 to get a contradiction.

Note that if A′ is not finite over A (this can only happen if X is not quasi-excellent),
then one should reduce first to the case that X is affine and of finite type over Z which
ensures that X is excellent.

Exercise 12.19. Let f : X → Y be a morphism of schemes. Show that the following
assertions are equivalent.
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(i) f is integral.
(ii) f is affine and universally closed.
(iii) f is affine and the base-change fA1

Y
: A1

X → A1
Y is closed.

Hint : Reduce to the case X = SpecB and Y = SpecA affine. To show that (iii) implies (i)
consider for b ∈ B the induced homomorphism ϕ′ : A′ → Bb, where A′ is the subring of
Bb generated by the image of A and 1/b. Consider the surjections α : A[T ] → A′ and
B[T ]→ Bb that send T to 1/b to show that Specϕ′ is closed and surjective. Deduce that
1/b is invertible in A′ and that therefore b/1 is in the image of α. This gives an integrality
equation for b.

Exercise 12.20. Let f : X → Y be an integral birational morphism of integral schemes
and assume that Y is normal. Show that f is an isomorphism.
Hint : This exercise does not use Zariski’s main theorem.

Exercise 12.21. Let A and B be Dedekind rings, set Y := SpecA and X := SpecB. Let
f : X → Y be a finite dominant morphism. Let C ⊆ B be any subring containing A and
let h : Z := SpecC → Y be the morphism corresponding to the inclusion A ↪→ C.
(a) Show that h is surjective finite locally free of degree [FracC : K] and that dimC = 1.
(b) Form now on assume that C and B have the same field of fractions. Show that B is

the integral closure of C and the inclusion C ↪→ B corresponds to a finite birational
morphism g : X → Z. Deduce that deg f = deg h.

(c) Let x ∈ X, z := g(x). Show that ex/z = fx/z = 1 and deduce g−1(z) = Specκ(z).
(d) Show that g is a finite birational universal homeomorphism which induces isomor-

phisms on all residue fields.
(e) Give an example of the above situation where g is not an isomorphism.

Hint : E.g., consider A = Z, L = Q[
√
d] where d 6= 0, 1 is a squarefree integer, and B

the integral closure of A in L. Show that C := Z[
√
d] is not integrally closed if d ≡ 1

(mod 4) ((
√
d+ 1)/2 is integral over Z; its minimal polynomial is T 2− T + (d− 1)/4).

Remark : It is not difficult to see that for d ≡ 1 (mod 4) the integral closure of Z in L
is Z[(

√
d+ 1)/2]. If d 6≡ 1 (mod 4), the integral closure of Z in L is Z[

√
d].

Exercise 12.22. Let f : X → Y be an integral dominant morphism of integral schemes.
Assume that Y is normal. Show that f is universally open.
Hint : Reduce to Y = SpecA and X = SpecB affine. Use Exercise 10.36 and Propo-
sition B.73 (7) to show that it suffices to prove that f is open. For b ∈ B let p =
Tn+an−1T

n−1 + · · ·+a0 ∈ A[T ] be a monic polynomial with p(b) = 0 which has minimal

degree. Show that f(D(b)) =
⋃n−1
i=0 D(ai).

Exercise 12.23. Set A := R[[U, T ]]/(U2 + T 2), denote by u and t the image of U resp. T
in A, and X = SpecA.
(a) Show that the normalization X ′ of X is SpecA′, where A′ = A[s] with s = t/u.

Deduce that A′ ∼= C[[S]].
(b) Show that X ′ → X is a homeomorphism but it is not universally open.

Hint : Consider the base change Y → X with Y = SpecC[[U, T ]]/(U2 + T 2).

Exercise 12.24♦. Show that the property of being “finite locally free” is stable under
composition, stable under base change, and local on the target.

Exercise 12.25. Let f : X → Y be a finite surjective morphism and set B := f∗OX
(this is a finite quasi-coherent OY -algebra such that X = Spec B). Assume that X and Y
are integral and that Y is normal. Let L = K(X) and K = K(Y ) be the function fields,
n := [L : K], and let NL/K : L→ K be the norm map.
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(a) Show that NL/K induces a homomorphism NX/Y : B× → O×Y of sheaves of abelian
groups by considering Γ(V,B) (resp. Γ(V,OY )) as subrings of L (resp. of K).
Hint : Theorem 5.13.

(b) Show that the homomorphism H1(Y,B×)→ H1(Y,O×Y ) induced by NX/Y yields a
homomorphism of abelian groups

NX/Y : Pic(X)→ Pic(Y ).

(c) Show that NX/Y (f∗M ) = M⊗n for all M ∈ Pic(Y ).
For every line bundle L on X we call NX/Y (L ) the norm of L .

Exercise 12.26. Let f : X → Y be a morphism of finite type and let (Xi)i=1,...,n

(resp. (Yi)i=1,...,n) be a finite family of closed subschemes of X (resp. of Y ) and let
fi : Xi → Yi be morphisms such that for all i the following diagram commutes

Xi
//

fi

��

X

f

��
Yi // Y

where the horizontal morphisms are the canonical closed immersions. Assume that X is
the union of the Xi (as a set). Show that f is proper if and only if fi is proper for all i.

Exercise 12.27♦. Let f : X → Y be a morphism of finite type and let Y be noetherian.
Show that f is proper if and only if for every irreducible component X ′ of X the restriction
f |X′red

is proper.
Hint : Exercise 12.26.

Exercise 12.28. Let k be a field, let X be a proper geometrically connected and geo-
metrically reduced k-scheme. Let K be a field extension of k and let p : XK := X⊗kK → X
be the projection. Show that the induced map p∗ : Pic(X)→ Pic(XK) is injective.
Hint : Use Proposition 12.66 to show that a line bundle L on X is trivial if and only if
the canonical homomorphism Γ(X,L )⊗k OX → L is an isomorphism.

Exercise 12.29. Let f : X → Y be a proper morphism of locally noetherian integral
schemes, and assume that Y is normal. Assume that the function field K(Y ) is algebraically
closed in K(X) (e.g., by Proposition 5.51, if the generic fiber of f is geometrically integral).
Show that the natural homomorphism OY → f∗OX is an isomorphism and that f has
geometrically connected fibers (use Section (12.14)). Give an example of such a morphism
which is birational but not finite.

Exercise 12.30♦. Let S be a scheme, let X be a proper S-scheme and let Y be a
separated S-scheme. Show that any quasi-finite S-morphism f : X → Y is finite.

Exercise 12.31. Let X, Y be integral schemes and let f : X → Y be a birational
separated morphism of finite type. Let y ∈ Y be a normal point such that there exists an
isolated point in f−1(y). Show that there exists an open neighborhood V of y such that
the restriction f−1(V )→ V of f is an isomorphism.

Exercise 12.32. Let f : X → Y be a morphism of finite type. Show that f is a universal
homeomorphism if and only if f is purely inseparable, finite, and surjective.

Exercise 12.33. Let S be a scheme and let f : X → Y be a morphism of S-schemes.
Assume that f is locally of finite type. Show that f is a monomorphism if and only if for
all s ∈ S the κ(s)-morphism on fibers fs : Xs → Ys is a monomorphism.
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Contents

– Projective spectrum of a graded algebra

– Embeddings into projective space

– Blowing-up

The most important examples of schemes that are not affine are the schemes that are
described in PnR by homogeneous equations f1, . . . , fr in R[T0, . . . , Tn] (R some ring).
As we have seen in Section (3.7), they are closed subschemes V+(f1, . . . , fr) of PnR. In
this chapter we will formalize this construction by attaching to a graded R-algebra
A =

⊕
d≥0Ad an R-scheme ProjA. For A = R[T0, . . . , Tn]/(f1, . . . , fr) this construction

yields V+(f1, . . . , fr). In particular we will find ProjR[T0, . . . , Tn] = PnR.
We can describe all quasi-coherent OX -modules on X := ProjA – at least if A is

generated by finitely many elements in A1. In this case every quasi-coherent OX -module
F is associated to a graded A-module M . The isomorphism class of M is not uniquely
determined but if we restrict to the full subcategory of so-called saturated graded A-
modules we obtain an equivalence of this subcategory with the category of quasi-coherent
OX -modules (Theorem 13.20). In particular we will see that every closed subscheme of
PnR (being defined by a quasi-coherent ideal of OPnR) is of the form ProjR[T0, . . . , Tn]/I,
where I is an ideal generated by homogeneous polynomials. Moreover, there exists a
unique such ideal I that is saturated.

We then generalize the construction of the projective spectrum from graded R-algebras
over a ring R to quasi-coherent graded OS-algebras over a scheme S which is necessary
for many applications (e.g., the important construction of a blow-up in the last part). For
a special kind of graded OS-algebras already encountered earlier, namely the symmetric
algebra Sym E of a quasi-coherent OS-module E , we will prove that Proj(Sym E ) is
nothing but the projective bundle P(E ) defined in Section (8.8).

Having seen that we can describe closed subschemes of projective space PnS (S some
scheme) and their quasi-coherent modules via graded algebras and graded modules, in the
second part of this chapter we will study the question how to embed an arbitrary S-scheme
X into PnS (or, more generally, into some projective bundle P(E )). These embeddings will
be defined by line bundles and the study of such embeddings will lead us to the important
notion of (very) ample line bundles. Schemes that can be embedded as closed subschemes
of projective bundles will be called projective. It is a central result that projective schemes
are proper (“main theorem of elimination theory”). The converse does not hold. But in
the last part we will also show that a proper morphism can be always precomposed with
a birational projective morphism to obtain a projective morphism (Lemma of Chow).

The main topic of the last part will be a very useful construction: the blow-up of a
scheme in a closed subscheme. It is given by an explicit description using the language of
projective spectra developed in the first part of the chapter.
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Projective spectrum of a graded algebra

Projective spectra of graded algebras will be defined by a gluing process generalizing the
construction of projective space by gluing copies of affine spaces.

(13.1) Graded rings and graded modules.

Graded rings and graded algebras.

A graded ring is a ring A endowed with a direct sum decomposition A =
⊕

d≥0Ad of
abelian groups such that AdAe ⊆ Ad+e for all d, e ≥ 0. Then A is an A0-algebra. If R is
any ring, a graded ring A is called graded R-algebra, if A0 is an R-algebra (equivalently,
A is an R-algebra and RAd = Ad for all d).

If A and B are graded R-algebras, a graded R-algebra homomorphism ϕ : A→ B is an
R-algebra homomorphism such that ϕ(Ad) ⊆ Bd for all d ≥ 0.

For a graded R-algebra and for an integer δ ≥ 0 we set A(δ) :=
⊕

d≥0Adδ.This is again
a graded R-algebra.

Graded modules and homogeneous submodules.

Let A be a graded ring. A graded A-module is an A-module M together with a decom-
position M =

⊕
d∈ZMd of abelian groups such that AdMe ⊆ Md+e for all d ≥ 0 and

e ∈ Z.
The elements of Ad (or Md) are called homogeneous of degree d. For a homogeneous

element 0 6= a ∈ Ad its degree d is denoted by deg a. An arbitrary element x ∈ A
(resp. x ∈ M) has a unique expression as a finite sum x =

∑
d xd, where xd ∈ Ad

(resp. xd ∈Md). The xd are called the homogeneous components of x.
A homomorphism M → N of graded A-modules is an A-linear map u : M → N such

that u(Md) ⊆ Nd for all d. More generally, for k ∈ Z we call an A-linear map u : M → N
homogeneous of degree k if u(Md) ⊆ Nd+k for all d.

An A-submodule N of a graded A-module M is called homogeneous if the following
equivalent conditions are satisfied.
(i) N =

⊕
d(N ∩Md).

(ii) N is generated by homogeneous elements of M .
(iii) For every x ∈ N all its homogeneous components are again in N .
Then N (resp. M/N) is again a graded A-module with homogeneous summand Nd =
N ∩Md (resp. (M/N)d = Md/(N ∩Md)). The sum and the intersection of a family of
homogeneous submodules is again a homogeneous submodule (for the sum use (ii), for the
intersection (iii)). In particular, we may speak of the homogeneous submodule generated
by E, where E is a subset of M : It is the intersection of all homogeneous submodules
containing E or, equivalently, the submodule generated by all homogeneous components
of all elements of E.

A homogeneous ideal I of A is a graded submodule of A. Then A/I is again a graded
ring with (A/I)d = Ad/Id.
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Graded localization.

Let M be a graded A-module and let f ∈ A be a homogeneous element. Then the
localization Mf has a Z-grading where the homogeneous elements of degree d ∈ Z are the
elements of the form m/fn where m ∈M is homogeneous such that d = degm− n deg f .
The subgroup of elements of degree zero of Mf is denoted by M(f). Note that A(f) is a
subring of Af which acts on M(f). Thus M(f) is an A(f)-module.

Let f ∈ Ad be homogeneous of degree d > 0. Then there is a ring isomorphism

(13.1.1) A(f)
∼→ A(d)/(f − 1)A(d), a/fn 7→ a mod (f − 1),

where A(d) is the graded ring
⊕

e≥0Aed. The inverse isomorphism is given by sending
a ∈ Aed to a/fe.

Example 13.1. Let R be a ring. The polynomial ring A := R[X0, . . . , Xn] is a graded
R-algebra where Ad is the R-submodule of homogeneous polynomials of degree d. We
have R[X0, . . . , Xn](Xi) = R[X0

Xi
, . . . , XnXi ].

More generally, let M be any R-module. Then A := SymR(M) is a graded R-algebra.

Relevant prime ideals.

We set A+ :=
⊕

d≥1Ad. This is a homogeneous ideal. More generally, if I ⊆ A is a
homogeneous ideal, we set I+ := I ∩A+. This is again a homogeneous ideal.

A homogeneous prime ideal p ⊂ A is called relevant if it does not contain A+, i.e., if
p+ ( A+.

Proposition 13.2. Let A be a graded ring.
(1) Let p, p′ ⊂ A be relevant prime ideals. If p+ = p′+, then p = p′. A homogeneous ideal

I ( A+ is of the form p+ for some relevant prime ideal p of A if (and only if) for all
homogeneous elements a, b ∈ A+ \ I one has ab /∈ I.

(2) Let S ⊆ A+ be a non-empty subset such that s, t ∈ S implies st ∈ S (hence S ∪ {1} is
a multiplicative subset). Suppose that S does not contain every homogeneous element
of A+. Then the set of homogeneous ideals I ( A+ with S ∩ I = ∅ has maximal
elements and each such maximal element I is of the form p+ for a relevant prime
ideal p.

(3) Let I ⊆ A+ be a homogeneous ideal. Then rad(I)+ = rad(I) ∩ A+ is again a
homogeneous ideal. Moreover, rad(I)+ is the intersection of A+ and of all relevant
prime ideals containing I.

Proof. (1). Let I ( A+ be a homogeneous ideal and let f ∈ A+ \ I be homogeneous. If
I is of the form p+ we necessarily have

p0 = { a ∈ A0 ; fra ∈ Ir deg f for all r ≥ 1 }.

This already shows the uniqueness assertion in (1). It remains to show that Ĩ := p0 ⊕ I is
a prime ideal. It is immediate that Ĩ is an ideal. Let g, g′ ∈ A \ Ĩ. Write g and g′ as sum
of homogeneous elements g = g0 + · · ·+ gh and g′ = g′0 + · · ·+ g′h′ . As Ĩ is homogeneous,

it suffices to show that ghg
′
h′ /∈ Ĩ. If h 6= 0 6= h′, this follows from the hypothesis on I. If

h = 0 (resp. h′ = 0) we multiply gh (resp. g′h′) with a power of f and again we can apply
the hypothesis on I.
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(2). The existence of maximal elements follows from Zorn’s lemma applied to the
ordered set of ideal I ( A+ with I ∩ S = ∅. This set is non-empty because S does not
contain every homogeneous element of A+. To prove the second assertion in (2) we use (1).
Let a, b ∈ A+ \ I be homogeneous elements. By the maximality of I, both I + (a) and
I + (b) meet S. Thus we find i, j ∈ I and f, g ∈ A such that h := (i + fa)(j + gb) ∈ S.
But if ab were in I, then h ∈ I which is not possible because I ∩ S = ∅.

(3). It suffices to show that rad(I) is the intersection a of all relevant prime ideals
containing I (then rad(I) and hence rad(I)+ are homogeneous). We may replace A by A/I
and can therefore assume I = 0. Clearly we have rad I ⊆ a. Conversely, if f /∈ rad(I), then
an ideal maximal among those properly contained in A+ and not meeting {1, f, f2, . . . }
is a relevant prime ideal by (2). Thus f is not contained in the intersection of all relevant
prime ideals.

Remark 13.3. More generally, fix integers k, δ ≥ 1 and set A++ :=
⊕

d≥k Adδ. This is
again a homogeneous ideal (depending on k and δ). A homogeneous prime ideal p ⊂ A
is relevant if and only if p does not contain A++ (if x ∈ A+ \ p is homogeneous, then
xkδ ∈ A++ \ p). A similar proof (using more complicated notation depending on k and
δ) then shows that all the assertions of Proposition 13.2 remain true if we replace ( )+

everywhere by ( )++.

(13.2) Projective spectrum.

Let A be a graded ring. We attach to A a scheme ProjA, called the projective spectrum
of A as follows.

ProjA as a topological space.

Let ProjA be the set of relevant prime ideals p of A (i.e., of homogeneous prime ideals of
A that do not contain A+). We endow ProjA with a topology by taking as closed sets
the sets

V+(I) := { p ∈ ProjA ; p ⊇ I },

where I ⊆ A+ is a homogeneous ideal of A. Clearly we have
⋂
i V+(Ii) = V+(

∑
i Ii),

V+(I) ∪ V+(J) = V+(I ∩ J), V+(A+) = ∅, and V+(0) = ProjA. Therefore these sets form
indeed the closed sets of a topology on ProjA. For a homogeneous element f ∈ A+ define
the open set D+(f) := (ProjA) \ V+(f). In other words, D+(f) is the set of p ∈ ProjA
with f /∈ p.

By construction, ProjA is a subset of SpecA. If a ⊆ A is an arbitrary ideal, then
V (a) ∩ Proj(A) = V+(ah), where ah is the homogeneous ideal generated by a. This shows
that ProjA carries the topology induced from SpecA.

Using Proposition 13.2 the same arguments as for the topology on SpecA show that
analogous results of Sections (2.1) and (2.2) hold for ProjA by considering only relevant
prime ideals instead of arbitrary prime ideals and only homogeneous ideals contained in
A+ instead of arbitrary ideals. Some statements are collected in the following proposition.

Proposition 13.4. Let A be a graded ring. For a subset Y ⊆ ProjA define

I+(Y ) := (
⋂
p∈Y

p) ∩A+.
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(1) If I ⊆ A+ is a homogeneous ideal, then I+(V+(I)) = rad(I)+. If Y ⊆ ProjA is a
subset, then V+(I+(Y )) = Y .

(2) The maps Y 7→ I+(Y ) and I 7→ V+(I) define mutually inverse, inclusion reversing
bijections between the set of homogeneous ideals I ⊆ A+ such that I = rad(I)+ and
the set of closed subsets of ProjA.

Via this bijection, the closed irreducible subsets correspond to ideals of the form
p+, where p is a relevant prime ideal.

(3) If I ⊆ A+ is a homogeneous ideal, then V+(I) = ∅ if and only if rad(I)+ = A+. In
particular ProjA = ∅ if and only if every element in A+ is nilpotent.

(4) The sets D+(f) for homogeneous elements f ∈ A+ form a basis of the topology of
ProjA.

(5) Let (fi)i be a family of homogeneous elements fi ∈ A+ and let I be the ideal generated
by the fi. Then

⋃
iD+(fi) = ProjA if and only if rad(I)+ = A+.

The open subspaces D+(f) (for f ∈ A+ homogeneous) can be described as follows. Note
that D+(f) = D(f) ∩ ProjA. Let us prove that the continuous map D(f) = SpecAf →
SpecA(f), p 7→ p ∩A(f) restricts to a homeomorphism

(13.2.1) ψf : D+(f)
∼→ SpecA(f), p 7→ p(f)

Indeed, if q ⊆ A(f) is a prime ideal, set pn := { a ∈ An ; adeg f/fn ∈ q } for n ≥ 0 and
define θf (q) :=

⊕
n pn. Using Proposition 13.2 (1) it is immediate that θf is an inverse

to ψf . It remains to show that ψf is open. Let g ∈ A+ be a homogeneous element with
D+(g) ⊆ D+(f) (equivalently, g ∈ rad(f)+). Then for p ∈ D+(f) we have

(13.2.2)

p ∈ D+(g)⇔ ∃ r, s ≥ 1 : gr/fs /∈ pAf

⇔ ∀ r, s ≥ 1 : gr/fs /∈ pAf

⇔ g(f) := gdeg f/fdeg g /∈ p(f).

This shows ψf (D+(g)) = D(g(f)) and in particular that ψf is open.

ProjA as a scheme.

We define a sheaf of rings on X := ProjA by

(13.2.3) Γ(D+(f),OX) := A(f)

for f ∈ A+ homogeneous. For g ∈ A+ homogeneous with D+(g) ⊆ D+(f) we let the
restriction homomorphism be the canonical homomorphism A(f) → (A(f))g(f)

= A(g)

(with g(f) defined as in (13.2.2)). This defines a ringed space which we denote again by
ProjA.

Proposition 13.5. The ringed space X = ProjA is a separated scheme.

Proof. By definition we have (D+(f),OX |D+(f)) ∼= SpecA(f) for every homogeneous
element f ∈ A+. This shows that ProjA is a scheme. To prove that ProjA is separated,
it suffices to remark that D+(f) ∩D+(g) = D+(fg) is affine and that the multiplication
A(f) ⊗A(g) → A(fg) is surjective (Proposition 9.15).
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Let R be a ring and let A be a graded R-algebra, i.e., we are given a ring homomorphism
ϕ : R→ A0. For a homogeneous element f ∈ A+, the ring A(f) is an R-algebra and for
D+(g) ⊆ D+(f) the restriction homomorphisms A(f) → A(g) are R-algebra homomor-
phisms. This shows that ProjA is a scheme over SpecR. In particular, ProjA is always a
scheme over SpecA0.

Example 13.6. The fundamental example is of course the projective space. Let R be a
ring and A = R[X0, . . . , Xn] the polynomial ring graded by the degree of homogeneous
polynomials. Then PnR = ProjR[X0, . . . , Xn] with D+(Xi) = SpecR[X0/Xi, . . . , Xn/Xi]
for all i = 0, . . . , n.

Functoriality of ProjA.

Let A be a graded ring. The first kind of functoriality is the observation that we may
“thin out” A and “change A0” without changing the scheme ProjA. More precisely:

Remark 13.7. Fix integers k, δ ≥ 1 and define a new graded ring A′ by A′0 = Z, A′d := 0
for 0 < d < k and A′d := Adδ for d ≥ k. By Remark 13.3, p 7→ p ∩A′ defines a bijection
ProjA → ProjA′. For any homogeneous element f ∈ A+ we find fkδ ∈ A′. But it is
clear that D+(f) = D+(fkδ) and it is easy to see that A(f) = A′(fkδ). Thus we have an

isomorphism
ProjA

∼→ ProjA′.

The second kind of functoriality is with respect to homomorphisms of graded rings. Let
R be a ring. If ϕ : A→ B is a homomorphism of graded R-algebras, the inverse image of
a relevant prime ideal of B is in general not a relevant prime ideal of A. Thus ProjA is
not functorial in A with respect to arbitrary homomorphisms of graded R-algebras. But
there is a unique morphism of R-schemes

Projϕ : G(ϕ)→ ProjA,

where G(ϕ) ⊆ ProjB is the open subscheme

(13.2.4) G(ϕ) := { q ∈ Proj(B) ; ϕ−1(q) 6⊃ A+ } =
⋃

f ∈ A+ homogeneous

D+(ϕ(f))

such that the restriction of Projϕ to D+(ϕ(f)) (for f ∈ A+ homogeneous) is the morphism
D+(ϕ(f))→ D+(f) corresponding to the morphism A(f) → B(ϕ(f)) induced by ϕ.

The following properties follow directly from the definitions.

Proposition 13.8. Let ϕ : A→ B be a graded R-algebra homomorphism and denote by
aϕ := Projϕ : G(ϕ)→ ProjA the associated morphism of R-schemes.
(1) Let f ∈ A+ homogeneous. Then aϕ−1(D+(f)) = D+(ϕ(f)). In particular, aϕ is an

affine morphism.
(2) Let ϕ be surjective. Then G(ϕ) = ProjB and Projϕ : ProjB → ProjA is a closed

immersion which induces an isomorphism ProjB
∼→ ProjA/Ker(ϕ).

(13.3) Properties of ProjA.

Let R be a ring and let A be a graded R-algebra. We are interested in properties of the
R-scheme ProjA.
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Lemma 13.9.
(1) A subset E ⊆ A+ of homogeneous elements generates A+ as an ideal if and only if E

generates A as an A0-algebra.
(2) The ideal A+ is finitely generated if and only if A is an A0-algebra of finite type.
(3) The ring A is noetherian if and only if A0 is noetherian and A is an A0-algebra of

finite type.

Proof. (1). The condition is clearly sufficient. Conversely, we show by induction on d
that Ad is the A0-module generated by products of elements in E of degree ≤ d. As E
generates A+ as an ideal, we have Ad =

∑d−1
i=0 Ai(E ∩ Ad−i). Applying the induction

hypothesis we are done.
(2). A finite generating set S ⊆ A+ of the ideal A+ (resp. of the A0-algebra A) exists

if and only if a finite generating set E ⊆ A+ of homogeneous elements of the ideal
A+ (resp. of the A0-algebra A) exists: We can take for E the set of all homogeneous
components of all elements of S. Therefore (2) follows from (1).

(3). The condition is sufficient by Hilbert’s basis theorem (Proposition B.34). If A
is noetherian, A0 = A/A+ is noetherian and A+ is finitely generated. Thus A is an
A0-algebra of finite type by (2).

Lemma 13.10. Let A be a graded ring that is a finitely generated A0-algebra and let M
be a graded A-module that is a finitely generated A-module.
(1) For all n ∈ Z the A0-module Mn is finitely generated and there exists an integer n0

such that Mn = 0 for all n ≤ n0.
(2) There exists an integer n1 and an integer d > 0 such that AdMn = Mn+d for all

n ≥ n1.
(3) For every integer δ > 0 the algebra A(δ) :=

⊕
d≥0Adδ is a finitely generated A0-

algebra.

The proof will show that we can choose for d in (2) the least common multiple of
(deg fi)i if f1, . . . , fr ∈ A+ generate A as A0-algebra.

Proof. Let f1, . . . , fr ∈ A+ be homogeneous elements that generate A as A0-algebra and
set di := deg fi > 0. Let x1, . . . , xs ∈ M be homogeneous elements that generate the
A-module M and set nj := deg xj . Then every element in Mn is an A0-linear combination
of elements of the form

fα1
1 . . . fαrr xj , nj +

∑
i

αidi = n, αi ≥ 0.

This shows (1). Let d be the least common multiple of the di and set gi := f
d/di
i . Then

deg gi = d for all i. Let E be the finite set of elements of the form fβ1

1 . . . fβrr xj with
0 ≤ βi < d/di for all i. Let n1 be the maximal degree of the elements in E. Then for n ≥ n1

every element in Mn+d is a linear combination of elements in E where the coefficients are
monomials of positive degree in the gi. This shows (2).

Similarly as in the proof of (1) one sees that the ideal A
(δ)
+ is finitely generated. This

implies (3) by Lemma 13.9.

To study the properties of the R-scheme ProjA we may replace A0 by R without
changing the R-scheme ProjA (Remark 13.7).
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Remark 13.11. Let R be a ring and let A be a finitely generated graded R-algebra with
A0 = R. Then there exists a finitely generated graded R-algebra A′ with A′0 = R which
is generated by finitely many elements of A′1 such that the R-schemes ProjA and ProjA′

are isomorphic: Indeed, applying Lemma 13.10 (2) to M = A we find an integer δ > 0
and an integer d1 ≥ 1 such that Adδ = (Aδ)

d for all d ≥ d1. We set A′ := R⊕
⊕

d≥1(Aδ)
d.

By Remark 13.7 we find ProjA ∼= ProjA′.

Proposition 13.12. Let A be a graded R-algebra with A0 = R such that A+ is generated
by finitely many elements. Then there exists a closed immersion of R-schemes ProjA ↪→
PnR for some n ≥ 0. In particular ProjA is of finite type over R. If R is noetherian,
ProjA is noetherian.

Proof. Using Remark 13.11 we may in addition assume that A is generated as R-algebra
by finitely many elements f0, . . . , fn ∈ A1. Then the homomorphism of R-algebras
R[X0, . . . , Xn]→ A, Xi 7→ fi, is surjective and graded. Thus Proposition 13.8 shows that
we obtain a closed immersion ProjA ↪→ ProjR[X0, . . . , Xn] = PnR.

With the notion of projectivity introduced below in Definition 13.68, Proposition 13.12
means that ProjA is projective over R.

(13.4) Quasi-coherent sheaves attached to graded modules.

Let A be a graded ring and set X = ProjA. Similarly as in the affine case, where the
category of quasi-coherent OSpecR-modules is equivalent to the category of R-modules,

we will define a functor M 7→ M̃ from the category of graded A-modules to the category
of quasi-coherent OX -modules. However, this functor is not an equivalence of categories
(see Theorem 13.20, though).

Let M be a graded A-module. If f, g ∈ A+ are homogeneous elements we have by
Proposition 13.4

D+(g) ⊆ D+(f)⇔ V+(f) ⊆ V+(g)⇔ g ∈ rad(Af)+ ⇔ f/1 ∈ (Ag)
×.

Thus there is a unique Af -module homomorphism Mf → Mg extending the identity
on M . This homomorphism is graded and thus induces an A(f)-module homomorphism
ρ(g,f) : M(f) →M(g).

Proposition 13.13. Let M be a graded A-module. There exists on X = ProjA a unique
quasi-coherent OX-module M̃ such that Γ(D+(f), M̃) = M(f) for every homogeneous
element f ∈ A+ and such that the restriction maps are given by ρ(g,f).

Proof. The uniqueness is clear because the D+(f) form a basis of the topology. More-
over, if M̃ exists, M̃ |D+(f) is the quasi-coherent module (M(f))

∼ on D+(f) = SpecA(f)

corresponding to the A(f)-module M(f). But it is easy to check that these sheaves can be
glued together.

In particular we find Ã = OX .

Remark 13.14. For any homogeneous element f ∈ A+ we have a functor M 7→ (M(f))
∼

from the category of graded A-modules to the category of quasi-coherent OD+(f)-modules
which is exact and commutes with direct sums, filtered inductive limits, and tensor
products (Proposition 7.14). This shows that M 7→ M̃ defines an exact covariant functor
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from the category of graded A-modules to the category of quasi-coherent OProjA-modules
which commutes with direct sums, filtered inductive limits, and tensor products.

This functor is not faithful: Let M be a graded A-module such that there exists an
n ∈ Z with Md = 0 for all d ≥ n. Then M(f) = 0 for all f ∈ A+ homogeneous and hence

M̃ = 0.

Of vital importance are the quasi-coherent OX -modules OX(n), called Serre’s twisting
sheaves, that are defined as follows. For n ∈ Z and a graded A-module M we define a
new graded A-module M(n) by M(n)d := Mn+d for all d ∈ Z. In particular we have the
graded A-module A(n). Define

(13.4.1) OX(n) := Ã(n).

Let d > 0 be an integer and f ∈ Ad. Then for any multiple n = dk of d, the map
A(f) = (Af )0 → A(n)(f) = (Af )n which is given by multiplication with fk is an

isomorphism. This shows that the multiplication with f−k yields an isomorphism

(13.4.2) OX(n)|D+(f)
∼→ OX |D+(f).

If A+ is generated by A1, we have ProjA =
⋃
f∈A1

D+(f). Therefore we find:

Proposition 13.15. Let A be a graded ring such that A+ is generated by A1 and set
X = ProjA. Then OX(n) is an invertible OX-module for all n ∈ Z.

From now on we will make for our study of quasi-coherent modules on X = ProjA the
following assumption:

A is generated as an A0-algebra by A1.

Equivalently, by Lemma 13.9, A+ is generated as ideal by A1. We say then briefly that A
is generated in degree 1. We can also express this by saying that there is an isomorphism
of graded A0-algebras A ∼= A0[(Ti)i∈I ]/a, where A0[(Ti)i] is graded by the usual degree
of polynomials and where a is a graded ideal. If the ideal A+ is generated by finitely
many elements in A1, we can choose I to be finite. If A is a finitely generated A0-algebra
(which is very often the case), the hypothesis that A is generated by A1 is harmless by
Remark 13.11.

Set εf,g = f−ngn ∈ Γ(D+(f) ∩ D+(g),OX)× = A×(fg) for f, g ∈ A1. Then (εf,g) is a

Čech 1-cocycle on the open affine covering U = (D+(f))f∈A1 of ProjA. The associated
line bundle is OX(n) (Section (11.6)). This also shows that we have for all n,m ∈ Z
isomorphisms

(13.4.3) OX(m)⊗OX OX(n)
∼→ OX(n+m).

There are homomorphisms of A0-modules

(13.4.4) αn : An → Γ(X,OX(n)) for all n ∈ Z

that are defined for f ∈ A1 by αn(a)|D+(f) := a/fn (these elements of Γ(D+(f),OX)
differ on D+(f)∩D+(g) by gn/fn and therefore glue together to a section of Γ(X,OX(n))).
Using the isomorphism (13.4.2) the homomorphism αn can also be defined by

αn(a)|D+(g) := a/1 ∈ A(n)(g) = Γ(D+(g),OX(n))

for every homogeneous element g ∈ A+.
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Example 13.16. Let R be a ring, A = R[T0, . . . , Td] and X = ProjA = PdR. Then
OX(n) is the line bundle associated to the cocycle (T−ni Tnj )i,j on (D+(Ti))i. If R = k
is a field, we recover the line bundles OX(n) defined in Example 11.45. The calculation
of Γ(X,OX(n)) in that example did use only the cocycle description of OX(n) and thus
works for an arbitrary ring R. It shows that for an arbitrary ring R and all n ∈ Z the
homomorphism αn (13.4.4) is an isomorphism

(13.4.5) R[T0, . . . , Td]n
∼→ Γ(PdR,OPdR(n)).

Example 13.17. Let R be an integral domain and let f ∈ A := R[T0, . . . , Td] be a nonzero
homogeneous polynomial of degree n > 0. Let V+(f) ⊂ P := PdR be the corresponding
closed subscheme. Then the multiplication with f yields an injective homomorphism
A(−n) → A of graded A-modules with cokernel A/(f). Passing to the attached quasi-
coherent modules we obtain an exact sequence of quasi-coherent OP -modules

(13.4.6) 0→ OP (−n)→ OP → OV+(f) → 0,

where we consider OV+(f) as a quasi-coherent OP -module with support in V+(f).

Remark 13.18. Recall that in Section (7.11) for an invertible sheaf L on a scheme X
and for a section s ∈ Γ(X,L ) we defined the open subset Xs(L ) as the set of points
x ∈ X where s(x) 6= 0. If X = ProjA for a graded ring A and f ∈ An, then we have

(13.4.7) D+(f) = Xαn(f)(OX(n)).

Indeed, let us call the right hand side Xf . We have X =
⋃
g∈A1

D+(g). Therefore (13.4.7)
is implied by the equality (for all g ∈ A1)

Xf ∩D+(g) = {x ∈ Spec(A(g)) ; (f/gn)(x) 6= 0 } = D+(f) ∩D+(g).

(13.5) Graded modules attached to quasi-coherent sheaves.

We continue to assume that all graded rings A are generated in degree 1. Set X = ProjA.
For every OX -module F we define

(13.5.1) F (n) := F ⊗OX OX(n).

Then (13.4.3) implies that F (n)⊗ OX(m) ∼= F (n+m). For each graded A-module M

we then have M̃(n) = M̃(n).
We now define a functor from the category of OX -modules to the category of graded

A-modules by

(13.5.2) Γ∗(F ) :=
⊕
n∈Z

Γ(X,F (n)).

For a ∈ Ad and x ∈ Γ(X,F (n)) define ax ∈ Γ(X,F (n+ d)) as the image of αd(a)⊗ x in
Γ(X,OX(d)⊗F (n)) = Γ(X,F (n+ d)). This makes Γ∗(F ) into a graded A-module and
we obtain the desired functor.
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Remark 13.19. If A+ is generated by finitely many elements of A1, the projective
spectrum X = ProjA is isomorphic to a closed subscheme of PnA0

(Proposition 13.12), in
particular X is quasi-compact and separated. Let f ∈ Ad and let F be a quasi-coherent
OX -module. Then there is an isomorphism

(13.5.3) σ : Γ(D+(f),F )
∼→ Γ∗(F )(f).

Indeed, set s := αd(f) ∈ Γ(X,OX(d)). Then we have Xs(OX(d)) = D+(f) (13.4.7) and
for t′ ∈ Γ(Xs(OX(d)),F ) there exists by Theorem 7.22 (2) an integer n > 0 such that
t′ ⊗ s⊗n can be extended to a section t ∈ Γ(X,F (nd)). We set σ(t′) := t/fn ∈ Γ∗(F )(f).
Then σ is well defined and injective by Theorem 7.22 (1). The surjectivity of σ is clear.

We will now define functorial homomorphisms α : M → Γ∗(M̃) and β : Γ∗(F )∼ → F .
We start with the definition of α for a graded A-module M . For this we generalize the
homomorphism (13.4.4) to a homomorphism of graded A-modules

(13.5.4) α = αM : M → Γ∗(M̃)

that is defined as follows. Fix x ∈Mn. For all f ∈ Ad define αfn(x) := x/1 ∈ (M(f))n =

M(n)(f) = Γ(D+(f), M̃(n)). It is easy to check that these local sections glue together to

a section αn(x) ∈ Γ(X, M̃(n)). We obtain a homomorphism of abelian groups αn : Mn →
Γ(X, M̃(n)), and α =

⊕
αn is a homomorphism of graded A-modules. Clearly, α is

functorial in M .
To define β, let F be an OX -module and let M be the A-module Γ∗(F ). Let f ∈ Ad

(d > 0) and define a homomorphism of A(f)-modules
(13.5.5)
βf : Γ(D+(f), M̃) = M(f) → Γ(D+(f),F ), x/fn 7→ (x|D+(f))(αdn(fn)|D+(f))

−1.

Here we have x ∈Mnd = Γ(X,F (nd)) and αdn(fn) is a section in Γ(X,OX(nd)) whose
restriction to D+(f) = D+(fn) is invertible by (13.4.7). It is easy to see that these
homomorphisms are compatible with restrictions from D+(f) to D+(fg) for all g ∈ Ae
(e > 0) and we obtain a functorial homomorphism of OX -modules

(13.5.6) β = βF : Γ∗(F )∼ → F .

We cannot expect α and β to be isomorphisms in general: Otherwise the functors
M 7→ M̃ and F → Γ∗(F ) would be equivalences of categories; but we have already
seen in Remark 13.14 that M 7→ M̃ will never be faithful (except in trivial cases).
But if we restrict to a subcategory of the category of graded A-modules (and to the
case that X = ProjA is quasi-compact) we obtain an equivalence. Thus call a graded
A-module Msaturated if α : M → Γ∗(M̃) is an isomorphism and let (A-GrModsat) be
the full subcategory of saturated graded A-modules. Let (X-QCoh) be the category of
quasi-coherent OX -modules.

Theorem 13.20. Let A be a graded ring such that A+ is generated by finitely many
elements of A1 and let X = ProjA. Then the functors

(A-GrModsat)
M 7→M̃ // (X-QCoh)

Γ∗(F)←7F
oo

are mutually quasi-inverse and define therefore an equivalence of categories.
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Proof. We first show that β : Γ∗(F )∼ → F is an isomorphism for all quasi-coherent
OX -modules F . But βf (13.5.5) is by definition the inverse of the isomorphism (13.5.3)
for all f ∈ Ad. This shows that β is an isomorphism.

It remains to show that M := Γ∗(F ) is a saturated A-module for every quasi-coherent
OX -module F . But it is immediate that the composition

M
α−−−−→ Γ∗(M̃)

Γ∗(β)−−−−→M

is the identity. As we have already seen that Γ∗(β) is an isomorphism, α is an isomorphism.

Remark 13.21. Assume that A is noetherian and that A+ is generated by finitely many
elements of A1. Then X = ProjA is a noetherian scheme (Proposition 13.12). In Volume II
we will see that one can describe the category of coherent OX -modules as follows. Let
C be the abelian category of finitely generated graded A-modules and let C′ be the full
subcategory of modules in C which are finitely generated as A0-modules. Then M 7→ M̃
yields an equivalence between the quotient category C/C′ (in the sense of [Sch] 19.5.4))
and the abelian category of coherent sheaves on X.

Proposition 13.22. Let A be a graded ring such that A+ is generated by f1, . . . , fr ∈ A1,
let X = ProjA and let F be a quasi-coherent OX -module of finite type. Then there exists
an n0 ∈ Z such that the following assertion holds. For all n ≥ n0 there exists a surjection
Ok
X → F (n) for some k ≥ 0 (dependent on n).

Proof. For all i = 1, . . . , r we may choose finitely many sections t′ij ∈ Γ(D+(fi),F ) that
generate F |D+(fi). By Theorem 7.22 we find an integer n0 (which we may choose to be
independent of i and j) such that fni t

′
ij extends to a section tij ∈ Γ(X,F (n)) for all

n ≥ n0. These global sections define a homomorphism u : Ok
X → F (n) whose restriction

to D+(fi) is surjective for all i. Hence u is surjective.

(13.6) Closed subschemes of projective spectra.

Lemma 13.23. Let A be a graded ring such that A+ is generated by finitely many
elements of A1 and set X = ProjA. Let M be a graded A-module and let G ⊆ M̃ be a
quasi-coherent OX-submodule. Then there exists a homogeneous submodule N ⊆M such
that Ñ = G . If M is saturated, we can choose N to be saturated.

Proof. Let α : M → Γ∗(M̃) be the homomorphism (13.5.4) and let P be its image. Then
P̃ is the image of α̃ which is an isomorphism M̃ → Γ∗(M̃)∼ and hence P̃ = M̃ .

Set N := α−1(Γ∗(G )). The restriction of α to N yields an injective homomorphism
Ñ → Γ∗(G )∼ = G whose image is (Γ∗(G ) ∩ P )∼ = G ∩ P̃ = G because the functor ( )∼

is exact.
IfM is saturated, i.e., α is an isomorphism, then N → Γ∗(G ) = Γ∗(Ñ) is an isomorphism.
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Proposition 13.24. Let A be a graded ring such that A+ is generated by finitely many
elements of A1, let X = ProjA and let Z ⊆ X be a closed subscheme of X. Then there
exists a homogeneous ideal IZ ⊆ A not containing A+ such that Z = ProjA/IZ . If A is
saturated as a graded A-module, we may choose IZ to be saturated and then IZ is the
unique saturated homogeneous ideal of A such that Z = ProjA/IZ .

Proof. Let I ⊆ OX be the quasi-coherent ideal defining Z and let IZ ⊆ A be the
homogeneous ideal such that Ĩ = I constructed in Lemma 13.23. Then Z = ProjA/IZ by
Proposition 13.8. If A is saturated, then IZ can be chosen to be saturated by Lemma 13.23.
The uniqueness assertion follows from Theorem 13.20.

Remark 13.25. By going through the construction of the ideal IZ in the proof of
Proposition 13.24 one easily checks that IZ has the following more explicit description.
Let f1, . . . , fn ∈ A1 be generators of A+. Then Z∩D+(fi) is a closed subscheme of D+(fi)
and corresponds to an ideal ai ⊆ A(fi). For all d ≥ 0 we set

Id := { a ∈ Ad ; a/fdi ∈ ai for all i }.

Then IZ =
⊕

d Id.

By far the most important examples are closed subschemes of projective space. Here
we can say more and give some geometric interpretations:

Remark 13.26. For A = R[T0, . . . , Tn] for a ring R (and thus ProjA = PnR), then A is
saturated as a graded A-module by Example 13.16. For any closed subscheme Z of PnR
we have Z = ProjA/J where J ⊆ A is a homogeneous ideal. By Proposition 13.24 there
exists a unique saturated ideal I = IZ such that Z = ProjA/I. It is called the saturation
of J . It can be described explicitly as

I = J sat := { f ∈ A ; ∃N ≥ 0 ∀i : TNi f ∈ J }.

As I is saturated, αI yields for all d ∈ Z an isomorphism

(13.6.1) Id
∼→ Γ(PnR,I (d)),

where I ⊆ OPnR is the quasi-coherent ideal defining Z.
Consider now the case that R = k is a field. Then we may express Proposition 13.24 by

saying that any closed subscheme Z of Pnk is the intersection of hypersurfaces. Moreover,
the finite-dimensional k-vector space Id consists of those homogeneous polynomials of
degree d in k[T0, . . . , Tn] that vanish on Z. Thus a nonzero element of Id defines a
hypersurface of Pnk of degree d containing Z and two such elements define the same
hypersurface if and only if they differ by an element of k×. We obtain a bijection

(13.6.2)

{
hypersurfaces of degree d

containing Z

}
↔ (Γ(Pnk ,I (d)) \ {0})/k×

(13.7) The projective spectrum of a quasi-coherent algebra.

Similarly as the construction of the (affine) spectrum Spec can be globalized from a ring
to a quasi-coherent algebra (Section (11.2)), we will now globalize the construction of the
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projective spectrum Proj to graded quasi-coherent algebras. Then the previous results
about ProjA and about quasi-coherent modules on ProjA can be generalized to this
globalized situation. Usually we will state only the results but will not give details of the
proofs.

Thus let S be a scheme. A graded quasi-coherent OS-algebra is a quasi-coherent OS-
algebra A together with a decomposition into OS-submodules A =

⊕
d≥0 Ad such that

AdAe ⊆ Ad+e for all integers d, e ≥ 0.
We say that a graded quasi-coherent OS-algebra A is of finite type if there exists

an open affine covering (Ui)i of S such that Γ(Ui,A ) is a finitely generated Γ(Ui,OS)-
algebra for all i (equivalently, Γ(U,A ) is a finitely generated Γ(U,OS)-algebra for all
open affine subschemes U of S). Moreover, A is said to be generated by A1 if there exists
an open affine covering (Ui)i of S such that the Γ(Ui,OS)-algebra Γ(Ui,A ) is generated
by Γ(Ui,A1) (equivalently, the Γ(U,OS)-algebra Γ(U,A ) is generated by Γ(U,A1) for all
open affine subschemes U of S).

Let A be an arbitrary graded quasi-coherent OS-algebra. Then for every open affine
subscheme U ⊆ S,

Γ(U,A ) =
⊕
d≥0

Γ(U,Ad)

is a graded algebra over Γ(U,OS) and we obtain a separated morphism of schemes
πU : Proj Γ(U,A )→ U . One checks that there is an S-scheme

π : Proj A → S

together with U -isomorphisms ηU : π−1(U)
∼→ Proj Γ(U,A ) for all open affine subschemes

U ⊆ S. Moreover, the S-scheme Proj A together with the isomorphisms ηU are unique
up to unique isomorphism of S-schemes. We omit the details. The morphism π is always
separated (as this can be checked locally on S). The S-scheme Proj A is called the
projective spectrum of the graded quasi-coherent OS-algebra A .

Set X := Proj A . Again there is an exact functor M 7→ M̃ from the category of graded
quasi-coherent A -modules to the category of quasi-coherent OX -modules. In particular,
we can define the OX -modules OX(n) := A (n)∼.

Remark 13.27. The formation of Proj A is compatible with base change: Let g : S′ → S
be a morphism of schemes. Then we have

(13.7.1) Proj(g∗A ) ∼= (Proj A )×S S′.

Let g′ : X ′ := Proj(g∗A ) → X := Proj A be the projection and let M be a graded

quasi-coherent A -module. Then (g∗M )∼ ∼= g′∗(M̃ ). In particular OX′(n) ∼= g′∗OX(n)
for all n ∈ Z.

Proposition 13.28. Let L be an invertible OS-module and let AL be the graded quasi-
coherent OS-algebra

⊕
d≥0 Ad ⊗L ⊗d. Set XL := Proj AL and let π′ : XL → S be the

structure morphism. There is an isomorphism of S-schemes

gL : XL
∼→ X = Proj A .

such that OXL (n) = g∗L OX(n)⊗ π′∗(L ⊗n) for all n ∈ Z.
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Proof. If L = OS , gOS is given by the natural isomorphism A
∼→ AL . In general, we

set X ′ = XL and A ′ = AL . Let (Ui)i be an open covering of S such that there exist
isomorphism ti : L |Ui

∼→ OS |Ui for all i. Set Ai := A |Ui and A ′i := A ′|Ui . Identifying

L |Ui and OS |Ui via ti we obtain isomorphisms ϕi : Ai
∼→ A ′i . Any other choice of

isomorphisms L |Ui
∼→ OS |Ui differs from ti by an invertible section fi ∈ Γ(Ui,O

×
S ) and

L is given by the Čech 1-cocycle (fif
−1
j ). The corresponding isomorphism Ai → A ′i

differs from ϕi by multiplication with fdi in degree d. This does not change the induced
isomorphism gi : Proj A ′i

∼→ Proj Ai. Hence these local isomorphisms glue together to
a global isomorphism gL . On the OX′-module OX′(n) the change of the ti induces
multiplication with fni . Thus OX′(n) differs from g∗L OX(n) by an invertible sheaf given
by the cocycle (π′∗i (fni )π′∗j (f−nj )), where π′i : Proj A ′i → Ui is the structure morphism.

This means OXL (n) = g∗L OX(n)⊗ π′∗(L ⊗n).

If A is a graded quasi-coherent OS-algebra generated by A1, set X = Proj A , and let
π : X → S be the structure morphism. Then OX(n) is invertible for all n ∈ Z and there
is a homomorphism of A0-modules

(13.7.2) αn : An → π∗(OX(n))

which is a globalization of (13.4.4).
Again there is a functor F 7→ Γ∗(F ) from the category of quasi-coherent OX -modules

to the category of graded A -modules given by

(13.7.3) Γ∗(F ) :=
⊕
n∈Z

π∗F (n),

where F (n) = F ⊗OX OX(n).
The results of Section (13.5) can be globalized as follows.

Theorem 13.29. Let S be a scheme and let A be a graded quasi-coherent OS-algebra
generated by A1, where A1 is an OS-module of finite type. Set X = Proj A , and let
π : X → S be the structure morphism.
(1) For every quasi-coherent OX-module F there exists a functorial isomorphism of

OX-modules Γ∗(F )∼
∼→ F .

(2) Let S be quasi-compact and let F be a quasi-coherent OX -module of finite type. Then
there exists an integer n0 such that for all n ≥ n0 the canonical homomorphism
π∗(π∗F (n))→ F (n) (7.8.10) is surjective.

To relate Theorem 13.29 (2) and Proposition 13.22 we use the following result.

Proposition 13.30. Let f : X → S be a qcqs morphism and let F be a quasi-coherent
OX-module. Then the following assertions are equivalent.
(i) The canonical homomorphism f∗(f∗F )→ F (7.8.10) is surjective.
(ii) There is a quasi-coherent OS-module G and a surjective homomorphism f∗G � F .
(iii) For every open affine subscheme U ⊆ S, F |f−1(U) is generated by its global sections

over f−1(U).
If S is qcqs and if F is of finite type, these assertions are equivalent to
(ii’) There exists an OS-module G of finite presentation and a surjective homomorphism

f∗G � F .
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Proof. By Corollary 10.27, f∗F is quasi-coherent. Therefore (i) implies (ii). To show
that (ii) implies (iii), we may assume that S is affine. Then G is generated by its global
sections. Therefore f∗G and in particular F is generated by its global sections. To show
that (iii) implies (i) we may assume that S is affine and that F is generated by its global

sections. In other words we find a surjection v : f∗(O
(I)
S ) = O

(I)
X � F . But v factors in

f∗(O
(I)
S )→ f∗(f∗F )→ F which shows (i).

It remains to show that (ii) implies (ii’) if S is qcqs and if F is of finite type. By
Corollary 10.50 we can write G as filtered inductive limit of OS-modules Gi of finite
presentation. Then Lemma 10.47 implies (ii’).

(13.8) Projective bundles as projective spectra.

We have
PnS = Proj OS [X0, . . . , Xn] = Proj Sym((On+1

S )∨).

On the other hand, we also have seen in Section (8.8) that

PnS = P((On+1
S )∨).

We will generalize this identification now. Let E be a quasi-coherent OS-module. Its
symmetric algebra Sym E is a graded quasi-coherent OS-algebra which is generated in
degree 1. Let X := Proj(Sym E ) be its projective spectrum and π : X → S the structure
morphism.

The S-scheme Proj(Sym E ) is not changed if we tensor E with an invertible OS-module:

Lemma 13.31. Let L be an invertible OS-module. Then there is an S-isomorphism
i : X := Proj(Sym E )

∼→ Y := Proj(Sym(E ⊗L )) such that i∗OY (n) = OX(n)⊗π∗(L ⊗n)
for all n ∈ Z.

In particular we have Proj(Sym L ) ∼= Proj(Sym OS) = S.

Proof. There is a homomorphism Symn(E ⊗L ) → Symn E ⊗L ⊗n given on sections
over an open subset U by

(x1 ⊗ t1) . . . (xn ⊗ tn) 7→ (x1x2 · · ·xn)⊗ (t1 ⊗ · · · ⊗ tn).

This is an isomorphism: We can work locally on S and assume that L = OS ; then this is
clear. Therefore the Lemma follows from Proposition 13.28.

The homomorphism α1 : Sym1 E = E → π∗OX(1) (13.7.2) yields via adjointness
(Proposition 7.11) a homomorphism

(13.8.1) α]1 : π∗E → OX(1)

of OX -modules. We claim that α]1 is surjective. Indeed, let u : E ⊗OS Sym E → (Sym E )(1)

be the canonical homomorphism of graded (Sym E )-modules. Then we have α]1 = ũ.
Clearly u is surjective. This proves our claim.

On the other hand, recall the S-scheme p : P(E )→ S from Section (8.8): By definition
there is a surjective homomorphism p∗E � Luniv where Luniv is the “universal quotient
line bundle of E ”. More precisely, for every S-scheme f : T → S the map
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HomS(T,P(E ))→ {H ⊂ f∗E OT -submodule ; f∗E /H is a line bundle },
u 7→ Ker(u∗p∗E � u∗Luniv)

is bijective. In particular, we see that the surjective homomorphism (13.8.1) corresponds
to a morphism

(13.8.2) rE : Proj(Sym E )→ P(E )

of S-schemes such that r∗E Luniv = OX(1). We will show that this is an isomorphism:

Theorem 13.32. Let E be a quasi-coherent OS-module. The morphism rE (13.8.2) is
an isomorphism.

Proof. We define an inverse as follows. Let v : p∗E � L := Luniv be the universal
quotient bundle on P := P(E ). Functoriality of the symmetric algebra yields a surjective
homomorphism of quasi-coherent OP -algebras

ϕ = Sym(v) : Sym(p∗E ) = p∗(Sym E )→ Sym L =
⊕
d≥0

L ⊗d.

By (a globalization of) Proposition 13.8 we obtain a morphism

q : P = Proj(Sym L )
Projϕ−−−−→ Proj p∗(Sym E ) = Proj(Sym E )×S P → Proj(Sym E ),

where the first equality is the identification of Lemma 13.31 and where the last arrow
is the projection. It is not difficult (albeit somewhat lengthy) to see that q and rE are
inverse to each other.

From now on we will usually identify P := P(E ) and Proj(Sym E ) and denote the
universal quotient line bundle on P by OP (1).

We reformulate the theorem in a different form in the special case E = On+1
S which

will be useful when we study embeddings into projective space.

Corollary 13.33. Let X be an S-scheme. There is a natural bijection between the set
HomS(X,PnS) of morphisms from X to PnS and the set of isomorphism classes of tuples
(L , s0, . . . , sn), where L is a line bundle on X, and the si ∈ Γ(X,L ) are global sections
of L which generate L .

Proof. We view Pn+1 = P(On+1
S ) as the space of line bundle quotients of On+1

S , using
that the free sheaf On+1

S is self-dual. The corollary follows from the functorial description
of P(On+1

S ), because a tuple (L , s0, . . . , sn) as above is the same as a surjective homomor-
phism On+1

X � L . In particular, given a morphism X → PnS , we obtain the line bundle
L on X as the pull-back of OPnS (1), and the si as the pull-backs of the global sections of

OPnS (1) given by the universal projection On+1
PnS
� OPnS (1).

Remark 13.34. If S = Spec k, where k is a field, we can describe the map X(k)→ Pnk (k)
corresponding to the tuple (L , s0, . . . , sn) quite explicitly: Given x ∈ X(k), there is an
index i such that si(x) ∈ Lx ⊗OX,x κ(x) does not vanish, because the si generate L .
Therefore for each j there exists a unique element αj ∈ κ(x) = k such that sj(x) = αjsi(x).
We map x to (α0 : · · · : αn), and denote this point by (s0(x) : · · · : sn(x)). It is clear that
this point in Pn(k) does not depend on the choice of i.
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Remark 13.35. Let S be a scheme, let E be a quasi-coherent OS-module and let L be
an invertible OS-module. By Theorem 13.32 and Lemma 13.31 there exists an isomorphism

(13.8.3) i : P := P(E )
∼→ Q := P(E ⊗L )

such that i∗OQ(1) ∼= OP (1) ⊗ π∗L , where π : P → S is the structure morphism. If
f : T → S is an S-scheme, then (13.8.3) is given on T -valued points by the restriction of
the bijection

(13.8.4)
{OT -submodules of f∗E } ∼→ {OT -submodules of f∗(E ⊗L )},

U 7→ UL := U ⊗ f∗L .

Locally on S, the OT -modules U and UL are isomorphic. In particular U (resp. f∗E /U )
is locally free of rank e if and only if UL (resp. f∗(E ⊗L )/UL ) is locally free of rank e.
Here e ≥ 0 is some integer. Thus (13.8.4) induces also an isomorphism of S-schemes

(13.8.5) Grasse(E )
∼→ Grasse(E ⊗L ).

Remark 13.36. Let E be a finite locally free OS-module and let π : P := P(E )→ S be
the structure morphism. Then the canonical homomorphism

αd : Symd(E )→ π∗OP (d)

is an isomorphism for all d ∈ Z (and in particular π∗OP (d) = 0 for d < 0). Indeed, the
question is local on S and we may assume that S = SpecR is affine and that E = Ẽ,
where E is the R-module (Rn+1)∨ for some n. Then P = PnR and the claim follows from
Example 13.16.

(13.9) Affine cone.

In Section (1.21) we considered closed varieties X(k) ⊆ Pn(k) (k an algebraically closed
field). We defined the affine cone C(X)(k) of X(k) as the closure of π−1(X(k)) in An+1(k),
where π : An+1(k) \ {0} → Pn(k) is the morphism (x0, . . . , xn) 7→ (x0 : . . . : xn). We will
now explain how to generalize this construction using the language introduced above. We
remark that the variety X(k) corresponds to a scheme of the form X = V+(I) = ProjA,
where A = k[X0, . . . , Xn]/I for a homogeneous ideal I. Moreover, we have A0 = k.

Let S be a scheme and let A be a graded quasi-coherent OS-algebra such that A0 = OS .
Set

X := Proj A , C := C(A ) := Spec A .

The augmentation homomorphism A → A /A+ = A0 = OS is surjective and therefore
defines a closed immersion i : S = Spec OS ↪→ C. We set

C0 := C0(A ) := C \ i(S).

We call C the affine cone of A or, by abuse of language, of X, i(S) its vertex and the
open subscheme C0 the pointed affine cone of A or of X. The formation of X, C and
hence of C0 is compatible with arbitrary base change T → S.
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Proposition 13.37. There exists a surjective affine S-morphism π = πA : C0 → X which
is compatible with base change (i.e., πg∗A = πA ×S idT for every morphism g : T → S).

Moreover, if S = SpecR is affine and A = Ã, we have:
(1) For every homogeneous element f ∈ A+

π−1(D+(f)) = Cf

and the restriction of π to Cf corresponds to the injection A(f) ↪→ Af .
(2) For every f ∈ A1 the D+(f)-scheme Cf is isomorphic to D+(f)⊗R R[T, T−1].

Proof. Assume first that S = SpecR is affine and A = Ã. For a homogeneous element
f ∈ A+ let πf : Cf → D+(f) be the morphism corresponding to the inclusion A(f) ↪→ Af .
For every prime ideal p ⊂ A(f), pAf is a prime ideal of Af . This shows that πf is surjective.
Moreover, if g ∈ A+ is a second homogeneous element, then πf |Cfg induces the morphism
πfg. Thus we can glue the πf to an affine surjective morphism π : C0 → X (note that the
complement of

⋃
f Cf in C is V (A+) and hence

⋃
f Cf = C0).

If f is of degree 1, the homomorphism A(f)[T, T
−1]→ Af of A(f)-algebras, that sends

T to f/1, is bijective: It is clearly surjective. Let
∑u
d=−t bd(f/1)d = 0, where bd = ad/f

m

with ad ∈ A of degree m (we may choose m > 0 independent of d). Multiplying with a
sufficiently high power of f we find an integer k > t such that

∑
d f

d+kad = 0 ∈ A. As
the degrees of the summands are all different, we have fd+kad = 0 for all d and hence
bd = 0 in A(f). This shows (2).

The construction of π is clearly compatible with base change T → S and in particular
with localization on S. Thus if S is arbitrary, we can glue the locally constructed morphisms
to a global morphism πA .

Remark 13.38.
(1) If A is generated by A1 we thus find an open affine covering (Ui)i of X such that

π−1(Ui) ∼= A1
Ui
\ {0}. In particular π is surjective and smooth of relative dimension 1

in this case.
(2) If S is affine, C0 =

⋃
f Cf , where f runs through a set of elements in A+ which

generate an ideal whose radical is equal to A+ (Proposition 13.4 (5)).

Example 13.39. In the case that A = Sym E for a quasi-coherent OS-module E , we find
C = V(E ). Moreover, i : S → V(E ) is the zero section of V(E ). Denote by f : C → S the
structure morphism. By Proposition 11.4, the identity idC corresponds to a homomorphism

(13.9.1) u : f∗E → OC

of OC-bundles and C0 is the locus where u is surjective, i.e. C0 = C \ Supp(Cokeru).
The morphism π : C0 → X = P(E ) corresponds via the universal property of P(E )
(Section (8.8)) to the surjection u|C0 .
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Embeddings into projective space

Let S be a scheme. To study an S-scheme f : X → S it is often desirable to embed X
into projective space PnS . For instance, we have seen in Proposition 13.24 that closed
subschemes of PnS are always given locally on S as vanishing schemes of homogeneous
polynomials. We will start by proving the so-called fundamental theorem of elimination
theory, namely that PnS is proper over S (Theorem 13.40). In particular we see that to
embed X as a closed subscheme into PnS a necessary condition is that X is proper over S.

In Corollary 13.33 we have given a useful description of morphisms to projective
space. We will use this description here and identify morphisms X → PnS with tuples
(L , s0, . . . , sn). All the line bundles L appearing here obviously are generated by global
sections (which is not true for an arbitrary line bundle!). However, if we are interested
in closed embeddings of a proper S-scheme into projective space, much more must be
true (Proposition 12.93 and Proposition 12.94): The resulting map must be injective on
K-valued points (K some algebraically closed field over S), i.e., for any two distinct points

x, x′ ∈ X(K), with si(x), si(x
′) 6= 0, say, there must be an index j such that

sj(x)
si(x) 6=

sj(x
′)

si(x′)

– we say that the sections si must separate the points of X. Even this is not enough to
obtain an immersion. The si have to separate tangent vectors as well; see Remark 13.55
below.

The upshot is that a line bundle which gives rise to an embedding into projective space
must have very many global sections. Line bundles with this property are called very
ample; see Definition 13.44 below.

More specifically, we will investigate the following questions:
(1) An embedding of X into some projective bundle P(E ) is given by a surjection

u : f∗E � L , where L is some line bundle on X and where E is a quasi-coherent
OS-module. This yields an S-morphism ru : X → P(E ). From this point of view
we can ask which conditions on L ensure that there exists a u such that ru is an
immersion. This leads us to the definition of a very ample line bundle and is the topic
of Section (13.12).

(2) An embedding of a projective bundle P(E ) into projective space Pn is given by a
surjection On+1

S � E . This yields a closed immersion P(E ) ↪→ PnS . In fact, we may
identify P(E ) and P(E ⊗K ) for every line bundle K on S (Lemma 13.31). Thus
it suffices to find a surjection On+1

S � E ⊗K for some K . This leads us to the
definition of an ample line bundle and is the topic of Section (13.11).

As this terminology suggests, there is a relation between the notions of “ample” and of
“very ample” line bundles which will be proved in Theorem 13.62.

We will call f a quasi-projective (resp. projective) morphism if there exists an immersion
(resp. a closed immersion) X → PnS (at least if S is “not too big”, for arbitrary S this
naive definition of quasi-projectivity and projectivity is too special) and study these
properties in Section (13.15) below.

We conclude this part of the chapter with the study of schemes X that are quasi-compact
and isomorphic to an open subscheme of an affine scheme. Equivalently (Proposition 13.80)
every quasi-coherent OX -module is generated by its global sections in Section (13.16).
These schemes will be called quasi-affine.
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(13.10) Projective schemes are proper.

A crucial property of projective space, and hence of all closed subschemes of projective
space, is that they are proper.

Theorem 13.40. Let S be a scheme, and n ≥ 0. Then the projective space PnS is proper
over S.

Proof. As PnS is separated and of finite type over S, we only have to show that PnS → S is
universally closed. We have PnT = T ×S PnS for every morphism T → S. Thus it suffices
to show that PnT → T is closed for every scheme T . This question is local on T and we
may assume that T is affine. Thus it suffices to show that f : PnS → S is closed, where
S = SpecR is affine.

Set A := R[T0, . . . , Tn] and let Z ⊆ PnR be a closed subspace. We endow Z with
some structure of a closed subscheme. Then Z = V+(I) for a homogeneous ideal I ⊂ A
(Proposition 13.24).

Let s ∈ S \ f(Z). Write B = κ(s)[T0, . . . , Tn] and let Ī be the image of I in B. By
hypothesis, the intersection f−1(s) ∩ V+(I) is empty. This implies that the fiber product
f−1(s)×PnR V+(I) is empty, and this fiber product can be identified with Specκ(s)×R
V+(I) ∼= V+(Ī) ⊆ Pnκ(s) by Remark 13.27. Using Proposition 13.4 (3), we see B+ ⊆ rad(Ī).

This implies that for d suitably large, we have Bd = Īd, i.e., (Ad/Id)⊗ κ(s) = 0.
Denote by p ⊂ R the prime ideal corresponding to s. As Ad/Id is a finitely generated

R-module whose fiber over s is 0, the stalk (Ad/Id)p vanishes by Nakayama’s Lemma. As
the support of the finitely generated R-module Ad/Id is closed, we find an h ∈ R \ p such
that hAd ⊆ Id. In particular we find hT di ∈ Id for all i, which shows that D(h)∩f(Z) = ∅.
As h ∈ R \ p, D(h) is an open neighborhood of s. This proves that S \ f(Z) is open.

This theorem is really a non-trivial result, and is sometimes called the fundamental
theorem of elimination theory. As illustration and applications, we mention Exercise 13.14,
Exercise 13.9, Section (13.17) on conic projections, and Theorem 14.132.

Corollary 13.41. Let S be a scheme, let X be a closed subscheme of PnS, and let Y be
an S-scheme which is separated over S. Then every S-morphism f : X → Y is proper.

Proof. As PnS is proper over S, every closed subscheme X is proper over S. Therefore f
is proper by Proposition 12.58 (3).

Corollary 13.42. Let S be a scheme and let E be a quasi-coherent OS-module of finite
type. Then P(E ) is proper over S.

Proof. As properness can be checked locally on the target, we may assume that S is
affine. Then there exists a surjective homomorphism On

S � E . It corresponds to a closed
immersion P(E ) ↪→ P(On

S ) ∼= Pn−1
S . As Pn−1

S is proper, it follows that P(E ) is proper.

(13.11) Ample line bundles.

Let X be a scheme and let F be a quasi-coherent OX -module of finite type. We would
like to find criteria when it is possible to find an immersion i : P(F )→ PnX for some n.
As P(F ) is proper over X (Corollary 13.42), i is closed if it exists.
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Remark 13.43. If X is quasi-compact and F is generated by its global sections, we
find a surjection On+1

X � F (Lemma 10.47) and hence there exists a closed immersion
P(F ) ↪→ P(On+1

X ) ∼= PnX .
If X is affine, then every quasi-coherent OX -module is generated by its global sections.

The line bundle OP (1) on a projective bundle P = P(E ) has the property that for
every finitely generated quasi-coherent OP -module F there exists n ≥ 0 such that
F (n) := F ⊗ OP (1)⊗n is generated by global sections (Proposition 13.22). This is a
property of line bundles which is generally very interesting, and which leads us to the
following definition (recall that the notions “invertible module” and “line bundle” are
synonymous for us).

Definition 13.44. Let X be a qcqs scheme. An invertible OX -module L is called ample
if for every quasi-coherent OX-module F of finite type there exists an integer n0 such
that F ⊗L ⊗n is generated by its global sections for all n ≥ n0.

Example 13.45. Let A be a graded ring such that A+ is generated by finitely many
elements in A1 and set X := ProjA. Then Proposition 13.22 shows that the line bundles
OX(d) are ample for d ≥ 1.

Consider the particular case X = PNR for a ring R and for an integer N > 0. We claim
that OX(d) is not ample for d ≤ 0. If d < 0, we have Γ(X,OX(d)) = 0 by Example 13.16.
Therefore there exists no n > 0 such that OX(d)⊗n = OX(nd) is generated by its global
sections. In particular OX(d) cannot be ample. If the structure sheaf OX itself were
ample, every quasi-coherent OX -module F of finite type would be generated by its global
sections. But we have just seen that this is not the case for F = OX(−1).

Recall that if f ∈ Γ(X,L ) is a global section, we defined in Section (7.11) the open
subset

Xf := Xf (L ) = {x ∈ X ; f(x) 6= 0 in the fiber L (x) }.

Remark 13.46. Let X be a scheme and let L be a line bundle on X.
(1) Let f1, . . . , fr ∈ Γ(X,L ) be global sections and denote by u : Or

X → L the corre-
sponding homomorphism of OX -modules. Then

⋃r
i=1Xfi = X \ (Supp Cokeru). In

particular u is surjective (i.e., the fi generate L ) if and only if X =
⋃r
i=1Xfi .

(2) For every section f ∈ Γ(X,L ) let uf : OX → L be the corresponding homomor-
phism. Then Assertion (1) implies that the restriction of uf to Xf is surjective. By
Corollary 8.12 we obtain an isomorphism

(13.11.1) uf |Xf : OX |Xf
∼→ L |Xf .

(3) Let M be a second line bundle on X, and let f ∈ Γ(X,L ) and g ∈ Γ(X,M ) be
global sections. Then Xf (L ) ∩Xg(M ) = Xf⊗g(L ⊗M ). In particular Xf = Xf⊗d

for all d ≥ 1.
(4) Via the isomorphism X ∼= Proj(

⊕
d≥0 L ⊗d) (Lemma 13.31), Xf is identified with

D+(f) for all f ∈ Γ(X,L ⊗d) and d ≥ 1.
(5) For all f ∈ Γ(X,L ) the open immersion Xf ↪→ X is an affine morphism (Exam-

ple 12.4 (4)). In particular, Xf is quasi-compact if X is quasi-compact.
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If X is affine, then any invertible OX -module and in particular OX is an ample line
bundle. For f ∈ Γ(X,OX) the open subset Xf is the principal open subset D(f). The
following proposition characterizes ample line bundles in terms of the associated “principal
open sets”. Similarly as the structure sheaf of an affine scheme, ample line bundles (and
their tensor powers) have many sections, so that there are “many” associated principal
open sets.

Proposition 13.47. Let X be a qcqs scheme and let L be an invertible OX-module.
Then the following assertions are equivalent.
(i) L is ample.
(ii) For every quasi-coherent ideal I ⊆ OX of finite type there exists an integer n ≥ 1

such that I ⊗L ⊗n is generated by its global sections.
(iii) The open subsets Xf for f ∈ Γ(X,L ⊗n) and n > 0 form a basis of the topology of

X.
(iv) There exists an integer d ≥ 1 and finitely many sections fi ∈ Γ(X,L ⊗d) such that

Xfi is affine for all i and such that X =
⋃
iXfi .

Proof. It is clear that (i) implies (ii).
(ii) ⇒ (iii). Let x ∈ X be a point and let U be an open affine neighborhood of x. Let

I be a quasi-coherent ideal of OX that defines a closed subscheme of X whose underlying
subspace is X \ U . We may assume that I is of finite type (if X is noetherian, this is
automatic, otherwise use Exercise 10.29). Then (ii) implies that there exists an integer
n > 0 and f ∈ Γ(X,I ⊗L ⊗n) ⊆ Γ(X,L ⊗n) such that f(x) 6= 0. Then x ∈ Xf ⊆ U .

(iii) ⇒ (iv). Let x ∈ X be a point and let U be an open affine neighborhood of x such
that there exists an isomorphism η : L |U ∼= OU . By (iii) we find an f ∈ Γ(X,L ⊗n) such
that x ∈ Xf ⊆ U . But Xf = D(η(f |U )) which shows that Xf is affine. Therefore there

exists a finite open affine covering (Xfi)i of X with fi ∈ Γ(X,L ⊗di). Replacing fi by a
suitable power (which does not change Xfi) we may assume that all integers di are equal
to the same d.

(iv) ⇒ (i). Let F be a quasi-coherent OX -module of finite type. For n ∈ Z we set
F (n) := F ⊗L ⊗n. By (iv) there exist an integer d ≥ 1 and a finite open affine covering
(Xfi)i of X with fi ∈ Γ(X,L ⊗d). As Xfi is affine, F |Xfi is generated by finitely many
sections gij ∈ Γ(Xfi ,F ). By Theorem 7.22 there exists an integer m0 such that gij ⊗ fmi
can be extended to a section in Γ(X,F (dm)) for all m ≥ m0. As there are only finitely
many gij ’s, we may choose m0 independent of i and j. Therefore F (dm) is generated by
its global sections for all m ≥ m0. Repeating the same argument for F (k) with 0 < k < d
shows that there exists an integer mk such that F (k)(md) = F (k + md) is generated
by its global sections for all m ≥ mk. This shows that we can find an integer n0 such
that F (n) is generated by its global sections for all n ≥ n0 (e.g., we can choose n0 as the
maximum of the dmk).

In Volume II we will see cohomological characterizations of ample line bundles which
generalize Serre’s criterion 12.35 for affine schemes.

Any ample line bundle on X defines an open embedding of X into some projective
spectrum: Let X be a qcqs scheme, set R := Γ(X,OX), and let q : X → S := SpecR
be the canonical morphism (Remark 3.7). Let F be a quasi-coherent OX -module. By
Corollary 10.27 its direct image q∗F is quasi-coherent. It corresponds to the R-module
Γ(S, q∗F ) = Γ(X,F ). Thus via adjointness the identity Γ(X,F )∼ → q∗F corresponds
to a homomorphism of OX -modules
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(13.11.2) q∗(Γ(X,F )∼)→ F .

Now let L be an invertible OX -module. We set Ad := Γ(X,L ⊗d) and A =
⊕

d≥0Ad.

This is a graded R-algebra. The homomorphisms (13.11.2) for L ⊗d and d ≥ 0 then yield
a homomorphism

(13.11.3) ϕ : q∗(Ã)→
⊕
d≥0

L ⊗d = Sym(L ).

We have Proj q∗(Ã) = ProjA×S X (13.7.1). By functoriality of Proj (Proposition 13.8)
we obtain a morphism of S-schemes r : G(ϕ)→ ProjA, where

G(ϕ) =
⋃

f∈A+

Xf ⊆ X = Proj(Sym L ).

For f ∈ A+ homogeneous we have r−1(D+(f)) = Xf and the restriction of r to Xf

yields a morphism rf : Xf → D+(f) which on global sections induces the isomorphism

A(f)
∼→ Γ(Xf ,OX) given by Theorem 7.22. Therefore rf is an isomorphism if Xf is affine.

Now assume that L is ample. Let E be the set of those homogeneous elements f ∈ A+

such that Xf is affine. Then (Xf )f∈E is a covering of X (Proposition 13.47). Thus r
yields an isomorphism

(13.11.4) X
∼→ P 0 :=

⋃
f∈E

D+(f) ⊆ ProjA

and P 0 is an open subscheme of ProjA. In particular, r is an open immersion. In fact we
have more precisely:

Proposition 13.48. Let X be a qcqs scheme, let L be an ample invertible OX-module.
Then the above morphism

r : X → Proj
⊕
d≥0

Γ(X,L ⊗d)

is a quasi-compact schematically dominant open immersion.

In particular the existence of an ample line bundle on X implies that X is separated.

Proof. As (D+(f))f∈A+
is an open affine covering of ProjA and as r−1(D+(f)) = Xf

is quasi-compact for all f ∈ A+ by Remark 13.46 (5), r is quasi-compact. Therefore
the restrictions rf are open quasi-compact immersions as well for all f ∈ A+. In par-
ticular (rf )∗OXf is a quasi-coherent OD+(f)-module (Corollary 10.27). It follows that

r[f : OD+(f) → (rf )∗OXf is a homomorphism of quasi-coherent modules on the affine

scheme D+(f) which induces on global sections the isomorphism A(f)
∼→ Γ(Xf ,OX).

Hence r[f is an isomorphism and in particular rf is schematically dominant for all f ∈ A+.
This shows that r is schematically dominant.

Proposition 13.49. Let X be a qcqs scheme and let L be an ample OX-module. For
every finite subset Z of X and for every open neighborhood U of Z there exist an integer
n > 0 and a section f ∈ Γ(X,L ⊗n) such that Xf is an affine neighborhood of Z contained
in U .
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Proof. Using Proposition 13.48 we consider X as an open subscheme of P := ProjA
with A =

⊕
d≥0 Γ(X,L ⊗d). Let Y be the complement of U in P . Then Y is of the form

V+(I) for a homogeneous I ⊂ A not containing A+ (Proposition 13.24). The points of
Z correspond to relevant prime ideals p1, . . . , pn of A which do not contain I. By prime
ideal avoidance (Proposition B.2 (2)) there exists a homogeneous element f ∈ I+ which
is not contained in the union of the pi. Then Z ⊂ D+(f) ⊆ U and Xf = D+(f).

Proposition 13.50. Let X be a qcqs scheme, L and L ′ invertible OX -modules.
(1) Let n > 0 be an integer. Then L is ample if and only if L ⊗n is ample.
(2) If L is ample, then there exists an integer n0 such that L ⊗n ⊗L ′ is ample and

generated by its global sections for all n ≥ n0.
(3) If L is ample and if there exists an integer n′ > 0 such that L ′⊗n

′
is generated by

its global sections, L ⊗L ′ is ample.
(4) If L and L ′ are ample, L ⊗L ′ is ample.

Assertion (3) can be further generalized, see Exercise 13.11.

Proof. Assertions (1) and (3) follow from (iii) of Proposition 13.47: For (1) it suffices
to remark that Xf = Xf⊗n . Let us show (3). Let x ∈ X be a point and let U be an
open neighborhood of x. As L is ample, there exist n > 0 and f ∈ Γ(X,L ⊗n) with
x ∈ Xf ⊆ U . As L ′⊗n

′
is generated by its global sections, we find f ′ ∈ Γ(X,L ′⊗n

′
) such

that f ′(x) 6= 0. Set g := f⊗n
′ ⊗ f ′⊗n ∈ Γ(X, (L ⊗L ′)⊗nn

′
). Then x ∈ Xg ⊆ Xf ⊆ U

which shows that L ⊗L ′ is ample. Assertion (4) follows from (3).
It remains to show (2). As L is ample, there exists an integer m0 > 0 such that

L ′ ⊗L ⊗m is generated by its global sections for all m ≥ m0. Therefore (3) shows that
we can take n0 = m0 + 1.

Proposition 13.51. Let X be a qcqs scheme and let i : Z → X be a quasi-compact
immersion (e.g., if X is noetherian and i is an arbitrary immersion). If L is an ample
OX-module, i∗L is an ample OZ-module.

A much more general version of stability of ampleness under pull back will be proved
in Proposition 13.83.

Proof. For f ∈ Γ(X,L ⊗n) set f ′ := i∗(f) ∈ Γ(Z, (i∗L )⊗n) (7.8.11). Then we have
Xf ∩ Z = Zf ′ . Thus we conclude by Proposition 13.47 (iii).

(13.12) Immersions into projective bundles; very ample line bundles.

Let S be a scheme. To study an S-scheme f : X → S it is often desirable to embed X into
the projective space PnS or, more generally, into a projective bundle P := P(E ), where
E is a quasi-coherent OS-module. Such an embedding i might not always exist, but if
it does, we know that it is given by a surjection f∗E � L , where L is an invertible
OX -module (Section (8.8)). In this case we have L ∼= i∗OP (1). This leads to the following
definition.
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Definition 13.52. Let f : X → S be a morphism of finite type. An invertible OX -module
L is called very ample for f or over S if there exists an open covering (Uα) of S and
for all α a Uα-immersion iα : Xα := f−1(Uα) ↪→ Pα := PnαUα for some nα ≥ 0 such that
L |Xα

∼= i∗αOPα(1).

In other words, we call the line bundle L very ample if it is locally on S the inverse
image of O(1) under an immersion into Pn.

Let f : X → S be a morphism of finite type. If there exists a very ample line bundle on
X, then X can be embedded locally on S into PnS . The converse does not hold in general:
Even if X can be embedded locally on S into PnS , these embeddings are not necessarily
given by sections of a single line bundle.

Remark 13.53. Let f : X → S be a morphism of finite type, let S′ → S be a morphism,
and let L be an invertible OX -module. Set X ′ := X ×S S′, let f ′ : X ′ → S′ be the base
change of f , and let g : X ′ → X be the projection. If L is very ample for f , then g∗L is
very ample for f ′. Indeed, as the question is local on S, we may assume that there exists
an immersion i : X → P := PnS such that i∗OP (1) ∼= L . Then g∗L ∼= (i× idS′)

∗OP ′(1),
where P ′ = PnS′ = PnS ×S S′. Thus g∗L is very ample.

Let f : X → S be a separated morphism of finite type and let L be an invertible
OX -module. Let (t0, . . . , tn) be a family of global sections ti ∈ Γ(X,L ) corresponding to
a homomorphism u : f∗On+1

S = On+1
X → L . We set E := On+1

S . If the sections ti generate
L (i.e., if u is surjective), we obtain an S-morphism (not necessarily an immersion)

(13.12.1) ru : X → P(E ) ∼= PnS .

If u is not surjective, we will still get a morphism from an open subscheme of X to PnS :
The induced homomorphism of graded OX -algebras ϕ := Sym(u) defines a morphism

Projϕ : G(u)→ P(f∗E ) = P(E )×S X,

where G(u) := G(ϕ) ⊆ P(L ) = X is (the globalization of) the open subscheme defined
in (13.2.4). Denote the composition of Projϕ with the projection P(f∗E )→ P(E ) by r.

If u is surjective, then G(u) = X and r = ru is the corresponding morphism (13.12.1).
In general, G(u) is the locus where u is surjective, i.e., G(u) is the complement of
Supp(Coker u).

We will make r more explicit on k-valued points (k some field over S). Replacing X by
X ×S Spec k and PnS by Pnk , r is given by (see Remark 13.34)

X(k) 3 x 7→ (t0(x) : . . . : tn(x)) ∈ Pn(k),

where (t0(x) : . . . : tn(x)) is defined as follows. Choose an open neighborhood U of x and
an isomorphism ηU : L |U

∼→ OU . Then ηU (ti|U )(x) ∈ k and

(t0(x) : . . . : tn(x)) := (ηU (t0|U )(x) : . . . : ηU (tn|U )(x))

is a point in Pn(k) which is independent of the choice of ηU . In this case the set of k-valued
points of G(u) is the complement of {x ∈ X(k) ; ti(x) = 0 for all i }.

Let us return to the general situation. Even if u is surjective (i.e., the ti generate L ),
ru will not necessarily be an immersion. There is the following criterion.
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Lemma 13.54. In the discussion above assume that S = SpecR is an affine scheme.
Assume that there is a subset J ⊆ {0, . . . , n} such that
(a)

⋃
j∈J Xtj = X (i.e., the sections tj for j ∈ J generate L ),

(b) Xtj is affine for all j ∈ J ,
(c) for all j ∈ J the sections (ti|Xtj )(tj |Xtj )−1 (i = 0, . . . , n) generate Γ(Xtj ,L ) =

Γ(Xtj ,OX) (13.11.1) as an R-algebra.
Then the morphism r corresponding to (t0, . . . , tn) is an immersion. If J can be chosen
as {0, . . . , n}, then r is a closed immersion.

The criteria (a), (b), and (c) for J = {0, . . . , n} for r to be a closed immersion are also
necessary (Exercise 13.10).

Proof. We identify PnS with P := ProjR[T0, . . . , Tn] such that r−1(D+(Ti)) = Xti for
all i = 0, . . . , n. For all j ∈ J , the restriction rj : Xtj → D+(Tj) of r is then a mor-
phism of affine schemes which induces on global sections a homomorphism of R-algebras
ϕj : Γ(D+(Tj),OP ) � Γ(Xtj ,OX) ∼= Γ(Xtj ,L ) with ϕj(Ti/Tj) = (ti|Xtj )(tj |Xtj )−1.

Therefore ϕj is surjective by condition (c) and rj is a closed immersion. It follows that r
factors into a closed immersion X =

⋃
j∈J Xtj → U :=

⋃
j∈J D+(Tj) followed by the open

immersion U ↪→ P . In particular, r is an immersion which is closed if J = {0, . . . , n}.

Remark 13.55. If X is a scheme that is proper over an algebraically closed field k, we
also have the geometric characterization Proposition 12.94 of closed immersions. Thus
a tuple (L , t0, . . . , tn) yields a closed immersion r : X ↪→ Pnk if and only if the following
three conditions are satisfied.
(1) The sections ti must generate L : For all x ∈ X(k) there exists an i with ti(x) 6= 0

(so that we obtain a morphism r : X → Pnk ).
(2) The ti must separate points: Let V ⊆ Γ(X,L ) be the k-subvector space generated by

the ti. Then for all x, x′ ∈ X(k) there exists t ∈ V such that t(x) = 0 and t(x′) 6= 0,
or vice versa (so that r is injective on k-valued points).

(3) The ti must separate tangent vectors: For all x ∈ X(k) the set { t ∈ V ; t(x) = 0 }
generates mxLx/m

2
xLx

∼= mx/m
2
x (so that the map induced by r on the dual of

tangent spaces is surjective).

If S is “not too big”, a very ample line bundle yields a global embedding into a projective
bundle.

Proposition 13.56. Let S be qcqs and let f : X → S be a morphism of finite type. Let
L be an invertible OX-module. Then the following assertions are equivalent.
(i) L is very ample with respect to f .
(ii) f∗L is quasi-coherent, the canonical homomorphism u : f∗f∗L → L is surjective,

and the corresponding S-morphism r : X → P(f∗L ) is an immersion.
(iii) There exists an OS-module E of finite presentation and a quasi-compact immersion

i : X → P := P(E ) of S-schemes such that L ∼= i∗OP (1).
(iv) There exists a graded quasi-coherent OS-algebra A such that A1 is an OS-module of

finite type which generates A and there exists a quasi-compact open schematically
dominant immersion j : X → P ′ := Proj A such that L ∼= j∗OP ′(1).

(v) For every open affine subscheme U of S there exists an integer n ≥ 0 and an
immersion i : f−1(U)→ PnU of U -schemes such that L |f−1(U)

∼= i∗OPnU (1).
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As (i) and (ii) can both be checked locally on S, the equivalence of (i) and (ii) holds
for an arbitrary scheme S.

Proof. As f is quasi-compact by hypothesis, any S-morphism X → Y to a separated
S-scheme Y (e.g., Y = P(E ) in (iii), or Y = Proj A in (iv)) is quasi-compact (Proposi-
tion 10.3).

(v) ⇒ (i). This is clear.
(i) ⇒ (ii). All assertions in (ii) are local on S. Thus we may assume that S is affine

and that there exists an S-immersion r : X ↪→ P := P(On+1
S ) such that r∗OP (1) ∼= L .

Thus f is separated, and f∗L is quasi-coherent by Corollary 10.27. We denote by
u : f∗On+1

S = On+1
X � L the corresponding surjection. By adjunction of f∗ and f∗, the

homomorphism u factorizes into On+1
X → f∗(f∗L )→ L and the second homomorphism

is necessarily surjective. It yields an S-morphism r′ : X → P(f∗L ) = Proj(Sym Γ(X,L )).
It remains to show that r′ is an immersion. Now u corresponds to sections t0, . . . , tn ∈
Γ(X,L ) = Γ(S, f∗L ) and we have r′−1(D+(ti)) = Xti . We obtain a factorization of the
immersion r|Xti

Xti

r′|Xti−−→ D+(ti)→ D+(Ti)

for all i. Thus r′|Xti is an immersion. As the Xti cover X, we see that r′ is an immersion.
(ii) ⇒ (iii). By Corollary 10.50 we may write f∗L as filtered inductive limit of

OS-modules Eλ of finite presentation. By Lemma 10.47 there exists an index λ0 such
that the composition f∗Eλ → f∗f∗L � L is surjective for all λ ≥ λ0. We obtain
S-morphisms rλ : X → P(Eλ). It suffices to show that there exists an index λ1 ≥ λ0 such
that rλ is an immersion for all λ ≥ λ1.

As S is quasi-compact, this is a local question on S and thus we may assume that
S = SpecR is affine. Then P(f∗L ) = ProjA, where A = SymR Γ(X,L ). As f is of finite
type, X is quasi-compact, and there exist finitely many ti ∈ Γ(X,L ) = Γ(S, f∗L ) such
that (Xti)i is an open affine covering and such that

ri := r|Xti : Xti → D+(ti)

is a closed immersion. It corresponds to a surjective R-algebra homomorphism

ϕi : Γ(D+(ti),OP(f∗L ))→ Bi := Γ(Xti ,OX)

As X is of finite type over S, the R-algebra Bi is generated by finitely many elements bij .
Thus there exists an integer m > 0 and sij ∈ Am such that ϕi(t

−m
i sij) = bij (we choose

m sufficiently large such that it works for all i and j).
By hypothesis, A is the filtered inductive limit of graded algebras Aλ := SymR Γ(S,Eλ).

Thus there exists an index λ1 and, for all λ ≥ λ1, homogeneous elements tλi and sλij of

Aλ that are sent to ti and sij , respectively, under Aλ → A. Then r−1
λ (D+(tλi )) = Xti and

the restriction Xti → D+(tλi ) of rλ is a morphism of affine schemes which is surjective on
global sections. Therefore rλ is an immersion.

(iii) ⇒ (iv). As remarked above, the immersion i is quasi-compact. Therefore there
exists a factorization of i over an open schematically dominant immersion j : X → Z, where
Z ⊆ P(E ) is a closed subscheme (Remark 10.31). By (a globalization of) Proposition 13.24,
Z = Proj A with A ∼= Sym E /I for a homogeneous quasi-coherent ideal I . As Sym E
is generated by its degree 1 component E , we see that A is of the desired form.

(iv) ⇒ (v). We may assume that S is affine. Then we can find a surjection E � A1,
where E is a free OS-module of finite type. The surjective homomorphism of graded
OS-algebras Sym E � Sym A1 � A yields a closed immersion Proj A ↪→ P(E ) ∼= PnS .
This shows (v).
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We also note the following compatibilities of very ample line bundles with respect to
tensor products.

Proposition 13.57. Let f : X → S be a morphism of finite type, and let L and L ′ be
invertible OX-modules.
(1) Assume that L is very ample for f and that there exists locally on S a quasi-coherent

OS-module E ′ and a surjection u : f∗E ′ � L ′. Then L ⊗L ′ is very ample for f .
(2) If L and L ′ are very ample for f , L ⊗L ′ is very ample for f .

Proof. (1). We can assume that S is affine and that there is a surjection u : f∗E ′ � L ′.
By Lemma 10.47 we may assume that E ′ is of finite type. Let i′ : X → P ′ := P(E ′) be the
S-morphism corresponding to u. As L is very ample, there exists also an S-immersion
i : X → P := P(E ) for some finite free OS-module E . Then (i, i′)S : X → P ×S P ′ is an S-
immersion. Composing (i, i′)S with the Segre embedding P×SP ′ ↪→ Q := P(E⊗E ′) (8.8.6)
we obtain an immersion i′′ : X ↪→ Q. As we have i∗OP (1) ∼= L and i′∗OP ′(1) ∼= L ′, the
definition of the Segre embedding shows i′′∗OQ(1) ∼= L ⊗L ′. Therefore L ⊗L ′ is very
ample.

(2). This follows from (1) because every very ample line bundle L ′ satisfies the
condition on L ′ in (1) by Proposition 13.56.

Remark 13.58. Let E be a quasi-coherent OS-module of finite type and let P := P(E )
be the corresponding projective bundle. By Proposition 13.56 the line bundle OP (1)
is very ample. Therefore its d-fold tensor power OP (d), d > 0 is also very ample by
Proposition 13.57.

To conclude this section, we compare the notions of ample and very ample line bundles
in the case of an affine base S.

Theorem 13.59. Let S = SpecR be an affine scheme, let f : X → S be a morphism of
finite type, and let L and L ′ be invertible OX-modules.
(1) If L is very ample for f , then L is ample.
(2) The following assertions are equivalent:

(i) The line bundle L is ample.
(ii) There exists an integer n > 0 such that L ⊗n is very ample for f .
(iii) For every line bundle L ′ on X there exists an integer n0 > 0 (depending on

L ′) such that L ′ ⊗L ⊗n is very ample for f for all n ≥ n0.

In Section (13.14) we will define a relative notion of ampleness and generalize this
theorem to arbitrary base schemes (Theorem 13.62).

Proof. (1). As L is very ample, we find an S-immersion i : X → P := PnS such that
L = i∗OP (1). As OP (1) is ample by Example 13.45, L is ample by Proposition 13.51.

(2). Clearly (iii) implies (ii). If L ⊗d is very ample, it is ample by (1). It follows that
L is ample by Proposition 13.50 (1). This proves that (ii) implies (i).

It remains to prove that (i) implies (iii). The assumptions imply that X is qcqs. As
a first step we show the implication “(i) ⇒ (ii)”. Since L is ample, replacing L by
some power L ⊗d for some d ≥ 1 we may assume that there exist sections fi ∈ Γ(X,L )
(i = 1, . . . , r) such that (Xfi)i is an open affine covering of X (Proposition 13.47). Set
Ai := Γ(Xfi ,OX) = Γ(Xfi ,L ) (13.11.1). Let { aij ; j = 1, . . . , ki } be a set of generators
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of the R-algebra Ai. By Theorem 7.22 there exists for all i, j an integer nij ≥ 1 such that

aij⊗f
⊗nij
i extends to a global section bij ∈ Γ(X,L ⊗nij ). We may assume that all nij are

equal to some sufficiently large integer n. Then by Lemma 13.54 the global sections f⊗ni
(i = 1, . . . , r) and bij (i = 1, . . . , r; j = 1, . . . ki) define an immersion i : X ↪→ P := PNS
such that L ⊗n ∼= i∗OP (1).

Now let us show (iii) assuming (i). We have already shown that there exists an integer
d ≥ 1 such that L ⊗d is very ample. As L is ample, there exists an integer m0 such that
L ⊗n ⊗L ′ is generated by its global sections for all n ≥ m0. Using Proposition 13.57 (1)
we see that L ⊗n ⊗L ′ is very ample for all n ≥ d+m0.

(13.13) Linear systems.

Let R be a noetherian ring, and let i : X → PnR be a closed immersion. We outline a
slightly different (and more classical) view on this situation. Let L = i∗O(1). We have
the pull-back map (7.8.11)

i∗ : Γ(PnR,O(1))→ Γ(X,L ).

Each regular section H ∈ Γ(PnR,O(1)) corresponds to a hyperplane in PnR, and similarly,
each regular section s ∈ Γ(X,L ) gives rise to an effective Cartier divisor in the linear
equivalence class of divisors attached to L (cf. Corollary 11.30).

As explained in Remark 11.27, we can view effective Cartier divisors as subschemes
(which locally are the vanishing scheme of one regular element). Let us denote by DH ⊂ PnR
and Ds ⊂ X the closed subschemes corresponding to H and s as above, respectively.
We have X ⊆ H if and only if i∗(H) = 0, and otherwise Di∗(H) = i−1(H), where the
right hand side denotes the schematic inverse image of H, which we can also view as the
schematic intersection X ∩H.

For the rest of the discussion let us assume that R = k is a field, and that X is
geometrically integral over k. In particular one has Γ(X,OX) = k by Proposition 12.66.
As X is integral, a section s of a line bundle L on X is regular if and only if it is non-zero.
Further assume that i∗ is injective, i.e., that X is not contained in a hyperplane of Pnk .

Two non-zero sections s, s′ ∈ Γ(X,L ) give rise to the same closed subscheme if
and only if they differ by a global section of O×X , i.e., s′ = αs, α ∈ Γ(X,O×X) = k×

(Proposition 11.34). Therefore we can view the space of effective divisors in the linear
equivalence class of L as the projective space of all lines in Γ(X,L ), i.e., as the set
P(Γ(X,L )∨)(k).

The image of i∗, viewed as a linear subspace of P(Γ(X,L )∨), is called the linear system
attached to i. In general, any linear subspace of P(Γ(X,L )∨) is called a linear system of
L . The whole space P(Γ(X,L )∨)(k) is called the complete linear system associated with
L . A linear system is called base point free, if the intersection

⋂
D Supp(D), where D

runs through all closed subschemes attached to the divisors in the linear system, is empty.
The linear system attached to i is base point free.

Conversely, let L be a linear system of L corresponding to a subspace V ⊆ Γ(X,L ).
Then L is base point free if and only if for every (or, equivalently, for one) choice of
basis t0, . . . , tn of V the family t := (tj)0≤j≤n generates L , i.e. t defines a morphism
rt : X → P(V ). If we do this for the linear system attached to i we have, up to a linear
coordinate changes of Pnk , that i = rt.
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We see that the effective Cartier divisors in the linear system attached to i are precisely
the intersections of hyperplanes in Pnk with X. On the other hand, the embedding i is
“defined” by the choice of n+1 suitable linearly equivalent effective Cartier divisors (which
become the inverse images of the coordinate hyperplanes in Pnk ).

(13.14) Relatively ample line bundles.

We will now relate ample and very ample line bundles over arbitrary base schemes. We
first define the following relative notion of an ample line bundle.

Definition 13.60. Let f : X → S be a morphism of finite type. An invertible OX -module
L is called (relatively) ample for f or f -ample or S-ample if L |f−1(U) is an ample line
bundle for all open affine subschemes U of S.

If we want to stress that L is ample in the previous sense (Definition 13.44), we will
also say that L is absolutely ample.

Note that the existence of an f -ample line bundle implies that f is separated (Proposi-
tion 13.48).

Remark 13.61. Let f : X → S be a morphism of finite type and let L be an invertible
OX -module.
(1) As on an affine scheme all line bundles are ample, we see that all line bundles are

ample for f if f is an affine morphism.
(2) Proposition 13.51 shows that if L is ample for f and if i : Z → X is a quasi-compact

immersion, then i∗L is ample for f ◦ i.
(3) Let L be ample for f . The construction before Proposition 13.48 yields an open

quasi-compact schematically dominant immersion of S-schemes

(13.14.1) r : X ↪→ Proj
⊕
n≥0

f∗L
⊗n.

(4) Let f be quasi-separated and let L be absolutely ample. Then L is f -ample.
Indeed, then for every open affine subscheme U of S the inclusion f−1(U) ↪→ X is

quasi-compact (Remark 10.4) and thus L |f−1(U) is ample by Proposition 13.51.

We can now generalize Theorem 13.59 to the case where the base S is qcqs, but not
necessarily affine.

Theorem 13.62. Let f : X → S be a morphism of finite type, and let L and L ′ be
invertible OX-modules.
(1) If L is very ample for f , then L is ample for f .
(2) Assume that S is quasi-compact. Then the following assertions are equivalent.

(i) The line bundle L is ample for f .
(ii) There exists an integer n > 0 such that L ⊗n is very ample for f .
(iii) For every line bundle L ′ on X there exists an integer n0 > 0 (depending on

L ′) such that L ′ ⊗L ⊗n is very ample for f for all n ≥ n0.

Proof. (1). We may assume that S is affine, and the assertion follows from Theo-
rem 13.59 (1).

(2). Again, everything is easily reduced to the case that S is affine, so it is enough to
apply Theorem 13.59 (2).
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As an interesting consequence of the theorem, we note

Proposition 13.63. Let S be a scheme and let f : X → S be a morphism of finite type.
Let L be an invertible OX -module. Then L is f -ample if and only if there exists an open
covering (Uα) of S such that L |f−1(Uα) is (absolutely) ample for all α.

Proof. If L is f -ample, then the same is true for the restriction L |f−1(V ) for any open
subset V ⊆ S. Let U ⊆ S be an open affine subset. We have to show that L |f−1(U) is
ample. Replacing S by U and Uα by U ∩ Uα we may assume that S is affine. Since S is
quasi-compact, we may assume that the covering (Uα) is finite. Theorem 13.62 (2) implies
that there exists n > 0 such that each (L ⊗n)|f−1(Uα) is very ample for all α. Hence L ⊗n

is very ample for f , and hence L is f -ample (again by Theorem 13.62 (2)).

The proposition shows in particular that if S is affine, then L is ample if and only if
L is ample for f .

Proposition 13.64. Let f : X → S be a morphism of finite type and let L be an invertible
OX-module. Let g : S′ → S be a morphism of schemes. If L is ample for S, then g′∗(L )
is ample for the base change f ′ : X ′ := X ×S S′ → S′ of f , where g′ : X ′ → X is the
projection.

Proof. By Proposition 13.63 we may assume that S and S′ are affine. Then g′ is an
affine morphism. Thus if f ∈ Γ(X,L ⊗d) (d > 0) is a section such that Xf is affine,
g′−1(Xf ) = X ′g′∗(f) is affine, where g′∗(f) ∈ Γ(X ′, g′∗L ⊗n) is the pullback of f under g′.

Now use Proposition 13.47 (iv).

If f is of finite presentation, then Proposition 13.63 can be strengthened as follows
(Exercise 13.13). Let s ∈ S be a point and let j : X ×S Spec OS,s → X be the canonical
morphism. Then j∗L is ample if and only if there exists an open affine neighborhood U
of s such that L |f−1(U) is ample (the “if”-part follows from Proposition 13.64).

In Volume II we will see that this result may be strengthened considerably if f : X → S
is in addition proper: In this case L is ample over some open affine neighborhood U of s
if and only if the restriction L |Xs to the fiber over s is ample.

The property for a line bundle to be relatively ample is compatible with composition
of morphisms in the following sense.

Proposition 13.65. Let S be a quasi-compact scheme, let f : X → Y and g : Y → S
be morphisms of finite type. Let L be an f-ample OX-module and let K be a g-ample
OY -module. Then there exists an integer n0 such that L ⊗ f∗(K )⊗n is ample for g ◦ f
for all n ≥ n0.

Proof. As we can cover S by finitely many affine schemes, we may assume that S is affine.
The existence of L and of K implies that X is separated over Y and that Y is separated
over S. Therefore X and Y are quasi-compact separated schemes.

We find an integer d > 0 and finitely many sections t′i ∈ Γ(Y,K ⊗d) such that the Yt′i
form an open affine covering of Y (Proposition 13.47). Let ti ∈ Γ(X, f∗K ⊗d) be the pull
back of t′i (7.8.11). Then Xi := Xti = f−1(Yt′i) and the Xi cover X. As L |Xi is ample
(Proposition 13.51), there exist sections sij ∈ Γ(Xi,L ⊗mi) such that the (Xi)sij form an
affine covering of Xi. Replacing sij by a suitable power, we may also assume that all mi
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are equal to some integer m > 0. Using Theorem 7.22 we find an integer N > 0, which
we may assume to be of the form N = rm, and sections

uij ∈ Γ(X,L ⊗m ⊗ f∗K ⊗dN ) = Γ(X, (L ⊗ f∗K ⊗dr)⊗m)

such that the restriction of uij to Xi is sij ⊗ t⊗Ni . Then Xuij = (Xi)sij and therefore the
Xuij form an open affine covering of X. Setting n0 := dr we see that L ⊗ f∗K ⊗n0 is
ample by Proposition 13.47.

Moreover, there exists k > 0 such that K ⊗k (and hence f∗K ⊗k) is generated by its
global sections. Therefore L ⊗ f∗K ⊗n is ample for all n ≥ n0 by Proposition 13.50 (3).
This finishes the proof.

For finite locally free morphisms X → Y we can relate ample line bundles on X and
on Y via the norm of line bundles (Remark 12.25). Compare also Proposition 14.58.

Proposition 13.66. Let S be a scheme, let X and Y be S-schemes of finite type and
let f : X → Y be a surjective finite locally free S-morphism.
(1) Let L be an S-ample line bundle on X. Then NX/Y (L ) is an S-ample line bundle

on Y .
(2) Let M be a line bundle on Y . Then M is S-ample if and only if f∗M is S-ample.

Proof. For both assertions we may assume that S is affine. Then a line bundle is S-ample
if and only if it is ample. Moreover X and Y are quasi-compact, and X is quasi-separated
if and only if Y is quasi-separated (Proposition 10.25).

(1). We set K := NX/Y (L ). We have to show that the sets Yt for t ∈ Γ(Y,K ⊗n)
and n ≥ 1 form a basis of the topology of Y . Let y ∈ Y and V be an open affine
neighborhood of y. As f is finite, f−1(y) is a finite set. As L is ample, there exists
an n ≥ 1 and s ∈ Γ(X,L ⊗n) such that Xs is an open affine neighborhood of f−1(y)
contained in f−1(V ) (Proposition 13.49). Let t := NX/Y (s) ∈ Γ(Y,NX/Y (L ⊗n)) =
Γ(Y,K ⊗n) (12.6.5). Considering s (resp. t) as a homomorphism OX → L ⊗n (resp.
OY → K ⊗n), Proposition 12.26 shows that f−1(Yt) = Xs. Therefore Yt is an open
neighborhood of y contained in V .

(2). As f is affine, f∗M is ample if M is ample. Conversely, let f∗M be ample. We
may assume that f has constant rank n. By (12.6.3) we have NX/Y (f∗M ) ∼= M⊗n, and
M⊗n is ample by (1). Therefore M is ample by Proposition 13.50 (1).

If X and Y are integral and Y is normal, then it suffices in Proposition 13.66 to assume
that f is finite surjective (Exercise 13.18).

We conclude this section by giving a criterion of Grauert (without proof) for an
invertible OX -module L to be ample. It says that L is ample if and only if the zero
section of L can be contracted, more precisely:

Theorem 13.67. (Grauert’s criterion for ampleness) Let f : X → S be a separated mor-
phism of finite type and let L be an invertible OX -module. Let V(L ) be the corresponding
geometric line bundle and let z : X → V(L ) be the zero section. Then L is ample for f
if and only if there exist an S-scheme C, an S-section ε : S → C, and an S-morphism
q : V(L )→ C satisfying the following conditions.
(a) The diagram



403

X

f

��

z // V(L )

q

��
S

ε // C

is commutative.
(b) The restriction V(L ) \ z(X)→ C of q is an open quasi-compact immersion whose

image does not meet ε(S).

The proof of this theorem is quite lengthy but it uses only techniques explained
in this chapter (see [EGAII] 8.8–8.10 for a proof). The hard part of the theorem is
that this criterion is sufficient. For the converse, if one assumes that L is f -ample,
one can choose C = Spec A , where A := OS ⊕

⊕
d≥1 f∗L

⊗d. Then the canonical

homomorphism of OX -algebras f∗A →
⊕

d≥0 L ⊗d = Sym L defines an X-morphism
V(L ) → Spec f∗A = C ×S X, and we may take for q the corresponding S-morphism
V(L )→ C. Using that the morphism (13.14.1) is a quasi-compact dominant immersion,
it is not difficult to see that C, the section ε corresponding to the canonical projection
A → OS , and q satisfy the conditions of the theorem.

Moreover, if f is proper, then one can prove that q is proper (and even projective if S
is qcqs) and that its restriction yields an isomorphism V(L ) \ z(X)

∼→ C \ ε(S).

(13.15) Quasi-projective and projective morphisms.

Definition and Proposition 13.68. Let f : X → S be a morphism of finite type.
(1) The morphism f is called projective if there exist a quasi-coherent OS-module E of

finite type and a closed S-immersion X ↪→ P(E ).
(2) The morphism f is called quasi-projective if there exists an invertible OX-module

which is ample with respect to f .
If S is qcqs, then f is quasi-projective if and only if there exist a quasi-coherent OS-module
E of finite type and an S-immersion X ↪→ P(E ).

In general, it may happen that f : X → S is projective and there exists no immersion
X ↪→ PnS for some n. We refer to Summary 13.71 below for the implications between
different possible notions of “(quasi-)projective”. Here we follow [EGAII].

Proof. Assume that S is qcqs. If there exists an ample line bundle L on X, then some
power of L is very ample and gives rise to an embedding X ↪→ P(E ) as desired; see
Proposition 13.56. On the other hand, given such an embedding, the pull-back of OP(E )(1)
to X is (very) ample on X by Proposition 13.51 and Proposition 10.3 (2).

Example 13.69. Let S be a scheme, let E be a quasi-coherent OS-module of finite type,
and let e ≥ 0 be an integer. Then the Grassmannian Grasse(E ) is projective over S. In
particular, Grasse(E ) is proper over S.

Indeed, the Plücker embedding is a closed immersion Grasse(E ) ↪→ P(
∧e E ) (Re-

mark 8.24). As
∧e E is again quasi-coherent of finite type, the claim follows.

We will give in Example 15.12 another proof that Grasse(E ) is proper using the valuative
criterion.
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Remark 13.70. Note that although the property for a line bundle on X to be S-
ample is local on S, the existence of such a line bundle (and thus the property of being
quasi-projective) is not local on S: Hironaka gave an example of a birational proper
non-projective morphism f : X → S of proper schemes over C, where X and S are smooth
over C and irreducible of dimension 3, where S is in addition projective over C and where
S = U1 ∪ U2, where Ui is open and affine and such that the restriction f−1(Ui)→ Ui of
f is projective for i = 1, 2 (see [Ha3] Appendix B, Example 3.4.1).

This also gives an example of a proper smooth scheme X over C which is not projective
over C. Moreover we obtain an example of two morphisms (namely f and S → Spec k)
which are both locally on the target projective, but whose composition is not locally on
the target projective. Cf. Exercise 13.6.

Note that X has to have dimension ≥ 3: In Theorem 15.18 we will prove that every
smooth proper scheme over a field k of dimension 1 is projective (in fact this is true for
arbitrary proper schemes of dimension 1). It also can be shown (e.g., [Ba] Theorem 1.28)
that any smooth proper scheme over k of dimension 2 is projective (here smoothness is
essential: there are non-smooth proper schemes of dimension 2 that are not projective).

Of course, if the base scheme S is the spectrum of a local ring (e.g., S = Spec k for a
field k), there is no difference between the properties “(quasi-)projective locally on the
target” and “(quasi-)projective”. We summarize the results obtained so far as follows.

Summary 13.71. Let f : X → S be a morphism of finite type. Consider the following
assertions.
(i) There exists an S-immersion (resp. a closed S-immersion) X ↪→ PnS for some n ≥ 0.
(ii) There exists an S-immersion (resp. a closed S-immersion) X ↪→ P(E ) for some

quasi-coherent OS-module E of finite type.
(iii) There exists a quasi-compact open schematically dominant S-immersion (resp. an

S-isomorphism) X ↪→ Proj A , where A is a graded quasi-coherent OS-algebra such
that A1 is of finite type and generates A .

(iv) There exists a very ample line bundle for f on X (resp. there exists a very ample
line bundle for f on X and X is proper over S).

(v) There exists an f -ample line bundle on X (resp. there exists an f -ample line bundle
on X and X is proper over S).

(vi) f is quasi-projective (resp. f is projective).
Then we have the following implications.
(1) In general, the implications “(i) ⇒ (ii) ⇔ (iii) ⇒ (iv) ⇒ (v) ⇔ (vi)” (resp. the

implications “(i) ⇒ (ii) ⇔ (iii) ⇔ (vi) ⇒ (iv) ⇒ (v)”) hold.
(2) If the scheme S is qcqs (e.g., if S is noetherian), then the following implications hold:

“(i) ⇒ (ii) ⇔ (iii) ⇔ (iv) ⇔ (v) ⇔ (vi)”.
(3) If S is qcqs such that there exists an ample line bundle M on S (e.g., if S is affine),

then all the assertions are equivalent.
Indeed, all of these implications have already been shown or follow immediately from the
definitions except for the implication “(ii)⇒ (i)” in (3). If E is a quasi-coherent OS-module
of finite type, there exist integers N,n ≥ 0 and a surjection On+1

S � E ⊗M⊗N by the
definition of “ample”. It yields a closed immersion P(E ) = P(E ⊗M⊗N ) ↪→ P(On+1

S ) ∼= PnS ,
where the first equality is given by Lemma 13.31. This proves “(ii) ⇒ (i)”.

All assertions in Summary 13.71 imply that locally on S there exists an S-immersion
(resp. a closed S-immersion) X ↪→ PnS for some n ≥ 0. But Remark 13.70 shows that this
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condition does not imply in general that X → S is quasi-projective (resp. projective) even
if S itself is projective over a field.

Corollary 13.72. Let f : X → S be a morphism of schemes. If f is projective, then f
is proper and quasi-projective. The converse holds if S is qcqs.

Proof. If f is projective, f is proper by Theorem 13.40 and if i : X → P := P(E ) is a
closed immersion (where E is a quasi-coherent OS-module of finite type), then i∗OP (1) is
very ample for f . Thus f is quasi-projective.

Conversely, assume f is proper and there exists an f -ample line bundle. If S is qcqs, there
exists a very ample line bundle for f by Theorem 13.62 (2). Thus there exists an immersion
i : X ↪→ P(E ) for some quasi-coherent OS-module of finite type by Proposition 13.56. As
X is proper over S, the immersion i is closed. Therefore X is projective over S.

Remark 13.73. It follows from Proposition 13.64 that the property “quasi-projective” is
stable under base change. If X is an S-scheme such that there exists a closed S-immersion
i : X ↪→ P(E ) and if g : S′ → S is a morphism, then the base change i(S′) is a closed
immersion of X ×S S′ into P(E )×S S′ = P(g∗E ). Therefore the property “projective” is
stable under base change.

Moreover it follows from Proposition 13.65 and Corollary 13.72 that they are also
very often stable under composition: Let f : X → Y and g : Y → Z be quasi-projective
(resp. projective) morphisms and assume that Z is quasi-compact (resp. qcqs). Then g ◦ f
is quasi-projective (resp. projective).

Proposition 13.74. Let f : X → S be a proper and quasi-projective morphism (e.g., if
f is projective) and let L be an invertible OX -module that is ample for f . Then the open
immersion (13.14.1) is an isomorphism of S-schemes

r : X
∼→ Proj

⊕
d≥0

f∗L
⊗d.

Proof. We already know that r is an open dominant immersion (Remark 13.61 (3)). As f
is proper, r is also a closed immersion and hence surjective.

Corollary 13.75. Let S = SpecR be an affine scheme, let f : X → S be a projective
morphism and let L be an ample invertible OX-module. Then there exists an isomorphism
of S-schemes

X ∼= Proj
⊕
d≥0

Γ(X,L ⊗d).

If X is quasi-projective over a field k, then there exists an immersion X ↪→ PNk for
some integer N ≥ 1. It is a natural question how small N we can take to be. If X is
projective and smooth over an infinite field k we will show in Theorem 14.132 that we
may always take N = 2 dim(X) + 1.

Proposition 13.76. Let S be a scheme, let X and Y be S-schemes of finite type and let
f : X → Y be a surjective finite locally free S-morphism.
(1) X is quasi-projective over S if and only if Y is quasi-projective over S.
(2) If S is qcqs, then X is projective over S if and only if Y is projective over S.
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Proof. Assertion (1) follows from Proposition 13.66. If S is qcqs, then “projective over
S” is equivalent to “quasi-projective and proper over S” (Corollary 13.72). As finite
morphisms are proper, X is proper over S if Y is proper over S. The converse holds by
Proposition 12.59. Thus (2) follows from (1).

If f : X → S is an affine morphism of finite type, the structure sheaf OX is very
ample for f . In particular, f is quasi-projective. As a corollary we obtain the following
characterization of finite morphisms.

Corollary 13.77. A morphism of schemes f : X → S is finite if and only if it is affine
and projective.

Proof. Let f be finite. Then f is affine by definition. By the remark above, OX is very
ample and f∗OX is an OS-module of finite type (Remark 12.10 (3)). By Proposition 13.56
there exists an immersion of S-schemes X ↪→ P(f∗OX) which is necessarily a closed
immersion because finite morphisms are proper. Hence f is projective.

Conversely, a projective morphism is proper (Theorem 13.40), and by Corollary 12.89
we know that an affine and proper morphism is finite.

(13.16) Quasi-affine morphisms.

If X is affine, then every line bundle on X is ample. The converse does not hold. This
leads us to the following definition.

Proposition and Definition 13.78.
(1) A qcqs scheme X is called quasi-affine if the following equivalent properties are

satisfied
(i) There exists an open embedding X ↪→ Y into an affine scheme Y .
(ii) The structure sheaf OX is ample.
(iii) Every invertible OX-module is ample.

(2) A morphism f : X → S of schemes is called quasi-affine if there exists an open
covering (Uα) by affine subschemes such that f−1(Uα) is quasi-affine for all α.

Proof. If there exists an embedding as in (i), then by Remark 13.61 (2), we have that
OX is ample, i. e. (ii). If (ii) holds, then every quasi-coherent OX -module of finite type
is generated by its global sections, and therefore every invertible OX -module is ample.
Clearly, (iii) implies (ii), and given (ii), Proposition 13.48 tells us that the morphism

X → Proj
⊕
d≥0

Γ(X,O⊗dX ) = Proj Γ(X,OX)[T ] = Spec Γ(X,OX)

is an open immersion.

Remark 13.79.
(1) Any affine scheme is quasi-affine. Therefore any affine morphism is quasi-affine.
(2) Any quasi-affine morphism f : X → S of finite type is quasi-projective because OX is

an f -ample line bundle.
(3) Any quasi-compact immersion (e.g., an immersion of locally noetherian schemes) is

quasi-affine by Remark 13.61 (2).
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(4) More generally, we have seen in Corollary 12.91 that Zariski’s main theorem implies
that every separated quasi-finite morphism is quasi-affine.

(5) Let R 6= 0 be a ring and X = AnR \ {0} for an integer n ≥ 1 (Example 4.5). Then X
is an open quasi-compact subscheme of AnR and hence quasi-affine. It is affine if and
only if n = 1.

(6) Let f : X → Y be a quasi-affine morphism of finite type, where Y is quasi-compact.
As OX is f -ample, Theorem 13.62 (2) shows that every invertible OX -module is very
ample for f .

Proposition 13.80. Let X be a qcqs scheme. The following assertions are equivalent.
(i) X is quasi-affine.
(ii) There exists an invertible OX-module L such that L and L −1 are ample.
(iii) Every quasi-coherent OX-module is generated by its global sections.
(iv) The canonical morphism X → Spec Γ(X,OX) (Remark 3.7) is a quasi-compact open

schematically dominant immersion.

Proof. The implications “(iii) ⇒ (i) ⇒ (ii)” are clear, and (ii) implies that OX is ample
(and hence (i)) by Proposition 13.50 (4). If OX is ample, then every quasi-coherent
OX -module of finite type is generated by its global sections. As an arbitrary quasi-
coherent OX -module is the inductive limit of its quasi-coherent submodules of finite type
(Corollary 10.50), (iii) follows.

The equivalence of (i) and (iv) follows from the proof of Proposition 13.78.

Corollary 13.81. A morphism f : X → Y of finite type is quasi-affine if and only if OX
is f -ample.

Corollary 13.82. A morphism of schemes f : X → Y is finite if and only if f is
quasi-affine and proper.

Proof. We have only to show that the condition is sufficient. The condition to be finite
is local on the target and we may assume that Y is affine and that X is quasi-affine.
Set A := Γ(X,OX). By Section (3.3) f is the composition of the canonical morphism
j : X → SpecA followed by a morphism g : SpecA → Y . By Proposition 13.80, j is an
open dominant immersion. As f is proper, j is also proper. Therefore j is an isomorphism.
Thus X is affine and hence f is affine and proper. Thus f is finite by Corollary 12.89.

Proposition 13.83. Let S be a scheme, let X and Y be S-schemes of finite type and let
f : X → Y be a quasi-affine S-morphism of finite type. If L is an S-ample OY -module,
then f∗L is an S-ample OX-module.

Proof. We may assume that S is affine. Then a line bundle on X is S-ample if and only
if it is ample. Corollary 13.81 shows that OX is ample for f . Therefore there exists an
integer n > 0 such that f∗(L )⊗n is S-ample (Proposition 13.65). Thus f∗(L ) is ample
by Proposition 13.50 (1).

We obtain the following criterion for ampleness.
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Theorem 13.84. Let S be a scheme, let f : X → S be a separated morphism of finite
type, and let L be an invertible OX-module. Let E be a quasi-coherent OS-module of
finite type, let f∗E → L be a surjective homomorphism, and let r : X → P(E ) be the
corresponding morphism.
(1) If r is quasi-finite, then L is ample over S.
(2) Assume that f is proper. Then the following assertions are equivalent.

(i) L is ample over S.
(ii) r is finite.
(iii) r is quasi-affine.

Proof. As f is separated and of finite type and as P := P(E ) is separated over S, the
morphism r is separated and of finite type. If r is quasi-affine, then Proposition 13.83
implies that L = r∗OP (1) is ample. Thus Assertion (1) follows from Remark 13.79 (4).

In Assertion (2) the implication “(ii) ⇒ (iii)” is clear and the implication “(iii) ⇒ (i)”
has already been proved. Assume that L is ample over S. As f is proper, r is proper as
well, and it suffices to show that r is quasi-finite by Corollary 12.89. We only have to check
that r has finite fibers. For this we may make a base change of the form Specκ(s)→ S
using that “relatively ample” is stable under base change (Proposition 13.64). Thus we
may assume that S is the spectrum of a field k. By Remark 12.16 it suffices to check that
Xp := r−1(p) is finite for all closed points p ∈ P . Then Xp is a closed subscheme of X and
thus proper over k. By Proposition 13.51, the restriction L |Xp is ample. On the other
hand, L |Xp is the inverse image of OP (1) under the composition Xp → Specκ(p)→ P .
As any line bundle on Specκ(p) is trivial, L |Xp

∼= OXp . Therefore OXp is ample, and Xp

is quasi-affine. As Xp is also proper, Xp is finite by Corollary 13.82.

(13.17) Conic projections.

Let k be an algebraically closed field. Recall that we defined in Section (1.24) for a pair
of complementary linear subspaces C,D ⊂ Pn(k) and for a projective variety Z ⊆ D the
cone Z,C of Z over C. We will now generalize this construction (and show that it suffices
to assume that Z ∩ C = ∅ instead of Z ⊆ D).

Let S be a scheme, let E be a finite locally free OS-module and let C ⊆ P(E ) be a linear
subbundle corresponding to a finite locally free quotient q : E � F of E , cf. Section (8.8).
Set e := rk(F )− 1. Thus C = P(F ) is a linear subbundle of P(E ) of rank e. For m ≥ 0
let

Lm := LinSubm(P(E )) = Grassm+1(E )

be the scheme of linear subbundles of rank m of P(E ).
We denote by G the kernel of q. We first show that there exists a closed subscheme of

Lm parameterizing linear subbundles that contain C:

Lemma 13.85. For m ≥ e define a morphism on (h : T → S)-valued points

ι : Grassm−e(G )→ LinSubm(P(E )),

(G ′ ⊆ h∗G ) 7→ Ker(h∗E → h∗E /G ′).

Then ι is a closed immersion.

The image of ι (on T -valued points) consists of those linear subspaces of rank m which
contain h∗C. Thus ι defines an isomorphism of Grassm−e(G ) onto a closed subscheme
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(13.17.1) LCm := LinSubCm(P(E )) ⊆ LinSubm(P(E ))

which parametrizes linear subbundles containing C.

Proof. Clearly ι is a monomorphism. Moreover it is proper (because it is a morphism
between proper S-schemes by Example 13.69). Therefore ι is a closed immersion by
Corollary 12.92.

For a subscheme X of P(E ), we will also need a scheme that parametrizes pairs (x,Λ)
with x a point in X and Λ a linear subbundle containing x:

Remark 13.86. Let f : X → S be an S-scheme and let ξ : X → P(E ) be an S-morphism.
Its graph is an X-morphism X → P(E )×SX = P(f∗E ), in other words a linear subbundle
of P(f∗E ) of rank 0 which we again denote by ξ. For m ≥ 0 we set

(13.17.2) Hξ
m := LinSubξm(P(f∗E )).

Thus Hξ
m is the X-scheme that parameterizes linear subbundles of P(f∗E ) which contain

ξ. Then Hξ
m is a closed subscheme of LinSubm(P(f∗E )) = X ×S LinSubm(P(E )) and the

projections restrict to morphisms

Hξ
m

p

~~ &&
X LinSubm(P(E )).

By Lemma 13.85, we have an isomorphism of X-schemes

(13.17.3) Hξ
m
∼= Grassm(G ),

where G ⊆ f∗E is locally a direct summand of corank 1. In particular Hξ
m is smooth and

projective over X, and has geometrically integral fibers of dimension m(rk(E )− 1−m).
Viewed as an S-scheme, the (h : T → S)-valued points of Hξ

m are pairs (x,Λ), where
Λ is a linear subbundle of P(h∗E ) of rank m and where x ∈ XS(T ) such that the linear
subbundle ξ ◦ x of P(h∗E ) of rank 0 is contained in Λ.

Example 13.87. Consider the case S = Spec k, where k is a field. Then P(E ) ∼= Pnk .
Assume that X is a closed subscheme of Pnk (thus ξ is the inclusion). Then Hξ

m(k) consists
of pairs (x,Λ) where x ∈ X(k) and Λ ⊆ Pnk is a linear subspace of dimension m containing
x.

We return to the projection with center in C (Remark 8.18)

πq : P(E ) \ C → P(G ).

By Lemma 13.85 we may identify P(G ) with the scheme LCe+1 of subbundles of rank e+ 1
of P(E ) that contain C. With this identification, πq : P(E ) \ C → LCe+1 sends a point
x of P(E ) (more precisely, a linear subbundle of P(E ) of rank 0) to the smallest linear
subbundle x,C containing x and C.

Now let Z ⊂ P(E ) be a closed subscheme with Z ∩C = ∅. Then the restriction of πq to
Z is a morphism of proper S-schemes (Corollary 13.42). Therefore its image πq(Z) is a
closed subspace of LCe+1 and we may endow it with its structure as schematic image. We
think of πq(Z) as the projection of X from the linear subbundle C to LCe+1.
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We would like to define Z,C as the “union of all subbundles in πq(Z)”. This is then
the cone with vertex C over Z. To do this in a rigorous way, we consider for m := e+ 1
the closed subscheme Hm := H id

m of P(E )×S LinSubm(P(E )) (13.17.2) together with its
projections p : Hm → P(E ) and r : Hm → LinSubm(P(E )). Define

Z,C := p(r−1(πq(Z))).

As p is proper, this is a closed subspace of P(E ) which we may view as a closed sub-
scheme of P(E ) by endowing it with the scheme structure given by the schematic image
(Proposition 10.30). This concludes our construction of Z,C in the relative situation.

Locally on S, F is the direct sum of invertible OS-modules and we may factor πq into
projections from a point (i.e., into projections given by linear subbundles of rank 0). For
those projections we have the following result.

Proposition 13.88. Assume that C is a linear subbundle of rank 0 (i.e., F is a line
bundle) and let Z be a closed subscheme of P(E ) with Z ∩ C = ∅. Then πq |Z : Z → P(G )
is a finite morphism.

Proof. As a morphism between proper S-schemes, πq is proper. Moreover we have seen in
Example 1.66 that πq has finite geometric fibers and hence is quasi-finite (Remark 12.16).
Therefore πq is finite by Corollary 12.89.

This general result can be used to prove a projective variant of Noether’s normalization
theorem:

Theorem 13.89. Let k be an infinite field, let X be a projective k-scheme and set
d := dimX. Then there exists a finite surjective morphism π : X � Pdk.

Proof. Once we have constructed a finite surjective morphism π : X � Pnk for some n, we
automatically have dimX = dimPnk = n by Proposition 12.12.

As X is projective, there exists a finite k-morphism f : X → Pmk for some m (in fact
even a closed immersion). We will prove the theorem by descending induction on m. If f
is surjective, we are done. Otherwise, Im(f) is a proper closed subscheme of Pmk . As k
is infinite, we find a k-valued point q ∈ Pm(k) which is not contained in Im(f) (because
there exists no nonzero homogeneous polynomial that vanishes on all points of Pm(k)).
Let πq : Pmk \ {q} → P ′ ∼= Pm−1

k be the projection with center q. Then πq |Im(f) is finite by

Proposition 13.88. Thus the composition πq ◦ f : X → Pm−1
k is finite and we are done by

the induction hypothesis.

Blowing-up

The procedure of blow-up, in the simplest case, replaces a point x in a (smooth) scheme X
by its projectivized tangent space P(TxX). For instance, if X is two-dimensional, then X
is “blown-up” at x in the sense that x is replaced by a “sphere” P1 (think of the Riemann
sphere P1(C)). Let us explain why this is a useful tool.
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Let S be a scheme and let X and Y be two S-schemes. For simplicity, we will assume
in this motivation that S is noetherian and that X and Y are separated of finite type
over S. It is often the case that rather than by a morphism between them, X and Y
are related by a rational map (cf. Section (9.6)), i.e., a map a priori only defined on the
complement of a certain “bad locus” which is usually closed and nowhere dense. In other
words there exists a morphism f : U → Y , where U is an open dense subscheme of X. It
is then a natural question whether it is possible to extend f to a morphism X → Y . Note
that by Proposition 9.27 there is a unique domain of definition of f , open inside X, such
that f cannot be extended to a larger open subscheme. Here we are mainly interested in
the question whether f can be extended after modifying X “in a controlled way”.

There are two main obstructions to this. First, Y might have “holes”: If Y is itself
isomorphic to an open dense subscheme of an S-scheme Y ′, then at least it might be
possible to extend f to a morphism X → Y ′. As a trivial example consider the case
X = P1

S , U = A1
S ⊂ X, and f = id: U → Y := A1

S . Then Y has a “hole at infinity”
but of course we can extend f to a morphism X → Y ′, where Y ′ = P1

S . By Nagata’s
compactification theorem (Theorem 12.70) we can always embed Y into a proper S-scheme
Ȳ , and Ȳ does not have “holes”: If j : Ȳ → Ȳ ′ is an open immersion into a separated
S-scheme with dense image, j is automatically proper and thus an isomorphism.

Therefore let us now assume that Y is proper over S. In Theorem 12.60 we have seen
that if X is normal, then f can be extended at least to an open subscheme Ũ ⊆ X whose
complement has codimension at least 2. Thus we might try the following. Fix a point
x ∈ Z := X \ U . Let C be the germ of a normal curve in a point c (more precisely, C
is the spectrum of a discrete valuation ring with closed point c) and let γ : C → X be a
morphism with γ(c) = x and γ(C \ {c}) ⊂ U (we will see in Proposition 15.7 that such
γ’s always exist). Then f ◦ γ|C\{c} can be extended to a morphism γ′ : C → Y and we set
fγ(x) := γ′(c). This defines an “extension of f into x along γ”. If X is reduced and f can
be extended to a (necessarily unique) morphism on X, then all extensions along different
γ must coincide because of continuity reasons. But usually fγ(x) will not be independent
of the choice of γ. Thus we obtain different extensions of f for different choices of γ. This
“indeterminacy” is the second obstruction to the extension of f . Compare Example 9.30.

To overcome this difficulty we might try to modify X: Find a morphism π : X̃ → X
which restricts to an isomorphism π−1(U)

∼→ U and a morphism f̃ : X̃ → Y such that
for all γ as above there exists a point x̃γ ∈ π−1(x) with f̃(x̃γ) = fγ(x). Moreover, we
may even hope that the points in π−1(x) correspond to the different ways a curve γ may
approach x from U , i.e., that there is an isomorphism of π−1(x) to the projective space
of lines in the κ(x)-vector space Tx(X)/Tx(Z) which we think of as the space of tangent
vectors normal to Z (in Volume II we will give the definition of a normal sheaf of a closed
subscheme).

We will see that it is indeed possible to find such a morphism π : X̃ → X such that f
can be extended to a morphism f̃ : X̃ → Y . Moreover, one knows that π can be obtained
by an explicit construction called a blow-up. But this construction depends on the choice
of additional data and to find the right data is a very difficult problem in general. The
additional hope about the shape of the fiber of π is in general too naive and will hold
only if Z and X are smooth over S (or more generally, if Z is regularly immersed into X,
a notion that will be studied in Volume II).
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Figure 13.1: The picture shows A2 on the right, with a couple of lines marked, and (one
chart of) the blow-up of the origin on the left. On the left, the horizontal line is the
exceptional divisor, i.e., the inverse image of the origin, and the other lines are mapped
to the marked lines on the right.

(13.18) An example of a blow-up.

We will start with a concrete example. Let k be an algebraically closed field, set X := A2
k

and let f : U := A2
k \ {0} → Y := P1

k be the morphism which is given on k-valued points
by (x, y) 7→ (x : y). Thus we are in the situation described above. The tangent directions
of curves γ through 0 in A2

k are given by elements (λ : µ) ∈ T (k) := P1(k). In this case
we may simply consider the line in A2

k through 0 with direction (λ : µ) which is given on
k-valued points by γ : t 7→ (λt, µt). Then f(γ(t)) = (λt : µt) = (λ : µ) is defined also for
t = 0 and we have fγ(0) = (λ : µ).

Thus we are looking for a morphism π : X̃ → X whose restriction π−1(U)→ U is an
isomorphism and such that π−1(0) ∼= P1

k. We define X̃ as the reduced k-scheme of finite
type whose k-valued points are given by

X̃(k) := { ((x, y), (λ : µ)) ∈ X(k)× T (k) ; µx = λy }

and π as the projection ((x, y), (λ : µ)) 7→ (x, y). We call (X̃, π) (or simply X̃) the blow-up
of A2

k at 0. Then the morphism j : (x, y) 7→ ((x, y), (x : y)) for (x, y) ∈ A2 \ {0} defines

an inverse isomorphism of π−1(U)
∼→ U . For the fiber over 0 we find E := π−1(0) ∼= T .

We call E the exceptional divisor for reasons explained below. Then we have indeed a
morphism f̃ : X̃ → P1

k given by ((x, y), (λ : µ)) 7→ (λ : µ) which extends f .

We may describe X̃ locally as follows. Set A := k[x, y] (and hence A2
k = SpecA) and

Ax := k[x, y, y/x] which we consider as subalgebra of k[x, y, x−1] and similarly Ay :=
k[x, y, x/y]. Define Ux := SpecAx and Uy := SpecAy. We have Ax = k[x, y, µ]/(µx = y)
and hence Ux = f̃−1(D+(λ)) where D+(λ)(k) = { (λ : µ) ∈ P1(k) ; λ 6= 0 }. Similarly we
find Uy = f̃−1(D+(µ)) and thus Ux and Uy form an open covering of X̃. Moreover E∩Ux
is defined in Ux by the single equation x = 0 and similarly E ∩ Uy = V (y) as subscheme
of Uy. Thus E is a closed subscheme defined locally by a single regular element. In other
words, E is an effective Cartier divisor (Remark 11.27). This explains the terminology
for E introduced above. Globally, we can describe X̃ (with the projection to P1) as the
geometric line bundle V(O(1)), see Exercise 13.24.
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Now let C ⊂ A2
k be the closed reduced k-subscheme of A2

k whose k-valued points are
C(k) = { (x, y) ∈ A2(k) ; y2 = x2(x+ 1) }. This is a curve (i.e., a k-scheme of finite type
of dimension 1) which is smooth at all points except 0. To simplify matters, we assume
that char(k) 6= 2. Then at 0 we find two tangent lines within A2

k given by the equations
x = y and x = −y. Let C ′ := π−1(C), i.e.,

C ′(k) := { ((x, y), (λ : µ)) ∈ C(k)× P1(k) ; µx = λy }

Then C ′ has two irreducible components (considered as reduced schemes): the exceptional
divisor E of the blow-up of A2

k in 0 and the closure C̃ of C \ {0} ∼= π−1(C \ {0}) in X̃.

We call C̃ the strict transform of C.
We set B := k[x, y]/(y2 − x2(x+ 1)) (and hence C = SpecB) and V x := SpecB[y/x]

and V y := SpecB[x/y]. We have
(13.18.1)
Ux(k) ∩ C̃(k) = { (x, y, µ) ∈ A3(k) ; y2 = x2(x+ 1), µx = y, µ2 = x+ 1 } = V x(k).

We find Ux ∩ C̃ = V x. Similarly, we see Uy ∩ C̃ = V y with

(13.18.2) V y(k) = { (x, y, λ) ∈ A3(k) ; y2 = x2(x+ 1), x = λy, λ3y + λ2 = 1 }.

Thus we have an analogous local description of C̃ as for X̃ and we will call C̃ the blow-up
of C in 0. In this case the blow-up separates the two tangent lines of C in 0: we have
E(k) ∩ C̃(k) = {((0, 0), (1 : 1)), ((0, 0), (1 : −1))}.

The equation λ3y + λ2 = 1 in (13.18.2) shows that λ 6= 0. Therefore we find that
V y ⊂ f̃−1(D+(λ)) = Ux which shows V y ⊂ V x and hence C̃ = V x. The description of V x

in (13.18.1) then shows that the restriction of f̃ to C̃ given by (x, y, µ) 7→ (1 : µ) defines
an isomorphism C̃

∼→ D+(λ) ∼= A1
k. In particular C̃ is smooth over k. Thus the blow-up of

C in its singular point yields a desingularization of C (it follows from Proposition 12.44
that in this case C̃ is simply the normalization of C). See Section (13.23) below about
resolution of singularities for pointers towards vast generalizations of this phenomenon.

(13.19) Definition and universal property of blow-ups.

Recall from Remark 11.27 that we may consider effective Cartier divisors on a scheme
X as closed subschemes Z of X such that the quasi-coherent ideal I ⊂ OX defining Z
is an invertible OX -module, i.e., I is locally defined by a single regular element. Note
that the empty subscheme is an effective Cartier divisor with this definition. Now the
blow-up with center Z is defined by being universal with respect to transforming Z into
an effective Cartier divisor:

Definition 13.90. Let X be a scheme and let Z be a closed subscheme. A blow-up of
X along Z is a scheme X̃ and a morphism π : X̃ → X such that π−1(Z) is an effective
Cartier divisor and which is universal with respect to this property: If π′ : X̃ ′ → X is
any morphism such that π′−1(Z) is an effective Cartier divisor, then there is a unique
morphism g : X̃ ′ → X̃ such that π′ = π ◦ g.

Clearly, a blow-up (X̃, π) of X along Z is unique up to unique isomorphism and we set
BlZ(X) := X̃. The effective Cartier-divisor π−1(Z) is called the exceptional divisor of
the blow-up. The closed subscheme Z is called the center of the blow-up.

Before we show that a blow-up always exists, we first deduce formal consequences of
the definition. First we remark that if Z is an effective Cartier divisor in X, then the
universal property of the blow-up shows that BlZ(X)→ X is an isomorphism.
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Proposition 13.91. Let X be a scheme, let Z be a closed subscheme of X, and let
π : BlZ(X) → X be the blow-up of X along Z. Let f : X ′ → X be a morphism of
schemes.
(1) There exists a unique morphism BlZ(f) : Blf−1(Z)(X

′)→ BlZ(X) making the follow-
ing diagram commutative

(13.19.1)

Blf−1(Z)(X
′)

BlZ(f) //

��

BlZ(X)

π

��
X ′

f // X.

(2) If f is flat, then the diagram (13.19.1) is cartesian.
(3) Let U be the open subscheme X \ Z. Then the restriction of π to π−1(U) is an

isomorphism π−1(U)
∼→ U .

(4) Let I be the quasi-coherent ideal of OX corresponding to Z and suppose that for
every affine open V ⊆ X, Γ(V,I ) contains a regular element (e.g., if X is integral
and I 6= 0), then π is birational.

Proof. The existence and the uniqueness of BlZ(f) follow immediately from the definition.
To show (2) set X̃ ′ := BlZ(X) ×X X ′ and let p : X̃ ′ → BlZ(X) be the projection
which is flat because flatness is stable under base change. We have to show that the
induced morphism r : Blf−1(Z)(X

′) → X̃ ′ is an isomorphism. Let E = π−1(Z) be the
exceptional divisor. By Corollary 11.51 the inverse image E′ := p−1(E) is again an
effective Cartier divisor. But E′ is also the inverse image of f−1(Z) under the projection
X̃ ′ → X ′. Thus by the universal property of the blow-up there exists a unique morphism
r′ : X̃ ′ → Blf−1(Z)(X

′). The universal property of the blow-up shows r′ ◦ r = id and the
universal property of the fiber product shows r ◦ r′ = id.

To show (3) we apply (2) to the open immersion U ↪→ X using that the universal
property of the blow-up implies immediately that the blow-up in the empty subscheme
is an isomorphism. Finally (4) follows from (3) because the hypothesis implies that U
is schematically dense in X (Remark 9.24). Moreover the same remark shows that the
complement of every effective Cartier divisor (and in particular π−1(U)) is schematically
dense in BlZ(X).

We will now construct the blow-up along a subscheme. Let X be a scheme, let Z be
a closed subscheme, and let I ⊆ OX be the corresponding quasi-coherent ideal. For
d > 0 let I d be the d-th power of I . We also set I 0 := OX . Then B :=

⊕
d≥0 I d is a

graded quasi-coherent OX -algebra which is generated in degree 1. We define X̃ := Proj B
with structure morphism π : X̃ → X and we set E := π−1(Z). We will show that X̃ is a
blow-up of X along Z.

This can be checked locally on X. Thus we assume that X = SpecA is affine. Then
Z = V (I) for the ideal I ⊆ A with Ĩ = I and B = B̃, where B :=

⊕
d≥0Bd with

Bd = Id.
Let us describe X̃ locally: For f ∈ I let A[ If ] be the A-subalgebra of Af which is

generated by elements of the form x/f with x ∈ I. If we consider x and f as elements of
B1 = I, then x/f may be also considered as a degree zero element of Bf and we obtain
an A-algebra isomorphism

A[
I

f
]
∼−→ B(f)
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whose inverse is given by considering y/fd for y ∈ Id as an element of A[ If ]. Thus we see

that if f runs through a generating set of I the D+(f) = SpecA[ If ] form an open affine

covering of X̃. If (xα)α is a generating system of I, then we have surjective homomorphism
of A-algebras

A[(Tα)α]/((fTα − xα)α) −→ A[
I

f
], Tα 7→ xα/f

and the kernel are those elements that are annihilated by some power of f .
The ideal IA[ If ] is generated by the image of f in A[ If ] and this image is a regular

element. Moreover, if ϕ : A→ C is any A-algebra such that ϕ(f) is regular and generates
ϕ(I)C, then there exists a unique A-algebra homomorphism A[ If ] → C which sends

x/f (for x ∈ I) to the unique element c ∈ C such that ϕ(f)c = ϕ(x). This shows that
X̃ =

⋃
f∈I D+(f) is a final object in the category of all X-schemes g : Y → X such that

g−1(I )OY is locally generated by a regular element. Therefore X̃ is in fact a blow-up of
X along Z and we have seen:

Proposition 13.92. Let X be a scheme, i : Z ↪→ X be a closed subscheme and let
I ⊆ OX be the corresponding quasi-coherent ideal. Then Proj

⊕
d≥0 I d is a blow-up of

X along Z.

Example 13.93. Let us spell out the construction in the case of the blow-up of the
origin in affine space AnR over some ring R. Write A = R[T1, . . . , Tn], I = (T1, . . . , Tn),
and B =

⊕
Bn, where B0 = A, Bn = In. Note that in the ring B, we have to distinguish

whether Ti is viewed as an element of B0 or of B1. We have a surjection of A-algebras
A[X1, . . . , Xn]→ B given by mapping Xi to Ti ∈ I = B1. Its kernel is the ideal generated
by TiXj − TjXi, 1 ≤ i, j ≤ n. Therefore the blow-up of the origin, i.e., the closed
subscheme SpecR = V (T1, . . . , Tn) inside AnR is given by the closed subscheme

X̃ = V+(TiXj − TjXi; 1 ≤ i, j ≤ n) ⊂ Pn−1
R ×R AnR,

where the Ti are the coordinates of AnR, and the X1, . . . , Xn are the homogeneous coordi-
nates on Pn−1

R .
The same argument shows that we may identify the blow-up of PnR in the R-rational

point (1 : 0 : . . . : 0) with the closed subscheme of Pn−1
R ×R PnR defined by the equations

TiXj − TjXi for 1 ≤ i, j ≤ n, where T0, . . . , Tn are the homogeneous coordinates of PnR
and X1, . . . , Xn those of Pn−1

R .

See Exercises 13.24 and 13.25 for further explicit examples.

Remark 13.94. The exceptional divisor is given by

E := Proj i∗
⊕
d≥0

I d = Proj
⊕
d≥0

I d/I d+1

by Remark 13.27.

Example 13.95. Let X be a locally noetherian scheme and let x ∈ X be a closed
point such that OX,x is regular of dimension d. Let π : X̃ → X be the blow-up in {x}
(considered as a closed reduced subscheme). Then π is an isomorphism over X \ {x} and
for the exceptional divisor we have

π−1(x) = Proj
⊕
i≥0

mix/m
i+1
x
∼= Pd−1

κ(x),
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where the last isomorphism is due to Proposition B.76 (ii).

In particular, if Z is a smooth closed point with residue class field k inside a k-scheme
of finite type, then the exceptional divisor of the corresponding blow-up is the projective
space of all lines inside the tangent space at the point Z. If Z is a not necessarily smooth
point, then the exceptional divisor can be identified with the projectivization of the
tangent cone, cf. Exercise 6.10.

The description of the blow-up in Proposition 13.92 yields the following properties.

Proposition 13.96. Let X be a scheme, let Z be a closed subscheme, let I ⊆ OX be the
corresponding quasi-coherent ideal, and let π : X̃ := BlZ(X)→ X be the blow-up.
(1) Assume that I is of finite type (e.g., if X is locally noetherian). Then BlZ(X) is

projective over X and I OX̃ = OX̃(1) is very ample for π.
(2) If i : Y ↪→ X is a closed subscheme, the morphism BlZ(i) : BlY ∩Z(Y ) → BlZ(X)

(Proposition 13.91) is a closed immersion.

In the situation of Assertion (2) we usually identify BlY ∩Z(Y ) with a closed subscheme
of BlZ(X) which is called the strict transform of Y under the blow-up of X along Z. It
can also be described as the schematic closure of π−1(Y \ Z) in BlZ(X) (Exercise 13.23).

Note that even if π is an isomorphism, the strict transform of Y is not necessarily
isomorphic to Y (see Example 14.144). However this is the case if Y \ Z is schematically
dense in Y (e.g., if Y is integral and not contained in Z).

Proof. Assertion (1) follows from the Summary 13.71. To show (2) let J ⊆ OX be the
quasi-coherent ideal defining Y . Then the closed subscheme Y ∩ Z of Y is defined by the
quasi-coherent ideal (I + J )/J of OY = OX/J . Thus BlZ(i) is the closed immersion
corresponding to the surjective homomorphism

⊕
I d �

⊕
(I + J /J )d of graded

OX -algebras (Proposition 13.8).

Corollary 13.97. Let X be an integral scheme, and let ∅ 6= Z ( X be a non-empty
closed subscheme such that the defining quasi-coherent ideal is of finite type (e.g., if X
is locally noetherian). Then BlZ(X) is an integral scheme and the structure morphism
π : BlZ(X)→ X is birational, projective, and surjective.

Proof. Set U := X \ Z. Then U is schematically dense in X because X is integral and
U 6= ∅. Moreover π−1(U) is the complement of an effective Cartier divisor and therefore
schematically dense in BlZ(X). Thus π is birational. It is projective by Proposition 13.96.
In particular, π is closed (Corollary 13.72) and hence surjective. It remains to show that
BlZ(X) is integral. As π−1(U) ∼= U is irreducible and dense, BlZ(X) is irreducible. Let
I be the quasi-coherent ideal defining Z. As X is integral, BV := Γ(V,

⊕
d I d) is an

integral domain for every open affine subset V ⊆ X. This shows that D+(f) ⊆ BlZ(X)
is integral for every homogeneous element f ∈ BV,+. As these open subschemes cover
BlZ(X) (in fact, even form a base of the topology), BlZ(X) is integral.

We will discuss in Section (13.22) results that are a converse to this corollary.

(13.20) Blow-ups and extending rational maps.

Let U ⊆ X be an open subscheme. We call a morphism π : X ′ → X a U -admissible
blow-up if there exists a closed subscheme Z of X defined by a quasi-coherent ideal of
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OX of finite type such that Z ∩ U = ∅ and such that X ′ ∼= BlZ(X) (as schemes over X).
Then π is projective by Proposition 13.96.

The next theorem says, roughly speaking, that if f : X 99K Y is a rational map of
S-schemes and Y is proper over S, then there exists a blow-up X̃ of X which is an
isomorphism over the domain of definition of f and a morphism X̃ → Y of S-schemes
which extends f , i.e., by blowing up X we can eliminate the indeterminacy which prevents
extending f .

Theorem 13.98. Let S be a qcqs scheme, let X be a qcqs S-scheme and let Y be a proper
S-scheme. Let U ⊆ X be a quasi-compact open dense subscheme and let f : U → Y be an
S-morphism. Then there exists an U -admissible blow-up π : X̃ → X and an S-morphism
f̃ : X̃ → Y such that f is the composition of U

∼→ π−1(U) and f̃ |π−1(U).

For the proof we refer to [Co] Theorem 2.4 whose exposition is based on notes of Deligne.
This proof – although difficult and lengthy – is quite elementary and uses only methods
and results explained in this Volume. Another proof of Theorem 13.98 in the case that S
is noetherian has been given by Lütkebohmert in [Lü], Lemma 2.2. Lütkebohmert’s proof
relies on a deep theorem of Raynaud and Gruson [RG] on “flattening” via blow-ups (see
Section (14.34)).

Here we will show only a special but interesting case of Theorem 13.98. It is the following
construction. Let f : X → S be a morphism of schemes. Let E be an OS-module of finite
type, let L be an invertible OX -module, and let u : f∗E → L be a homomorphism of
OX -modules. Set U := X \ (Supp Cokeru), i.e., U is the locus in X where u is surjective.
By the universal property of P(E ) there is a unique S-morphism r : U → P(E ) =: P such
that r∗OP (1) ∼= L |U .

Proposition 13.99. There exists a U -admissible blow-up π : X̃ → X and a morphism
r̃ : X̃ → P(E ) such that r̃|π−1(U) is identified with r under the isomorphism π−1(U)

∼→ U
induced by π.

Proof. Let F ⊆ L be the image of u. Then F is a quasi-coherent OX -module of finite
type. Let I := F ⊗L ⊗−1 ⊆ OX be the corresponding quasi-coherent ideal of finite type
via the bijection (13.8.4). We have Ix = OX,x if and only if Fx = Lx, i.e., if and only if
x ∈ U . Thus if we set Z := V (I ), then X \ Z = U .

Let π : X̃ → X be the blow-up of X in Z which is U -admissible. By the definition
of blow-up, the quasi-coherent ideal (π−1I )OX̃ of π−1(Z) is an invertible ideal sheaf

of OX̃ and thus the corresponding OX̃ -submodule L̃ := (π−1I )OX̃ ⊗ π∗L of π∗L

is invertible as well. As L̃ is the image of π∗(f∗E ) → π∗L , we have a surjection
(f ◦π)∗E � L̃ . Thus we find a unique S-morphism r̃ : X̃ → P(E ) such that r̃∗OP (1) ∼= L̃ .
As L̃ |π−1(U) = π∗L |π−1(U), we see that the restriction of r̃ to π−1(U) corresponds to r

via π−1(U)
∼→ U .

(13.21) Lemma of Chow.

The Lemma of Chow says that every separated morphism of finite type (resp. every
proper morphism) becomes quasi-projective (resp. projective) after modification with a
birational projective morphism, more precisely:
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Theorem 13.100. Let S be a qcqs scheme and let f : X → S be a separated morphism of
finite type such that X has only finitely many irreducible components (which is automatic
if S is noetherian).

Then there exists a commutative diagram

X

f ��

X ′
πoo

g
~~

S

where g is quasi-projective and where π is surjective, projective, and there exists a quasi-
compact open dense subscheme U of X such that π−1(U) is dense in X ′ and the restriction
π−1(U)→ U of π is an isomorphism. Moreover:
(1) f is proper if and only if g is projective.
(2) If X is reduced (resp. irreducible, resp. integral), then X ′ can be chosen to be reduced

(resp. irreducible, resp. integral).

It can be shown (see [Co] Corollary 2.6) that π can be chosen to be a blow-up.

Proof. Step 1: Reduction to the case that X is irreducible. Let (Xi)i be the finite family of
irreducible components of X. We endow each Xi with the structure of a closed subscheme
as follows. For all i let Vi ⊆ Xi be a non-empty open quasi-compact subset such that
Vi does not meet any other component Xj for j 6= i. Then Vi is open in X and we may
consider Vi as an open subscheme of X. As X is quasi-separated and as Vi is quasi-compact,
the inclusion Vi ↪→ X is a quasi-compact morphism. The schematic closure of Vi in X
(Section (10.8)) is then a closed subscheme of X whose underlying topological space is Xi.
In this way we consider Xi as a closed subscheme of X. If X is reduced, Vi and hence Xi

is reduced.
Assume that there exists an irreducible S-scheme X ′i, a morphism πi : X

′
i → Xi and an

open dense subset Ui of Xi satisfying the desired properties for Xi → S. Let X ′ be the
disjoint union of the X ′i. Then X ′ is clearly quasi-projective over S. It is reduced if the
X ′i are reduced. The morphism π : X ′ → X induced by the πi is surjective. The closed
immersion Xi ↪→ X is projective and thus the composition X ′i → Xi ↪→ X is projective
by Remark 13.73, and Remark 8.21 shows that X ′ → X is projective. Finally we may
take for U the union of the open subsets Ui ∩ Vi.

Step 2: Construction of π. By Step 1 we may assume that X is irreducible. Let (Sj)j be
a finite open affine covering of S and let (Xk)1≤k≤n be a finite covering of X by open affine
non-empty subschemes Xk of X such that for all k the image f(Xk) is contained in some
Sj (depending on k). Then Xk → Sj is affine and of finite type and hence quasi-projective.
Moreover the immersion Sj ↪→ S is quasi-compact and hence also quasi-projective. Thus
Xk → S is quasi-projective for all k by Remark 13.73 and there exist open S-immersions
rk : Xk ↪→ Pk, where Pk is a projective S-scheme.

Set U :=
⋂
kXk. As X is irreducible, U is open and dense in X. The restrictions of rk

to U define a quasi-compact immersion of S-schemes

r : U → P := P1 ×S · · · ×S Pn

and hence a quasi-compact immersion

h := (j, r)S : U ↪→ X ×S P,
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where j : U ↪→ X is the inclusion. Let X ′ be the schematic image of h in X ×S P . Thus h
factors into a schematically dominant open immersion h′ : U ↪→ X ′ followed by a closed
immersion i : X ′ ↪→ X ×S P . As U is irreducible, X ′ is irreducible. Define π as the
composition

π : X ′
i−→ X ×S P

p1−→ X,

where p1 is the first projection. We set U ′ := π−1(U).
Step 3: Properties of π. The S-scheme P is projective because the Pi are projective

over S. Therefore X ×S P is projective over X and thus π is projective.
The definition of X ′ implies that U ′ = i−1(U ×S P ) is the schematic closure of the

subscheme h(U) in U ×S P . But the morphism (idU , r|U ) : U ↪→ U ×S P is the graph of
the separated morphism r and hence a closed immersion. Thus h induces an isomorphism
U
∼→ U ′ which is inverse to the restriction U ′ → U of π. This also shows that U ′ is

schematically dense in X ′. Finally, π(X ′) contains U and is closed in X (because projective
morphisms are closed). Therefore π is surjective.

Step 4: Reducedness. Let us show that X ′ is reduced if X is reduced. Step 1 shows
that we may assume that X is integral. Then U is reduced and the schematic image X ′

of h : U → X ×S P is reduced as well (Remark 10.32).
Step 5: X ′ is quasi-projective over S. It suffices to show that the composition

ι : X ′
i−→ X ×S P

p2−→ P

is an immersion (where p2 is the second projection). We denote by qk : P → Pk the k-th
projection and set Wk := q−1

k (rk(Xk)) (which are open in P ).
We claim that ι(X ′) is contained in

⋃
kWk. To show the claim we set X ′k := π−1(Xk).

Then (X ′k)k is an open covering of X ′. We have rk ◦ π|U ′ = qk ◦ ι|U ′ for all k. As U ′ is
schematically dense in X ′ and thus in X ′k and as Pk is separated over S, it follows that
rk ◦ π|X′k = qk ◦ ι|X′k (Proposition 9.19). This shows that X ′k ⊆ ι−1(Wk) for all k. As the
X ′k form a covering of X, this proves our claim.

Therefore to show that ι is an immersion, it suffices to show that the restriction
ιk : U ′k := ι−1(Wk) → Wk of ι is an immersion for all k. Let Γk be the graph of the

composition uk : Wk → rk(Xk)
∼→ Xk ↪→ X which is a closed subscheme of Wk ×S X

because X is separated over S. The restrictions to U ′ of the two morphisms uk ◦ p2 and
p1 from Wk ×S X to X are equal, thus Ker(uk ◦ p2, p1) = Γk majorizes U ′ and hence also
U ′k. Therefore we can write ιk as the composition U ′k ↪→ Γk

∼→Wk which shows that ιk is
an immersion.

Step 6: Proof of (1). If X ′ is projective over S, then X ′ is proper over S and hence
X is proper over S by Proposition 12.59 because π is surjective. Conversely, if X → S
is proper, then X ′ → X → S is proper because properness is stable under composition.
Thus X ′ → S is proper and quasi-projective and hence projective by Corollary 13.72.

The proof of Theorem 13.100 shows that if X is irreducible, we can choose U in such a
way that π−1(U) is schematically dense in X ′.

Corollary 13.101. Let S be a locally noetherian scheme. Let f : X → S be a separated
morphism of finite type. Then f is proper if and only if for all n ≥ 1 the base change
f(AnS) : X ×S AnS → AnS is closed.
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Proof. The condition is necessary by definition. To prove that it is sufficient we may
assume that S = SpecR is affine. We first show that f(S′) is closed for every morphism
S′ → S of finite type. As this question is local on S′, we may assume that S′ is affine and
hence that there exists a closed S-immersion S′ ↪→ AnS for some n ≥ 0. By hypothesis
f(AnS) is closed and this implies that f(S′) is closed.

By Chow’s lemma (Theorem 13.100) there exists a commutative diagram

X

f   

X ′
πoo j // P

q
~~

S,

where π is projective and surjective, j is an open immersion, and q is projective. We may
write j as the composition

j : X ′
Γj−→ X ′ ×S P

π×idP−→ X ×S P
f(P )−→ P.

As j is separated, Γj is a closed immersion. As π is projective (hence proper by Corol-
lary 13.72), π× idP is closed. Finally f(P ) is closed because P is of finite type over S. This
shows that j is a closed immersion. Thus X ′ is proper and hence X is proper because π
is surjective (Proposition 12.59).

(13.22) Blow-ups and birational morphisms.

Theorem 13.102. Let X be an integral noetherian scheme such that there exists an
ample line bundle on X (e.g., if X is quasi-projective over some affine scheme) and let
X ′ be an integral scheme. Let f : X ′ → X be a projective birational morphism. Then there
exists a closed subscheme Z of X and an isomorphism of X-schemes X ′ ∼= BlZ(X).

We will use in the proof the finiteness of direct images for coherent modules (Theo-
rem 12.68) which will be proved in Volume II.

Proof. Let L be an f -ample invertible OX′-module. Then X ′ ∼= Proj A by Proposi-
tion 13.74, where A =

⊕
d f∗(L

⊗d). By Theorem 12.68, f∗(L ⊗d) is for all d a coherent
OX -module. As in Remark 13.11 and as X is quasi-compact, we can replace L by some
positive power L ⊗δ to assume that f∗(L )d = f∗(L ⊗d) for d sufficiently large. Then we
have X ′ ∼= Proj

⊕
d f∗(L )d.

Let KX (resp. KX′) be the constant sheaf with value K(X) (resp. K(X ′)). As f is
birational, we have f∗KX′ = KX . By Proposition 11.29 we can embed L into KX′ and
we obtain an embedding f∗L ↪→ KX . Let M be an ample line bundle on X, which we
may assume to be a submodule of the quasi-coherent OX -module KX (cf. Section (11.12)).
We claim that there exists an integer n ≥ 1 such that M−nf∗L ⊆ OX (multiplication in
KX). Let T be the coherent ideal (OX : f∗L ) (Remark 7.37) and let n ≥ 1 be an integer
such that M nT is generated by global sections. Thus we have OX ⊆M nT and hence
M−n ⊆ T . This shows our claim.

We set I := M−nf∗L , let Z be the corresponding closed subscheme of X. Then
BlZ(X) = Proj

⊕
d(M

−dn(f∗L )d) ∼= X ′ by Proposition 13.28.
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We also mention the following result due to Conrad ([Co] 2.11 and 4.4) which shows
that if we allow blow-ups on source and target, then any separated birational morphism
of finite type can be made into an open immersion:

Theorem 13.103. Let S be qcqs. Let f : X → S be a separated morphism of finite type
such that there exists an open quasi-compact dense subscheme U ⊂ S such that f−1(U) is
dense in X and such that f induces an isomorphism f−1(U)

∼→ U . Then there exists a
commutative diagram

(13.22.1)

X̃
j //

��

S̃

��
X

f // S,

where S̃ → S and X̃ → X are U -admissible blow-ups and where j is an open immersion.
If f is also proper, then (13.22.1) can be chosen such that j is an isomorphism.

More recently, Abramovich, Karu, Matsuki and W lodarczyk [AKMW], [Wlo] have
proved the following “weak factorization theorem”. See also Bonavero’s survey [Bon].

Theorem 13.104. Let k be an algebraically closed field of characteristic 0, and let X and
Y be smooth and proper integral schemes over k. Then every birational map ϕ : X 99K Y
factors as a sequence of blow-ups in closed subschemes that are themselves smooth schemes
and inverses of such blow-ups, i.e., there is a sequence

X = X0 99K X1 99K · · · 99K Xn−1 99K Xn = Y,

of birational maps between smooth proper integral k-schemes, such that for each map ψ in
the sequence, either ψ or ψ−1 is a blow-up morphism in a smooth center, and such that
the composition of these birational maps is ϕ.

(13.23) Resolution of Singularities.

We conclude this chapter with some results on resolutions of singularities without giving
any proofs. Let X be a reduced noetherian scheme. A resolution of singularities is a
proper birational morphism f : X ′ → X, where X ′ is regular. No general criterion is
known for whether a scheme X admits a resolution of singularities. Grothendieck gave
the following necessary criterion in [EGAIV] (7.9.5).

Proposition 13.105. Let X be a reduced noetherian scheme such that every integral
scheme Y , which is finite over X, admits a resolution of singularities. Then X is quasi-
excellent (Definition 12.49).

One can ask whether, conversely, every reduced (quasi-)excellent scheme has a resolution
of singularities. This is an important question which is still wide open even for many
special cases. For instance, it is not known whether all integral schemes of finite type over
an algebraically closed field of positive characteristic have a resolution of singularities.

Here we mention a few positive results. The most important one is Hironaka’s theorem
(cf. [Hi]) on resolution of singularities in characteristic zero:
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Theorem 13.106. Let X be a reduced excellent scheme such that the residue fields κ(x)
of all points x ∈ X have characteristic zero (e.g., if X is reduced and of finite type over a
field of characteristic zero). Then X has a resolution of singularities.

In fact Hironaka proves that for a scheme X as in Theorem 13.106 there exists a
sequence

(13.23.1) π : X ′ = Xn → Xn−1 → · · · → X1 → X0 = X,

where X ′ is regular and where, for each i, Xi+1 → Xi is a blow-up in a closed subscheme
Di ⊂ Xi satisfying the following conditions.
(a) Di is regular, and Di is contained in the non-regular locus of Xi.
(b) Xi is normally flat along Di, i.e., the ODi-module

⊕
d≥0 I d

Di
/I d+1

Di
is flat (where

IDi ⊂ OXi is the quasi-coherent ideal sheaf defining Di).
These conditions imply in particular that the restriction π−1(Xreg) → Xreg of π is an
isomorphism.

Hironaka’s proof is extremely complicated. Since the middle of the 1990’s, a number
of substantial simplifications have been given. See Hauser’s survey [Hau] and Kollár’s
book [Ko] for further details and references; see also Temkin’s article [Te1] for a modern
proof of Hironaka’s result.

Combining this result with Nagata’s compactification Theorem 12.70 we obtain:

Corollary 13.107. Let S be an excellent noetherian Q-scheme, let f : X → S be a
separated morphism of finite type and assume that X is regular. Then there exists an open
dominant immersion j : X → X̄ of S-schemes, where X̄ is a regular proper S-scheme.

It can be shown ([Te1]) that one can choose X̄ in such a way that the boundary X̄ \j(X)
is a divisor with particularly nice singularities (a so-called divisor with normal crossing).

In arbitrary characteristic the existence of a sequence as in (13.23.1) is known only for
reduced excellent schemes X of dimension ≤ 2.

A weaker form of resolution of singularities has been shown by de Jong [dJ] for schemes
of finite type over arbitrary fields:

Theorem 13.108. Let k be a field and let X be an integral separated scheme of finite
type over k. Then there exist k-morphisms

X̄1 X1
joo π // X,

where
(1) X̄1 and X1 are integral and regular, and X̄1 is projective over k,
(2) π is an alteration, i.e. π is proper, surjective, and there exists a non-empty open

subset U of X such that π−1(U)→ U is finite.
(3) j is an open immersion such that the reduced closed subscheme D := X̄1 \ j(X1)

is a strict normal crossing divisor (i.e., denoting by Di for i ∈ I the irreducible
components of D, considered as reduced subscheme, then for all J ⊆ I the schematic
intersection

⋂
i∈J Di is a regular closed subscheme of X̄1 of codimension #J).

There are plenty of variants and generalizations of the results stated above (e.g.,
embedded resolutions, or a variant of Theorem 13.108 for schemes over discrete valuation
rings) which have many applications but go beyond the scope of this book.
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Exercises

Exercise 13.1. Let n ≥ 1 be an integer, R a ring, and let a0, . . . , an ≥ 1 be integers.
Endow R[T0, . . . , Tn] with the structure of a graded R-algebra such that the degree of Ti
is ai. Then PR(a0, . . . , an) := ProjR[T0, . . . , Tn] is called weighted projective space with
weights (a0, . . . , an).
(a) Let R[X0, . . . , Xn] be the polynomial ring with the standard grading. Show that the

R-algebra homomorphism R[T0, . . . , Tn]→ R[X0, . . . , Xn], Ti 7→ Xai
i , yields a finite

surjective morphism π : PnR → PR(a0, . . . , an).
(b) Show that PR(a0, a1) ∼= P1

R for all a0, a1 ≥ 1 (although π is usually not an isomor-
phism).

(c) Show that PR(1, 1, 2) ∼= V+(X2
1−X0X2) ⊂ P3

R, where X0, . . . , X3 denote homogeneous
coordinates on P3

R. Deduce that PR(1, 1, 2) is not smooth over R.
(d) Find for all triples (a0, a1, a2) a graded R-algebra A such that A is generated by

finitely many elements in A1 and such that P(a0, a1, a2) ∼= ProjA.

Exercise 13.2. Let A be a graded ring and X = ProjA. We say that a graded A-module
M satisfies condition (TN) (resp. satisfies condition (TF)) if there exists an n ∈ Z such
that

⊕
d≥nMd = 0 (resp. such that

⊕
d≥nMd is a finitely generated A-module).

(a) Let u : M → N be a homomorphism of graded A-modules. Show that if Ker(u)
(resp. Coker(u)) satisfies (TN), then the associated homomorphism ũ : M̃ → Ñ of
quasi-coherent OX -modules is injective (resp. surjective). We say that u is a (TN)-
isomorphism if Ker(u) and Coker(u) satisfy (TN).

(b) Let M be a graded A-module that satisfies (TF). Show that M̃ is an OX -module of
finite type.

(c) Let M be a graded A-module that satisfies (TF). Show that M̃ = 0 if and only if M
satisfies (TN).

Exercise 13.3. Let k be a field, A = k[T0, . . . , Tn] and let M be a graded A-module
that satisfies condition (TF) (Exercise 13.2). Show that M is saturated if and only if the
following conditions hold.
(a) For m ∈M with Tim = 0 for all i one has m = 0.
(b) For all homogeneous elements mi ∈ M (i = 0, . . . , n) with Timj = Tjmi for all i, j

there exists an m ∈M such that mi = Tim.

Exercise 13.4. Let A be a graded ring such that A+ is generated by finitely many elements
of A1. For a graded A-module M define the saturation M sat := Γ∗(M̃). Show that M sat

is a saturated A-module and that we obtain a functor (A-GrMod)→ (A-GrModsat) and
that this functor is left adjoint to the inclusion functor (A-GrModsat)→ (A-GrMod).

Exercise 13.5. Let R be a ring, n1, . . . , nr ≥ 1 integers and let X ⊂ Pn1

R ×R · · · ×R PnrR
be a closed subscheme. Show that X is the vanishing scheme of polynomials f1, . . . , fm ∈
R[(Tji)1≤j≤r,0≤i≤nj ] which for all j = 1, . . . , r are separately homogeneous in the variable
(Tji)0≤i≤nj .

Exercise 13.6. We call a morphism f : X → S locally quasi-projective (resp. locally
projective) if there exists an open affine covering (Uα)α of S and for all α a quasi-compact
Uα-immersion (resp. a closed Uα-immersion) f−1(Uα) ↪→ PnαUα for some integer nα ≥ 0.

We remark that here “locally” means locally on the target, while for notions encountered
earlier (like “morphisms locally of finite type”) the “locally” meant locally on the source.
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Prove the following assertions:
(a) Any quasi-compact immersion (resp. any closed immersion) is locally quasi-projective

(resp. locally projective).
(b) Any locally quasi-projective morphism f is separated and of finite type.
(c) A morphism f : X → S is locally quasi-projective (resp. locally projective) if and only

if there exists an open affine covering (Uα)α of S and for all α a quasi-compact Uα-
immersion (resp. a closed Uα-immersion) f−1(Uα) ↪→ P(Eα) for some quasi-coherent
OUα -module Eα of finite type.

(d) A scheme morphism f : X → S is locally projective if and only if f is proper and
locally quasi-projective.

Exercise 13.7. Let A be a graded ring which is factorial (e.g., A = k[T0, . . . , Tn] for a
field k). Let d, e > 0 be integers and f ∈ Ad, g ∈ Ae be nonzero homogeneous elements
without a common prime factor. Set X = ProjA and Z = V+(f, g) = ProjA/I, where I
is the homogeneous ideal generated by f and g. Show that the sequence

0→ A(−d− e) ϕ−→ A(−d)⊕A(−e) ψ−→ I → 0,

with ϕ(a) = (−ag, af) and ψ(a, b) = af + bg, is an exact sequence of graded A-modules.
Deduce the existence of an exact sequence of OX -modules

0→ OX(−d− e)→ OX(−d)⊕ OX(−e)→ I → 0,

where I ⊆ OX is the quasi-coherent ideal defining Z.

Exercise 13.8. In Exercise 1.30 we introduced the Veronese embedding. This exercise
generalizes the construction there to projective bundles over schemes. Let S be a scheme,
let E be a quasi-coherent OS-module of finite type, set P := P(E ) and let p : P → S be
the structure morphism. Fix an integer d ≥ 1 and set P (d) := P(Symd E ). The surjection
p∗E � OP (1) yields a surjection p∗ Symd(E ) = Symd(p∗E ) � Symd(OP (1)) = OP (d).
Thus we obtain a unique morphism vd : P → P (d) such that v∗d(OP (d)(1)) = OP (d).

Show that vd is a closed immersion. We call vd the d-fold Veronese embedding . Show that
if S = Spec k for an algebraically closed field, vd is the embedding defined in Exercise 1.30.

Exercise 13.9. Let k be an algebraically closed field, let n, d ≥ 1 be integers, and let
V = V dn be the k-vector space of homogeneous polynomials in indeterminates T0, . . . , Tn
of degree d. Let P dn := P(V ∨) its projectivization (thus P dn(k) consists of the elements of
V modulo multiplication with nonzero scalars). Show that the set of reducible polynomials
is closed in P dn(k).
Hint : For 1 ≤ e ≤ d−1 multiplication of polynomials yields a morphism P en×P d−en → P dn .
Show that the image Ze is closed and consider the union of the Ze(k).

Exercise 13.10. With the notation of Lemma 13.54 assume that r is a closed immersion.
Show that then condition (a), (b), and (c) hold for J = {0, . . . , n}.

Exercise 13.11. Let X be a qcqs scheme and let L and L ′ be invertible OX -modules.
Assume that L is ample and that for all x ∈ X there exists an integer n > 0 and a
section s′ ∈ Γ(X,L ′⊗n) such that s′(x) 6= 0. Show that L ⊗L ′ is ample.

Exercise 13.12. Let f : X → S be a morphism of finite type and let L be an invertible
OX -module.
(a) Let K be an invertible OS-module. Show that L is ample for f if and only if

L ⊗ f∗K is ample for f .
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(b) Let g : X ′ → X be a morphism of finite type and let L ′ be an invertible OX′ -module.
Assume that L ′ is very ample for g and that L is very ample for f . Show that
L ′ ⊗ f∗L is very ample for f ◦ g.

Exercise 13.13. Assume in the standard set up for schemes over inductive limits of rings
(see Section (10.13) 1.–3.) that X0 is of finite presentation. Let L0 be a line bundle on
X0 and set L := x∗0L0 and Lλ := x∗0,λL0. Show that if L is ample over S (resp. very
ample over S), then there exists an index λ0 such that Lλ is ample over Sλ (resp. very
ample over Sλ) for all λ ≥ λ0.

Exercise 13.14. Let k be an algebraically closed field. Let m,n ≥ 1, and let A =
k[T0, . . . , Tm, S0, . . . , Sn]. We identify (SpecA)(k) with the product of the space of monic
polynomials of degree m+ 1 and the space of monic polynomials of degree n+ 1 over k,
i. e., the indeterminates correspond to the coefficients of the polynomials. Prove that the
subset of (SpecA)(k) consisting of pairs (f, g) (where f is a monic polynomial of degree
m+ 1, and g is a monic polynomial of degree n+ 1) such that f and g have a common
zero in k, is Zariski closed.

Exercise 13.15. Let f : X → S be a morphism of finite type, let L be an f -ample line
bundle, and let s ∈ Γ(X,L ). Show that Xs is quasi-affine over S. If f is proper, show
that Xs is affine over S.

Exercise 13.16. Let X be a qcqs scheme and set A := Γ(X,OX). Show that the following
assertions are equivalent.
(i) X is quasi-affine.
(ii) The canonical morphism X → SpecA (Remark 3.7) is a homeomorphism of X onto

a subspace of SpecA.
(iii) The open subsets Xf for f ∈ A form a basis of the topology of X.
(iv) Those open subsets Xf for f ∈ A such that Xf is affine form a covering of X.

Exercise 13.17. Let k be a field and S = Spec k. Let n ≥ 1 be an integer and set
X := An+1

k \ {0}. Show that OX is very ample over k and that the sections si := Ti ∈
Γ(X,OX) = k[T0, . . . , Tn] for i = 0, . . . , n generate OX . Show that the corresponding
morphism X → Pnk (13.12.1) is the canonical morphism (3.6.1).

Generalize these assertions to arbitrary schemes S.

Exercise 13.18. Let S be a scheme and let f : X → Y be a finite surjective morphism
of quasi-compact S-schemes. Assume that X and Y are integral and that Y is normal. Let
NX/Y : Pic(X)→ Pic(Y ) be the norm homomorphism defined in Exercise 12.25.
(a) Let L be an invertible OX -module that is ample over S. Show that NX/Y (L ) is

ample over S.
(b) Let K be an invertible OY -module. Show that K is ample over S if and only if

f∗K is ample over S.
(c) Assume that Y is of finite type over S. Show that X is quasi-projective over S if and

only if Y is quasi-projective over S.
(d) Assume that Y is of finite type over S and that S is qcqs. Show that X is projective

over S if and only if Y is projective over S.

Exercise 13.19. Let X be a qcqs scheme and let E , E1 and E2 be finite locally free
OX -modules.
(a) Show that the following assertions are equivalent.
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(i) For every quasi-coherent OX -module F of finite type there exists an integer n0

such that Symn E ⊗OX F is generated by its global sections for all n ≥ n0.
(ii) For every quasi-coherent OX -module F of finite type and for every x ∈ X

there exists an integer n0(x) such that for all n ≥ n0(x) the global sections of
Symn E ⊗OX F generate the stalk Symn Ex ⊗Fx as OX,x-module.

The vector bundle E is called ample if it satisfies these equivalent conditions.
(b) Show that an invertible OX -module is ample in this sense if and only if it is ample in

the sense of Definition 13.44.
(c) Show that any quotient vector bundle of an ample vector bundle is again ample. Show

that a direct sum E = E1 ⊕ E2 is ample if and only if E1 and E2 is ample.
(d) Show that if E1 is ample and E2 is generated by its global sections, then E1 ⊗ E2 is

ample.
(e) Show that if E is ample, then there exists an n0 ≥ 1 such that Symn(E ) is ample for

all n ≥ n0.
Remark : In fact one can show that the tensor product of ample vector bundles is
again ample. This implies that Symn(E ) is ample for all n ≥ 1.

(f) Show that if E ample, then det(E ) is ample.

Exercise 13.20. Let f : X → Y be a closed morphism with finite fibers and assume that
there exists an ample line bundle on X. Show that f is affine.
Hint : Exercise 12.3.

Exercise 13.21. Deduce Nagata’s compactification Theorem 12.70 from Temkin’s fac-
torization Theorem 12.71.

Exercise 13.22. Let X be a scheme, let I ⊆ OX be a quasi-coherent ideal, and set
Zn = V (I n) for all n ≥ 1. Show that BlZn(X) ∼= BlZ1(X) for all n ≥ 1.

Exercise 13.23. Let X be a scheme, let Z be a closed subscheme, set U := X \ Z, and
let π : BlZ(X)→ X be the blow-up (inducing an isomorphism π−1(U)

∼→ U). Let Y be a
closed subscheme. Show that the schematic closure Ỹ (Remark 10.31) of π−1(U ∩ Y ) in
BlZ(X) exists and that Ỹ is the strict transform of Y in BlZ(X).

Exercise 13.24. Let k be a field. Show that the blow-up X̃ of the origin in A2
k, viewed

as a P1
k-scheme via X̃ ⊂ A2

k ×P1
k → P1

k, is the geometric line bundle V(O(1)). This is also
an illustration of Theorem 13.67.

Exercise 13.25. Let k be a field, and let X = V (XY − Z2) ⊂ A3
k. Let X̃ → X be the

blow-up of X in the origin V (X,Y, Z) ⊂ A3
k. Show that the morphism X \{(0, 0, 0)} → P1

k,

(x, y, z) 7→ (x : z) = (z : y) extends to a morphism X̃ → P1
k, and identify X̃ as a P1

k-scheme
with V(OP1

k
(2)). This is also an illustration of Theorem 13.67.

Exercise 13.26. Let X be a reduced scheme and let Z be a closed subscheme. Show
that BlZ(X) is a reduced scheme.

Exercise 13.27. Let X be a scheme, let Y1, . . . , Yn be closed subschemes and let Ỹi be
the strict transform of Yi in Bl⋂Yi(X). Show that

⋂
Ỹi = ∅.

Exercise 13.28. Let S be a scheme, E be a quasi-coherent OS-module, and let V := V(E )
be the corresponding vector bundle. Let f : V → S be its structure morphism and let
z : S → V(E ) be the zero section.
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(a) Let w : f∗E ⊕ OV → OV the OV -module homomorphism whose restriction to f∗E
is (13.9.1) and whose restriction to OV is the identity. Show that w defines an affine
open schematically dominant immersion of S-schemes

j := jE : : V ↪→ V̄ := P(E ⊕ OS).

and that jE is functorial for surjective homomorphisms E ′ � E .
(b) Show that the canonical projection E ⊕ OS → E yields a closed immersion

i := iE : P := P(E ) ↪→ V̄

such that V̄ \ i(P ) = j(V ).
(c) Let f̄ : V̄ → S be the structure morphism, let f̄∗E ⊕OV̄ = f̄∗(E ⊕OS)� OV̄ (1) the

universal quotient bundle, and let ū : f̄∗E → OV̄ (1) its restriction to the first direct
summand. Show that the restriction of ū to the open subscheme V̄ 0 := V̄ \ j(z(S)) is
surjective and defines a surjective affine S-morphism

p : V̄ 0 → P

such that p ◦ i = idP and such that p|V 0 = π, where π is the projection of the pointed
affine cone to P .

(d) Show that there exists an open affine covering (Ui)i of P such that p−1(Ui) ∼= A1
Ui

for all i.
(e) Describe all these morphisms on k-valued points (k some field) if E = (On+1

S )∨ (and
hence V = An+1

S , V̄ = Pn+1
S , and P = PnS).

The scheme V(E ) is called the projective closure of V(E ). The closed subscheme i(P(E ))
is called the locus at infinity of V(E ).
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The main topic of this chapter is a detailed study of flat morphisms. Although it is
impossible to fully capture the algebraic notion of flatness in geometric terms, there
is a useful heuristic: If f : X → S is a flat morphism, then the fibers f−1(s) form a
continuously varying family of varieties, as s varies in S. In simple situations, the converse
to this statement is true, see Proposition 14.14, Theorem 14.34 and Theorem 14.128
below. One could say that flatness is the correct generalization of this naive point of view
to the general case.

At the end, we take up again the study of the notion of dimension of a scheme. We now
go beyond the case of schemes of finite type over a field (see Chapter 5), and in particular
investigate the behavior of the dimensions of fibers of (flat) morphisms.

Flat morphisms

(14.1) First properties of flat morphisms.

Recall the definition of flatness (Definition 7.38):

Definition 14.1. Let f : X → Y be a morphism of schemes, let F be an OX -module.
(1) Then F is called flat over Y at x or f -flat at x if Fx is a flat OY,f(x)-module. It is

called flat over Y or f -flat if F is flat over Y at all points x ∈ X.
(2) If X = Y and f = idX , we simply say that F is flat at x if it is idX -flat at x, i.e. if

Fx is a flat OX,x-module. Similarly, F is called flat, if Fx is a flat OX,x-module for
all x ∈ X.

(3) We say that f is flat, or that X is flat over Y , if OX is flat over Y .

Example 14.2. Let Y be a scheme.
(1) If Y = Spec k for a field k, then every morphism of schemes X → Y is flat.

© Springer Fachmedien Wiesbaden GmbH, part of Springer Nature 2020
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(2) The structure morphism AnY → Y is flat because polynomial rings are flat (Exam-
ple B.19).

(3) As PnY has an open cover by schemes that are flat over Y (more precisely, isomorphic
to AnY ), PnY is flat over Y . More generally, for every finite locally free OY -module E the
projective bundle P(E ) is flat over Y because locally on Y there exist isomorphisms
P(E ) ∼= PnY .

Whereas in Chapter 7 we were mainly interested in flat OX -modules, in this chapter we
will study flat morphisms between schemes in detail. We start by recording some simple
properties.

Proposition 14.3.
(1) A ring homomorphism A→ B is flat if and only if the morphism SpecB → SpecA

is flat in the sense of the above definition.
(2) Flatness is stable under base change and under composition of morphisms.
(3) Flatness is local on the source and on the target.
(4) Open immersions are flat morphisms.
(5) Let f : X → Y be a morphism. Then f is flat if and only if for every y ∈ Y , the

pull-back X ×Y Spec OY,y → Spec OY,y is flat.

Proof. For part (1), see Proposition B.27: Flatness of a ring homomorphism A → B
can be checked on the local rings. Part (2) follows from simple properties of the tensor
product. Assertion (3) is clear from the definition, and this also implies (4). Finally, (5)
follows from the definition because the local ring of X ×Y Spec OY,y in x is OX,x by
Proposition 4.20.

The property “flat” is also compatible with inductive limits of rings in the sense of
Section (10.13), more precisely we have:

Proposition 14.4. In the situation of Section (10.13), 1.–3., 5., and 6. we assume that
X0 and Y0 are of finite presentation over S0 and that F0 is an OX0-module of finite
presentation. Set F := x∗0F0 and Fλ := x∗0λF0 for all λ. Then F is f -flat if and only if
there exists a λ such that Fλ is fλ-flat.

This is a rather difficult result from commutative algebra which we do not show here
(see [EGAIV] (11.2.6) or [RG] Part I (2.7) for a proof).

We recall that we have already seen in Corollary 10.85 that any morphism f : X → Y
of finite presentation to an integral scheme Y is generically flat:

Theorem 14.5. Let Y be an integral scheme and let be f : X → Y a quasi-compact
morphism locally of finite presentation. Then there exists an open dense subset V ⊆ Y
such that f |f−1(V ) is flat.

For later use, we note the following lemma:

Lemma 14.6. Let f : X → Y be a quasi-compact morphism of S-schemes, and let
Z ⊆ Y be the schematic image of f (Section (10.8)). If S′ → S is a flat morphism, then
Z ′ = Z ×S S′ is the schematic image of the base change f ′ : X ×S S′ → Y ×S S′.
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Proof. By Proposition 14.3 the base change p : Y ′ := Y ×S S′ → Y is again flat. Moreover
Z ′ = p−1(Z) and thus we may assume that Y = S and Y ′ = S′. By Proposition 10.30,
the schematic image Z is the closed subscheme corresponding to the quasi-coherent ideal
Kf := Ker(f [ : OY → f∗OX). As Y ′ → Y is flat, we have p∗Kf = Ker(f ′[). As f ′ is again
quasi-compact, Z ′ = V (Ker(f ′[)) is the schematic image of f ′.

(14.2) Faithfully flat morphisms.

A concept of similar importance as flatness is the notion of faithfully flat morphism:

Definition 14.7. A morphism f : X → Y is called faithfully flat if f is flat and
surjective.

If k is a field, then any morphism from a non-empty scheme X to Spec k is faithfully
flat. For all schemes Y and n ≥ 0 the structure morphisms AnY → Y and PnY → Y are
faithfully flat.

Remark 14.8. The property “faithfully flat” is stable under base change, under compo-
sition of morphisms, and local on the target because this holds for the properties “flat”
and “surjective”.

We will study faithfully flat morphisms in detail in this chapter, and we will see
that given a faithfully flat quasi-compact morphism S′ → S and an S-scheme X, many
properties of X ×S S′ “descend” to X: if X ×S S′ has a certain property, it follows that
X has the same property.

The following lemma implies in particular that every flat local homomorphism between
local rings gives rise to a faithfully flat morphism of their spectra.

Lemma 14.9. Let f : X → Y be a flat morphism of schemes, x ∈ X a point, y := f(x).
Let y′ ∈ Y be a generization of y (i.e., y ∈ {y′}). Then there exists a generization x′ of x
such that f(x′) = y′.

Proof. Set A = OY,y and B = OX,x and ϕ := f ]x : A → B. We have to show that
the morphism g : SpecB → SpecA corresponding to the flat local homomorphism ϕ is
surjective. As myB 6= B, B is a faithfully flat A-module. Therefore, B ⊗A κ(y′) 6= 0, or in
other words: The fiber of SpecB → SpecA over y′ ∈ SpecA is non-empty.

We can also express the statement of the lemma by saying that for every flat morphism
f : X → Y and x ∈ X, we have f(Spec OX,x) = Spec OY,f(x) (where we consider the
spectra of the stalks as subsets of X and Y , respectively). See Theorem 14.35 below for
an important application of this fact: flat morphisms locally of finite presentation are
open.

Now we relate the definition above to the notion of faithful flatness for modules over a
ring (see Proposition B.17). As the terminology indicates, the two notions are equivalent
in the following sense:

Proposition 14.10. Let ϕ : A→ B be a homomorphism of rings and let f : SpecB →
SpecA be the corresponding morphism. Then f is faithfully flat if and only if B is a
faithfully flat A-module.



431

Proof. We already know that f is flat if and only if B is a flat A-module. Thus we may
assume that f and B are flat. Then B is a faithfully flat A-module if and only if for
every maximal ideal m ⊂ A we have mB 6= B (Proposition B.17 (iii)). If n ⊂ B is any
maximal ideal containing mB, ϕ−1(n) is a prime ideal containing m and hence equal to m.
Therefore the flat A-module B is faithfully flat if and only if every closed point of SpecA
lies in the image of f . But every point y ∈ SpecA is a generization (Definition 2.8) of a
closed point of SpecA. Thus the proposition follows from Lemma 14.9.

Using this equivalence, we can globalize the property of Definition B.17.

Proposition 14.11. Let f : X → Y be a faithfully flat morphism of schemes, and let

F• : F1 → F2 → F3

be a sequence of quasi-coherent OY -modules. Then the sequence F• is exact if and only if
the pull-back f∗F• is an exact sequence of OX-modules.

Proof. Since the exactness can be checked on the stalks, hence in particular locally on
the base, this follows from the previous proposition.

Proposition 14.11 immediately implies the following result.

Corollary 14.12. Let g : X → S and h : Y → S be morphisms of schemes and let
f : X → Y be a faithfully flat S-morphism. Then g is flat (resp. faithfully flat) if and only
if h is flat (resp. faithfully flat).

Proposition 14.13. Let S′ → S be a flat morphism. Let f : X → S be a morphism of
schemes with the property that f maps every maximal point of X to a maximal point of
S. Then the morphism X ×S S′ → S′ has the same property.

Proof. Let x′ ∈ X ′ := X×S S′ be a maximal point, i.e., the generic point of an irreducible
component of X ′. As S′ → S is flat, its base change X ′ → X is flat as well. By Lemma 14.9,
the image x of x′ in X is also a maximal point, so by assumption the same is true for the
image s := f(x) in S. Let s′ denote the image of x′ in S′. We want to show that it is a
maximal point. After base change by Spec OS,s → S, we may assume that S = Spec OS,s.

We may assume that S is reduced, so that OS,s is a field because s is a maximal
point. Therefore X is flat over S. In particular, OX′,x′ is flat over OS′,s′ , and applying
Lemma 14.9 once more, we obtain the desired conclusion.

(14.3) Example: Flat morphisms into Dedekind schemes.

Let R be a Dedekind domain. Recall that an R-module M is flat if and only if it is
torsion-free (Proposition B.89). Moreover, recall that a Dedekind scheme is an integral
noetherian scheme Y such that every local ring of Y is a discrete valuation ring or a field,
see Section (7.13).

Proposition 14.14. Let Y be a Dedekind scheme, let η be the generic point of Y and
let f : X → Y be a morphism. Consider the following assertions.
(i) The morphism f is flat.
(ii) The scheme X is equal to the schematic closure (see Remark 10.31) of the generic

fiber f−1(η) in X.
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(iii) Every irreducible component of X dominates Y .
Then the implications “(i) ⇔ (ii) ⇒ (iii)” hold. If X is reduced, all assertions are
equivalent.

Proof. To prove “(i) ⇔ (ii)”, we may assume Y = SpecR for a Dedekind ring R and
that X = SpecA is affine. Denote by K the field of fractions of R. The schematic closure
of the generic fiber is SpecA/a, where a := Ker(A → A ⊗K) = Ators. Therefore A is
torsion-free if and only if the schematic closure of the generic fiber is X.

If there was an irreducible component X ′ of X that does not dominate Y , then its
generic point θ is not contained in f−1(η) und thus also not in the closure of f−1(η). This
is a contradiction to (ii).

Finally (iii) implies (ii) if X is reduced because a closed subscheme of X with the same
underlying topological space is necessarily equal to X.

The proposition shows that it is easy to “flatten” a scheme X over a Dedekind scheme
by replacing X by the schematic closure of its generic fiber (see Exercise 14.5 for more
details).

Remark 14.15. In the situation of Proposition 14.14 let X be locally noetherian. Then (ii)
(and hence the flatness of f) can be expressed by saying that all associated points of X
lie in f−1(η) (Proposition 9.22).

Definition/Remark 14.16. Assume that Y = SpecR for a discrete valuation ring R.
Then Y has two points, an open generic point η corresponding to the zero ideal and a
closed point s, also called special point , corresponding to the maximal ideal (π), where
π ∈ R is a uniformizing element. Hence a morphism f : X → Y has two fibers, the generic
fiber Xη := f−1(η) and the special fiber Xs := f−1(s). An R-module M is torsion-free if
and only if it has no π-torsion. In particular, the following assertions are equivalent.
(i) The scheme X is flat over Y .
(ii) For all open affine subschemes U the R-module Γ(U,OX) has no π-torsion.
(iii) For all x ∈ X, the R-module OX,x has no π-torsion.
In (iii) it suffices to consider points x in the special fiber Xs since for all x ∈ Xη the
image of π in OX,x is a unit.

Proposition 14.17. Let R be a discrete valuation ring, let s be the special and η the
generic point of SpecR. Let f : X → SpecR be a morphism. Assume that X is locally
noetherian. Suppose that all maximal points of the special fiber Xs := f−1(s) lie in the
closure of Xη := f−1(η) and that the special fiber Xs is reduced. Then X is flat over R.

Proof. Let π be a uniformizing element of R. We show that for all x ∈ Xs, π is a regular
element of OX,x. Hence we may assume that X = SpecA for a local noetherian ring A
such that π is contained in its maximal ideal. Let a ∈ A with πa = 0. We want to show
that a = 0. Certainly f−1(η) = SpecA⊗K is contained in V (a), because its points are
prime ideals that do not contain π. Our assumption implies that V (a) = SpecA as sets,
i.e., a is nilpotent. Since the special fiber is reduced, it follows that a ∈ πA, say a = πa′.
We can apply the same reasoning to a′, and by induction we get that a ∈

⋂
i π

iA. As π is
contained in the maximal ideal of A, this intersection is 0 (see Corollary B.43).
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In Theorem 14.34 we will prove a valuative criterion for flatness: A morphism X → Y ,
locally of finite type, and with Y reduced and locally noetherian, is flat if every base
change with respect to SpecR→ Y , R a discrete valuation ring, is flat. This shows that
understanding flatness over a discrete valuation ring is really the crucial case, at least as
long as one considers reduced base schemes.

There is another way to read this: Flatness over a discrete valuation ring is easy to
understand – it just says that the whole family equals the schematic closure of the
generic fiber. By the valuative criterion, flatness over a reduced base is reasonably easy to
understand in geometric terms, too. The great merit of the notion of flatness is that it
is defined over any base, and gives us a means to use this notion over non-reduced base
schemes, where it is harder to describe the geometric content.

(14.4) Examples of flat and of non-flat morphisms.

We start with examples of two classes of morphisms which are not flat, except in trivial
cases. We will use the following lemma that will also be useful when we prove quasi-
projectivity of curves in Theorem 15.18 below.

Lemma 14.18. Let X be a scheme with finitely many irreducible components and let
f : X → Y be a separated morphism. If there exists a covering X =

⋃
i∈I Ui by dense

open subsets Ui ⊆ X such that for all i, f |Ui is an immersion (resp. an open immersion),
then f is an immersion (resp. an open immersion).

Proof. It suffices to show that f is injective. We may assume that X and Y are reduced.
Replacing Y by f(X), endowed with its reduced scheme structure, we may assume that
f is dominant. As f is locally on X an immersion, f ]x : OY,f(x) → OX,x is surjective for
all x ∈ X and hence bijective because f is dominant and Y is reduced. Thus f is flat and
therefore the two projections pri : X ×Y X → X (i = 1, 2) are flat. Thus pri(X ×Y X) is
stable under generization in X (Lemma 14.9).

Let η1, . . . , ηn ∈ X be the maximal points of X. Since any Ui contains all of these
points, the restriction of f to {η1, . . . , ηn} is injective. As f is dominant, the images
θi := f(ηi) are the maximal points of Y .

Let ζ be a maximal point of X ×Y X. The image of ζ in Y is a maximal point of Y , say
θj . As pri(X ×Y X) is stable under generization, pr1(ζ) and pr2(ζ) are maximal points of
X which both map to θj . Therefore pr1(ζ) = pr2(ζ) = ηj . Thus ζ ∈ Z := Spec(κ(ηj)⊗κ(θj)

κ(ηj)) by Lemma 4.28. But by the above, κ(θj) → κ(ηj) is an isomorphism and hence
Z ∼= Specκ(ηj) ∼= Specκ(θj). Therefore every maximal point of X ×Y X is in the image
of the diagonal ∆f . As f is separated, ∆f (X) is closed. Therefore ∆f is surjective.

Now let x1, x2 ∈ X with f(x1) = f(x2). Then there exists z ∈ X ×Y X such that
pr1(z) = x1 and pr2(z) = x2. As ∆f is surjective, there exists x ∈ X with ∆f (x) = z and
hence xi = pri(∆f (x)) = x for i = 1, 2.

Proposition 14.19. Let f : X ′ → X be a surjective separated morphism of integral
schemes such that the induced extension of function field K(X)→ K(X ′) is an isomor-
phism. Suppose that f satisfies moreover one of the following hypotheses.
(a) The morphism f is affine (e.g., if f is the normalization of X).
(b) The morphism f is locally of finite presentation (e.g., if f is the blow-up of a noetherian

integral scheme X in a closed subscheme Z ( X).
Then f is flat if and only if it is an isomorphism.
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Proof. Suppose that f is flat and hence faithfully flat since f is surjective. To see that f
is an isomorphism we may assume that X = SpecA for an integral domain A.

Suppose that f is affine. Then X ′ = SpecA′, where A′ is a faithfully flat A-algebra
contained in the field of fractions of A. We claim that A = A′. Let a′ = a/s ∈ A′ with
a, s ∈ A and s 6= 0. Then a ∈ sA′ ∩A = sA, where the equality holds by Proposition B.22.
Hence a′ ∈ A. This shows the claim and that f is an isomorphism.

Now suppose that f is locally of finite presentation. For all x′ ∈ X ′ the local ring
OX′,x′ is a faithfully flat OX,f(x′)-algebra (by Example B.18) contained in the field of
fractions of OX,f(x′). Hence the same argument as above shows that OX,x → OX,f(x′)

is an isomorphism. Since f is locally of finite presentation, Proposition 10.52 shows
that there exists an open neighborhood U ′ of x′ such that f |U ′ is an open immersion.
Therefore f is an open immersion by Lemma 14.18. As f is by hypothesis surjective, f is
an isomorphism.

Proposition 14.20. Let f : X → Y be a closed immersion. Then f is flat and of finite
presentation if and only if it is an open immersion.

Proof. A closed immersion is quasi-compact and separated. Thus the condition is sufficient
because any open immersion is flat and locally of finite presentation. Now assume that f
is flat and of finite presentation. As f is a closed immersion it yields a homeomorphism
of X onto its image f(X). Thus it suffices to show that for all y ∈ f(X) there exists an
open neighborhood V of y such that the restriction f−1(V )→ V is an isomorphism. This
follows from the following lemma.

Lemma 14.21. Let f : X → Y be a closed immersion of finite presentation which is flat
at x ∈ X. Then there exists an open neighborhood V of y := f(x) such that the restriction
f−1(V )→ V of f is an isomorphism.

Proof. Let I ⊂ OY be the quasi-coherent ideal of the closed immersion. As f is of finite
presentation, I is of finite type. By hypothesis the (nonzero) OY,y-module OY,y/Iy

is flat and hence free by Proposition B.21. Thus Iy = 0. As I is of finite type, its
support is closed (Corollary 7.32) and there exists an open neighborhood V of y such
that I |V = 0.

Now let us give some general positive results. First, “families of hypersurfaces” are flat:

Proposition 14.22. Let S be a scheme, let X → S be a flat morphism, and let Y ⊆ X
be a closed subscheme of X, locally on X defined by a single equation, such that for every
point s ∈ S, the inclusion of fibers Ys ⊂ Xs makes Ys into an effective Cartier divisor of
Xs. Suppose further that one of the following hypotheses is satisfied.
(1) The schemes S and X are locally noetherian.
(2) The morphism X → S is locally of finite presentation.
Then Y is flat over S and Y is an effective Cartier divisor of X.

As Y is defined locally by one equation, the same is true for Ys in Xs. Hence if Xs is
integral, then Ys is an effective Cartier divisor in Xs if and only if Ys 6= Xs since then
every local section of OX is regular if and only if it is locally non-zero.

We give the proof in the noetherian case and reduce in the locally of finite presentation
case to a commutative algebra statement in [St].
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Proof. All hypotheses and assertions are local on X and S. Hence we may assume that
S = SpecA and X = SpecB are affine, where B is a flat A-algebra, and that Y is the
vanishing locus of an element f ∈ B. We have to show that B/fB is flat over A and that
f is regular in B. Both properties can be checked on local rings hence we can even assume
that A and B are local rings where A und B are noetherian or B is the localization of an
A-algebra of finite presentation. Then we can conclude by the following lemma in the
noetherian case and by [St] 046Z in the locally of finite presentation case.

Lemma 14.23. Let A→ B be a local homomorphism of local noetherian rings and let
m ⊂ A be the maximal ideal. Let M be a finitely generated B-module and let f be an
element of the maximal ideal of B. Then the following assertions are equivalent.
(i) The multiplication M →M with f is injective and M/fM is flat over A.
(ii) The multiplication M/mM →M/mM with f is injective and M is flat over A.

Note that (ii) implies (i) trivially, if f is a unit in B.

Proof. We set k := A/m.
“(ii) ⇒ (i)”. Let x ∈ M with fx = 0. Then x ∈ mM by hypothesis. We have to

show that x = 0. As
⋂
nm

nM = 0 by Proposition B.42 it suffices to show that x ∈ mnM
implies x ∈ mn+1M for all n ≥ 1.

Let (a1, . . . , ar) be a generating system of mn whose image in mn/mn+1 is a k-basis.
Let v : A⊕r → A be the linear map (αi)i 7→

∑
i αiai. Let K be its kernel. As v is injective

modulo m, we have K ⊆ m⊕r. As M is flat over A, one has an exact sequence

0 −→ K ⊗AM −→Mr vM−→M.

Write x =
∑
i aiyi with yi ∈ M . Then (fyi)i ∈ Ker(vM ) and hence (fyi)i =

∑
` β` ⊗ z`

for β` ∈ K ⊆ m⊕r and z` ∈M . Hence the image of fyi in M/mM is zero and therefore
by hypothesis yi ∈ mM for all i. This shows x ∈ mn+1M .

To show that M/fM is a flat A-module it suffices to show the kernel C of the
multiplication m ⊗A M/fM → M/fM is zero by Theorem B.51. The snake lemma
(Lemma B.6) applied to the commutative diagram with exact rows

m⊗M
f //

��

m⊗M //

��

m⊗M/fM //

��

0

0 // M
f // M // M/fM // 0

yields an exact sequence 0 −→ C −→ M/mM
f−→ M/mM . Hence C = 0 because the

multiplication M/mM →M/mM with f is injective.
“(i) ⇒ (ii)”. By hypothesis, 0 −→M

f−→M −→M/fM −→ 0 is an exact sequence.
Applying Proposition B.16 (iii) shows that the multiplication with f is injective on
M ⊗A N for every A-module N . Choosing N = A/m shows that M/mM

f−→M/mM is
injective.

To show that M is flat over A it suffices to show that M/fnM is flat over A for all n
by Proposition B.50. We show this by induction on n. As the multiplication with f on M
is injective we have an exact sequence

0 −→M/fnM
f−→M/fn+1M −→M/fM −→ 0.

Hence we conclude by Proposition B.16 (iv).

https://stacks.math.columbia.edu/tag/046Z
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Theorem 14.24. Let f : X → S be a smooth morphism of schemes. Then f is flat.

Proof. Since flatness can be checked locally, it is enough to prove the assertion for a
smooth morphism in “standard form”: Hence we may assume that S = SpecR is affine
and that X = SpecR[T1, . . . , Tn]/(f1, . . . , fn−d), where f1, . . . , fn−d ∈ R[T1, . . . , Tn] are
polynomials such that for all x ∈ X, the Jacobian matrix Jf1,...,fn−d(x) has rank n− d.

For i = 0, . . . , n − d we set Xi := SpecR[T1, . . . , Tn]/(f1, . . . , fi). Then we have a
sequence of closed subschemes

X = Xn−d ⊆ Xn−d−1 ⊆ · · · ⊆ X1 ⊆ X0 = AnR.

We show by induction that Xi is flat over R at all points of X. The assertion is clear for
i = 0.

By Definition 6.14, Xi is smooth of relative dimension n− i at all points of X. Using
Proposition 14.22, it is enough to show that for every point s ∈ SpecR, fi is regular in
Ai−1 := κ(s)[T1, . . . , Tn]/(f1, . . . , fi−1). As the fiber Xi−1,s = SpecAi−1 is smooth over
the field κ(s) at all point of Xs, Lemma 6.26 shows that all local rings OXi−1,s,x for x ∈ Xs

are regular and in particular integral domains. Hence it suffices to show that the image
f̄i of fi in OXi−1,s,x is non-zero for all closed points x of Xs. But dim OXi,s,x = n− i by
Theorem 5.22. As OXi,s,x = OXi−1,s,x/(f̄i) this shows that f̄i 6= 0.

Together with Corollary 6.32 we have now seen that a morphism locally of finite
presentation is flat and its fibers are geometrically regular if it is smooth. In Volume II
we will prove that the converse also holds.

Properties of flat morphisms

(14.5) The fiber criterion for flatness.

Let us consider the following situation: we fix a base scheme S and an S-morphism
f : X → Y . For s ∈ S we denote by Xs and Ys the fibers of X and Y , respectively. We
want to investigate whether f is flat in terms of the fibers fs := f ×S Specκ(s) : Xs → Ys.
Obtaining a general result is only promising if we assume that X is flat over S (think
of the case Y = S). It turns out that except for some mild finiteness conditions, this is
enough to prove a “fiber criterion for flatness”. In fact, we can even deal with the more
general situation where we consider a quasi-coherent OX -module, as the theorem below
shows. With notation as above, for an OX -module F we denote by Fs the pull-back to
the fiber Xs.

Theorem 14.25. Let S be a scheme, let g : X → S and h : Y → S be morphisms of
schemes, and let f : X → Y be an S-morphism. Let F be a quasi-coherent OX-module.
Let x ∈ X, y = f(x), s = h(y) = g(x), and suppose that the stalk Fx is not zero. Assume
that one of the following two conditions is satisfied:
(a) The schemes S, X, and Y are locally noetherian, and F is coherent.
(b) The morphisms g and h are locally of finite presentation, and F is of finite presenta-

tion.
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Then the following are equivalent:
(i) F is g-flat at x, and Fs is fs-flat at x.
(ii) h is flat at y and F is f -flat at x.

Theorem 14.44 below shows that under the assumption (b) the set of x ∈ X satisfying (ii)
is open in X.

Proof. First of all, note that (ii) implies (i): the first statement of (i) follows since h = g◦f ,
and the second one because flatness is preserved by base change. It remains to prove
the converse. We give the proof only in case assumption (a) is satisfied. The case of
assumption (b) can be reduced to the noetherian case using the techniques of Chapter 10
and additional considerations concerning the compatibility of flatness and limits. See
Proposition 14.4, [EGAIV] (11.3.10).

Since the flatness question can be checked on the local rings, the claim in the noetherian
case follows from the following lemma.

Lemma 14.26. Let ϕ : A→ B, ψ : B → C be local homomorphisms of local noetherian
rings, let k be the residue class field of A, and let M be a finitely generated C-module.
The following are equivalent:
(i) M is a flat A-module, and M ⊗A k is a flat B ⊗A k-module.
(ii) B is a flat A-module and M is a flat B-module.

Proof. Clearly, the second condition implies the first one. Now assume that (i) is satisfied.
Let m be the maximal ideal of A. Consider the following commutative diagram

grm0 (M)⊗grm0 (A) grm(A)
v // grm(M)

grm0 (M)⊗grm0 (B) (grm0 (B)⊗grm0 (A) grm(A))
1⊗u // grm0 (M)⊗grm0 (B) grm(B),

w

OO

where v = γmM , u = γmB and w = γmBM are the canonical surjective homomorphisms (B.9.1).
We apply the local criterion for flatness, Theorem B.51 (with I = m). Since M is flat
over A, the homomorphism v is bijective, and therefore all homomorphisms in the above
diagram are isomorphisms. Applying the theorem again for B and I = mB, the flatness
of M ⊗A k over B ⊗A k with the bijectivity of w shows that M is flat over B.

Since B is a local ring, M is even faithfully flat over B (see Example B.18), and it
follows that grm0 (M) = M ⊗A k is faithfully flat over grm0 (B) = B/mB. Since 1⊗ u in the
diagram is an isomorphism, it follows that u is an isomorphism as well. Applying the
local criterion for flatness once more, we obtain that B is flat over A.

The following special case of the theorem, where F = OX , is by far the most important
case:

Corollary 14.27. Let S be a scheme, let g : X → S and h : Y → S be morphisms which
are locally of finite presentation, and let f : X → Y be an S-morphism. The following are
equivalent:
(i) g is flat and for every s ∈ S, fs : Xs → Ys is flat.
(ii) h is flat at all points of f(X) and f is flat.



438 14 Flat morphisms and dimension

As a first non-trivial application of the fiber criterion for flatness let us give a criterion
when it suffices to check on fibers whether a morphism is an isomorphism:

Proposition 14.28. Let S be a scheme and let g : X → S and h : Y → S be S-schemes.
Let g and h be both proper and of finite presentation and let g be flat. Let f : X → Y be
an S-morphism, let s ∈ S be a point, and let fs = f × idκ(s) : X ⊗S κ(s) → Y ⊗S κ(s)
be the induced morphism of fibers. If fs is an isomorphism, then there exists an open
neighborhood U of s such that f |g−1(U) : g−1(U)→ h−1(U) is an isomorphism.

Proof. First note that f is of finite presentation by Proposition 10.35 (3). By Proposi-
tion 12.93 we may assume that f is a closed immersion. The fiber criterion for flatness
(Theorem 14.25) shows that f is flat at all x ∈ g−1(s). The same argument as in the first
part of the proof of Proposition 12.93 shows that it suffices to find for all y ∈ h−1(s) an
open neighborhood Vy such that the restriction f−1(Vy) → Vy of f is an isomorphism.
Thus the proposition follows from Lemma 14.21.

The proof shows that it suffices to assume that g is flat at all points x ∈ g−1(s). In
Volume II we will show that if g and h are only locally of finite presentation and g is flat,
then f is an isomorphism if and only if fs is an isomorphism for all s ∈ S.

(14.6) The valuative criterion for flatness.

In this section, we will prove the valuative criterion for flatness that was already mentioned
above. We start with a quite general result about “descent” of the property of being flat.

Proposition 14.29. Let (A,m) be a local noetherian ring and let A → B be a local
homomorphism of local noetherian rings. Let ϕ : A→ A′ be a homomorphism from A to
a semi-local noetherian ring A′ such that ϕ−1(r′) = m, where r′ is the Jacobson radical

of A′. Furthermore, suppose that the induced homomorphism ϕ̂ : Â → Â′ between the
completions (with respect to the m- and r′-adic topologies) is injective.

Then B is flat over A if and only if B ⊗A A′ is flat over A′.

Proof. Since flatness is stable under base change, the condition is necessary. Therefore we
assume that B ⊗A A′ is flat over A′. To check that B is flat over A it is by Theorem B.51
enough to show that for all n, B/mnB is flat over A/mn.

We first claim that for all n ≥ 1 there exists an N ≥ 1 such that ϕ−1(r′N ) ⊆ mn.

The canonical homomorphisms A→ Â and A′ → Â′ are faithfully flat and in particular
injective and we consider them as inclusions. As ϕ̂ is injective, ϕ is also injective. We have

r̂′N = (r̂′)N (Proposition B.41) and (r̂′)N ∩ A′ = r′N (Proposition B.42). Therefore we

find ϕ−1(r′N ) = A ∩ ϕ̂−1((r̂′)N ). As we also have m̂n ∩A = mn it suffices to show for all

n ≥ 1 there exists an N ≥ 1 such that ϕ̂−1((r̂′)N ) ⊆ m̂n. But we have
⋂
N ϕ̂
−1((r̂′)N ) =

ϕ̂−1(
⋂
N (r̂′)N ) = 0 because ϕ̂ is injective. Thus Lemma B.45 implies the claim.

Therefore, if we set aN := ϕ−1(r′N ), there exists a homomorphism A/aN → A/mn. On
the other hand, ϕ yields an injection A/aN ↪→ A′/rN of Artinian rings and Lemma 14.30
below (applied to this injection and the A/aN -module B/aNB) shows that B/aNB is flat
over A/aN . By tensoring with ⊗A/aNA/mn, we are done.
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Lemma 14.30. Let A be an Artinian ring, and let M be an A-module. Let ϕ : A→ A′

be an injective ring homomorphism such that M ′ := M ⊗A A′ is flat over A′. Then M is
flat over A.

Proof. Fix a maximal ideal m of A, and write In = ϕ−1(mnA′). Note that I1 = m. The
filtration (In)n satisfies the conditions of Corollary B.52, and therefore it is enough to
show that the natural homomorphism in the upper row of the following commutative
diagram is injective (we use the notation of Corollary B.52).

gr0(M)⊗gr0(A) gr•(A) //

��

gr•(M)

��
grmA

′

0 (M ′)⊗grmA
′

0 (A′) grmA
′

• (A′) // grmA
′

• (M ′)

Since M ′ is flat over A′, the homomorphism in the lower row is injective, so it is enough
to show that the left vertical arrow is injective. This arrow however can be written as

gr0(M)⊗gr0(A)

⊕
In/In+1 ↪→M/mM ⊗A/m

⊕
mnA′/mn+1A′

= M ′/mM ′ ⊗A′/mA′
⊕

mnA′/mn+1A′ = grmA
′

0 M ′ ⊗grmA
′

0 (A′) grmA
′

• (A′),

where the arrow is injective because ϕ is injective and M/mM is flat over A/mA.

The following lemma will be useful later when we want to apply Proposition 14.29.

Lemma 14.31. Let ϕ : A→ A′ be an injective ring homomorphism of noetherian rings.
Assume that A is local, and assume that in addition one of the following conditions is
satisfied:
(1) The homomorphism ϕ : A→ A′ is finite.

(2) The ring A′ is local, the completion Â of A is a domain, and ϕ is local, and essentially
of finite type (Definition B.14).

Then the completion ϕ̂ is also injective.

Proof. If ϕ is finite, then Â′ = Â⊗A A′ by Proposition B.46, and the assertion follows
from the injectivity of ϕ, because the homomorphism A → Â is flat. This proves the
lemma under Assumption (1).

Let us assume (2). Let m be the maximal ideal of A, and denote by m′ the maximal
ideal of A′. Looking at the definition of the completions as projective limits, we see that
it suffices to show that for every m ≥ 0, there exists n ≥ 0 such that ϕ−1((m′)n) ⊆ mm.
(This amounts to saying that the m-adic topology on A coincides with the topology
induced by the m′-adic topology on A′.)

As A→ Â is injective, A is an integral domain. Since ϕ is injective, there exists a prime
ideal q ⊂ A′ such that ϕ−1(q) = 0, so that A→ A′/q is still injective. Replacing A′ by
A′/q, we may assume that A′ is a domain, as well.

Let B = Â ⊗A A′. Since A′ is essentially of finite type over A, B is the localization
of an Â-algebra of finite type, too, and in particular noetherian. Since Â is flat over A,
Proposition 14.13 shows that every irreducible component of SpecB dominates Spec Â.
Let x ∈ SpecB be a point which projects to the closed points of Spec Â and SpecA′, and
let B′ = OSpecB,x be the corresponding local ring. We obtain a diagram



440 14 Flat morphisms and dimension

Â
ψ // B′

A

OO

ϕ // A′

ρ

OO

of local homomorphisms of local noetherian rings. The map A → Â is injective. Since
SpecB′ dominates Spec Â and Â is a domain, ψ is injective too. Therefore we can identify
A and Â with subrings of B′. Let mB′ ⊂ B′ be the maximal ideal. Then

⋂
(mB′)

i = 0

(Corollary B.43), so the sequence of ideals ψ−1((mB′)
i) has intersection 0 in Â. By

Lemma B.45, for every m ≥ 0, there exists n with ψ−1((mB′)
n) ⊆ mm

Â
. Intersecting

with A, and writing χ for the map A → Â → B′, we obtain χ−1((mB′)
n) ⊆ mmA . As

m′ = ρ−1(mB′) and thus m′n ⊆ ρ−1(mnB′), we get

ϕ−1((m′)n) ⊆ χ−1((mB′)
n) ⊆ mmA ,

and the lemma is proved.

Combining the above results, we obtain:

Corollary 14.32. Let (A,m) be a local noetherian ring, let A → B be a local homo-
morphism to a local noetherian ring B, and let ϕ : A → A′ be a finite injective ring
homomorphism.

Then B is flat over A if and only if B ⊗A A′ is flat over A′.

Proof. By Lemma 14.31 the completion ϕ̂ is injective. Under the hypothesis, A′ is a
semi-local ring by Proposition B.46. Moreover the inverse image of every maximal ideal
of A′ is m because ϕ is finite. Thus the inverse image of the radical of A′ is m, and we
can apply Proposition 14.29.

Remark 14.33. Corollary 14.32 is a special case of descent of flatness: We say that a ring
homomorphism ϕ : A→ B descends flatness if every A-module M , such that M ⊗A B is
a flat B-module, is flat over A. This condition has been examined in [RG] Part II, §1. We
collect some statements (which we will not use in the sequel):
(1) (loc. cit. p. 55) If ϕ : A → B descends flatness and SpecA is connected, then ϕ is

injective.
(2) (loc. cit. (1.2.10)) If an injective homomorphism ϕ : A→ B descends flatness, then

every A-module M , such that M⊗AB = 0, is 0. The converse holds if A is noetherian.
(3) (loc. cit. (1.2.4)) Every finite injective homomorphism ϕ : A→ B descends flatness.

Now we can state, and prove (in many cases), the valuative criterion for flatness.

Theorem 14.34. Let Y be a reduced, locally noetherian scheme, and let f : X → Y be
a morphism locally of finite type. Then f is flat if and only if for every discrete valuation
ring R and every morphism SpecR→ Y the pull-back morphism X ×Y SpecR→ SpecR
is flat.

The proof relies on the results on “descent of flatness” proved above. Proposition 14.29
allows us to check flatness over A after base change to some A-algebra A′, but a crucial
hypothesis is that the map Â → Â′ must be injective. The only tool we have at our
disposal to check this is Lemma 14.31 which deals with the situations where either A′ is
finite over A, or the completion Â is a domain.
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We have Theorem 12.50 which says that if A is a local ring of a quasi-excellent scheme
X (e.g., if X is of finite type over a field; see Theorem 12.51), and if A is a normal domain,

then Â is a normal domain. We also know that the completion of a regular local ring is
again regular, and hence a domain (see Proposition B.77 (6)). Therefore, we make one of
the following additional assumptions
(1) Y is quasi-excellent (e.g., if Y is locally of finite type over a field).
(2) Y is regular.

Note that in Case (1) our proof still relies on Theorems 12.50 and 12.51 for which we
did not give a proof. In Case (2) we use only the facts Proposition B.77 (1) and (6) from
commutative algebra. The general case (and further generalizations) of Theorem 14.34 are
proved in [EGAIV] (11.8.1) where a reduction in the spirit of the methods of Chapter 10
is used to reduce to the case that the local rings of Y are essentially of finite type over Z
(and thus are quasi-excellent by Theorem 12.51).

Proof. Because flatness is stable under base change, the condition is necessary (regardless
of our assumption). For the sufficiency, it is enough to show the flatness after base change
to the local rings OY,y where y runs through the points of Y . Thus we may assume
that Y = SpecA, where A is a local noetherian ring. Under this additional assumption
we will prove the theorem by induction on dimA. Thus let d ≥ 0 be an integer. By
induction hypothesis we may assume that the theorem is already proved if Y = SpecA
with dimA < d and Y is quasi-excellent or Y is regular. Now assume that dimA = d and
that Y is quasi-excellent or regular.

(i). We will first prove the theorem under the additional assumption that the completion

Â is an integral domain. As A→ Â is faithfully flat, X is flat over A if and only if X⊗A Â
is flat over Â. We have dimA = dim Â. In any case Â is excellent (Theorem 12.51). If A is

regular, so is Â. Thus we may assume that Y = SpecA, where A is a complete noetherian
domain with d = dimA. By Lemma 15.6 below there exists a discrete valuation ring R′

which dominates A. Let R be its completion (which is again a discrete valuation ring).
Then the composition ϕ : A ↪→ R′ ↪→ R is an injective local homomorphism of complete
local noetherian rings. By hypothesis, we know that X ⊗A R is flat over R. Let x ∈ X.
We want to show that X is flat over A in x. Let y ∈ SpecA be the image of x. We have
to show that X ⊗A Apy is flat over Apy . Note that Apy is quasi-excellent (resp. regular),
if A is quasi-excellent (resp. regular) by definition (resp. by Proposition B.77 (1)). If y is
not the closed point, then dimApy < d and we are done by induction hypothesis. If y is
the closed point, A→ OX,x is a local ring homomorphism of local noetherian rings such
that OX,x ⊗A R is flat over R. Then OX,x is flat over A by Proposition 14.29.

(ii). If Y is regular, the assumption made in (i) holds as explained above. Thus we

are done in this case. If Y is quasi-excellent, then we will reduce to the case that Â is a
domain as follows.

Since A is reduced, it is a subring of the product
∏
iA/pi, where the pi are the minimal

prime ideals of A. This product is a semi-local noetherian ring, and the homomorphism

Â→
∏̂
iA/pi between the m- and m

∏
iA/pi-adic completions is injective, because com-

pletion is exact for finitely generated modules over a noetherian ring. By Corollary 14.32,
we can replace A by the product, and we can then check the flatness by checking it over
each factor.

Hence we may assume that A is an integral domain, and we denote by K the field
of fractions of A. Let Ã be the normalization of A in K. This is a finite A-algebra by
Theorem 12.50 (if A is essentially of finite type over a field we may also use Corollary 12.52),
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and in particular is a semi-local noetherian ring. We denote by ϕ the inclusion A→ Ã.
We may replace A by Ã, using Corollary 14.32 once more. Therefore we may assume

that A is normal. Furthermore, to check flatness over A it is enough to check flatness over
all localizations with respect to maximal ideals, so that we can assume that A is a local
normal domain. As Y is quasi-excellent, Â is again a local (normal) domain and we are
done by step (i).

(14.7) Flat morphisms and open morphisms.

Theorem 14.35. Let f : X → Y be a flat morphism which is locally of finite presentation.
Then f is universally open.

Proof. Since flatness and being locally of finite presentation are stable under base change,
it is enough to show that f is open. This follows from the Lemma 14.9 and Corollary 10.72.

As smooth morphisms are locally of finite presentation and flat (Theorem 14.24), we
obtain:

Corollary 14.36. Every smooth morphism is universally open.

We see that if f : X → Y is a faithfully flat morphism of schemes which is locally of
finite presentation, then the topology on Y is the quotient topology with respect to f ,
i.e., a subset U ⊂ Y is open if and only if f−1(U) is open in X.

We will show in Proposition 14.39 that this conclusion also holds if f is a quasi-compact
faithfully flat morphism. On the other hand, it is easy to see that there exist flat and
quasi-compact morphisms between noetherian schemes which are not open (Exercise 14.3).
Similarly, it is easy to give examples of universally open morphisms (even universal
homeomorphisms) which are not flat (Exercise 14.4). However, the following theorem
shows that after “eliminating trivial counterexamples”, there is a converse:

Theorem 14.37. Let Y be a reduced locally noetherian scheme, let f : X → Y be a
universally open morphism which is locally of finite type. Suppose that for every y ∈ Y
the fiber f−1(y) is a geometrically reduced κ(y)-scheme. Then f is flat.

Proof. Since Y is reduced and locally noetherian, we can apply the valuative criterion
for flatness, Theorem 14.34. So let SpecR → Y be a morphism, where R is a discrete
valuation ring, and let X ′ = X ×Y SpecR. We have to prove that the base change
f ′ : X ′ → SpecR is flat.

We apply Proposition 14.17. Let s denote the closed point of SpecR, and let y be its
image in Y . Since the fiber f−1(y) is geometrically reduced, we know that f ′−1(s) is
reduced. Therefore it remains to show that all maximal points of f ′−1(s) lie in the closure
of the generic fiber f ′−1(η), where η denotes the generic point of SpecR. Let ξ ∈ f ′−1(s)
be a maximal point. It is clearly enough to show that ξ has a generization in X ′ which
lies in the generic fiber. But if this is not the case, then ξ could not have any proper
generization in X ′, i.e., the closure of ξ would be an irreducible component of X ′. But
then we could find an open subset of this component which maps to {s}, a contradiction
to the assumption that f ′ is open.
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Theorem 14.38. Let f : X → Y be a morphism of schemes where the underlying
topological space of Y is discrete. Then f is universally open.

Proof. We have to prove that for every morphism Y ′ → Y , the base change f ′ : X ′ =
X ×Y Y ′ → Y ′ is open. Because this question is local on Y , we can restrict to the case
that Y , as a set, is a single point. By Proposition 4.34, we can replace f by fred, the
corresponding morphism of the underlying reduced schemes, so we may even assume that
Y is the spectrum of a field k. In particular f is flat, so in order to apply Theorem 14.35
we would like to reduce to a situation where we have a morphism which is in addition
locally of finite presentation.

Furthermore, given a covering X =
⋃
Ui by open affines, and a morphism Y ′ → Y , the

fiber product X ×Y Y ′ is covered by the Ui ×Y Y ′. Therefore we may also assume that
X = SpecB is affine. By a similar argument, we may assume that Y ′ = SpecA′ is affine
as well. Write B′ = B ⊗k A′.

After these reduction steps, we have to prove that for every t ∈ B′, the image V of
D(t) under the morphism f ′ : SpecB′ → SpecA′ is open.

Now we write B as the inductive limit of its finitely generated k-subalgebras Bλ. We
obtain B′ = lim

−→
(Bλ ⊗k A′), and the element t is the image of some tλ ∈ Bλ ⊗k A′ for

suitable λ. Since the morphism SpecBλ ⊗k A′ → SpecA′ is flat and locally of finite
presentation, Theorem 14.35 implies that it is open, so in particular the image Vλ of D(tλ)
in SpecA′ is open.

It is enough to show that V = Vλ. Since D(t) is the inverse image of D(tλ) under
the projection SpecB′ → SpecBλ ⊗k A′, we have V ⊆ Vλ. To prove the other inclusion,
consider y ∈ Vλ. We have to show that y ∈ V , or in other words that f ′−1(y) ∩D(t) 6= ∅.
We can rewrite the intersection f ′−1(y) ∩D(t) as g−1(W ), where

g : f ′−1(y)→ f ′−1
λ (y), W = f ′−1

λ (y) ∩D(tλ).

The fibers are given by f ′−1(y) = SpecB′ ⊗A′ κ(y) = SpecB ⊗k κ(y) and by f ′−1
λ (y) =

Spec(Bλ⊗k A′)⊗A′ κ(y) = SpecBλ⊗k κ(y). Since κ(y) is flat over k, the homomorphism
Bλ ⊗k κ(y)→ B ⊗k κ(y) is injective. Therefore g is dominant, and the inverse image of
the non-empty open subset W under g must be non-empty.

(14.8) Topological properties of quasi-compact flat morphisms.

The goal of this section is to prove the following result.

Proposition 14.39. Let f : X → Y be a quasi-compact faithfully flat morphism. Then
the topology on Y is the quotient topology with respect to f (i.e., a subset Z of Y is closed
if and only if f−1(Z) is closed).

We introduce the following technical notion. A morphism f : X → Y of schemes is
called generizing if for all x ∈ X, we have f(Spec OX,x) = Spec OY,f(x). We have seen in
Lemma 14.9 that every flat morphism is generizing. Thus Proposition 14.39 immediately
follows from the following more general assertion.

Lemma 14.40. Let f : X → Y be a quasi-compact generizing morphism of schemes.
Then the topology on the subspace f(X) is the quotient topology with respect to f .
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For the proof we make the following definition: Let Y be a qcqs scheme. A subset
E ⊂ Y is called pro-constructible if there exists a morphism f : SpecA′ → Y from an
affine scheme such that f(SpecA′) = E.

Remark 14.41. Let Y be a qcqs scheme.
(1) By Proposition 10.45, every constructible set of Y is pro-constructible.
(2) If f : X → Y is a quasi-compact morphism, f(X) is pro-constructible: We may cover

X by finitely many affine open subsets Ui and the composition
∐
Ui → X → Y is a

morphism of an affine scheme to Y with image f(X).
(3) The intersection of two pro-constructible subsets Z and Z ′ of Y is pro-constructible

(see also Exercise 14.12): We use (2). If f : X → Y and f ′ : X ′ → Y are quasi-compact
morphisms with f(X) = Z and f ′(X ′) = Z ′, then X ×Y X ′ → Y is a quasi-compact
morphism with image Z ∩ Z ′.

The key point is that for a generizing morphism to a qcqs scheme taking the inverse
image of a pro-constructible subset is compatible with taking closures:

Lemma 14.42. Let Y be a qcqs scheme, Z ⊆ Y a pro-constructible set, and f : X → Y
a generizing morphism of schemes. Then f−1(Z) = f−1(Z).

Proof. The claim can be checked locally on Y . Moreover, if V ⊆ Y is an open quasi-
compact subset, V ∩ Z is again pro-constructible by Remark 14.41 (1) and (3). Thus we
may assume that Y = SpecA is affine.

Clearly we have f−1(Z) ⊆ f−1(Z). Let x ∈ U := X \ f−1(Z), then Spec OX,x ⊆ U ⊆
f−1(Y \ Z) and hence Spec OY,f(x) = f(Spec OX,x) ⊆ Y \ Z. We claim that this implies

y := f(x) /∈ Z (which proves the lemma).
Indeed let Y ′ = SpecA′ be an affine scheme and g : Y ′ → Y a morphism such that

Z = g(Y ′). Let p ⊂ A be the prime ideal corresponding to y. As g−1(Spec OY,y) = ∅, we
have

lim
−→
s/∈p

(As ⊗A A′) = Ap ⊗A A′ = 0

Thus there exists an s ∈ A \ p such that 1 = 0 in As ⊗A A′, i.e., such that D(s) ∩ Z = ∅.
This shows y /∈ Z.

Proof. (of Lemma 14.40) The question is local on Y . We thus may assume that Y is
affine. Let Z ⊆ f(X) be a subset such that F := f−1(Z) is closed in X. We have to show
that Z is closed in f(X), i.e. Z = Z ∩ f(X).

Endow F with its reduced subscheme structure, then F ↪→ X → Y is a quasi-compact
morphism and thus its image Z is pro-constructible. Thus we have

Z = f(f−1(Z)) = f(f−1(Z)) = f(f−1(Z)) = Z ∩ f(X),

where the third equality follows from Lemma 14.42.

A surjective morphism f : X → Y of schemes is also called submersive if the topology
on Y is the quotient topology with respect to f . As “faithfully flat quasi-compact” is a
property stable under base change, Proposition 14.39 shows:

Corollary 14.43. A faithfully flat quasi-compact morphism is universally submersive.
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(14.9) Openness results.

We give some results about the openness of certain properties for flat morphisms.

Theorem 14.44. Let f : X → Y be a morphism locally of finite presentation, and let
F be an OX-module of finite presentation. Then the set U of points x ∈ X such that F
is f -flat at x is open in X.

Proof. We sketch the proof. Applying the technique of elimination of noetherianness
hypotheses (Section (10.18)), and a corresponding result about the compatibility of
flatness and inductive limits of rings, one reduces to the case that Y is locally noetherian.
See Proposition 14.4, [EGAIV] (11.3.1).

Since the question is local on X and Y , we may assume that X = SpecB and Y = SpecA
are affine. Let M = Γ(X,F ). Similarly as in Lemma 14.9, one shows that U is stable
under generization, so by Lemma 10.17 it is enough to prove that U is constructible.
This amounts to showing (see Proposition 10.14) that for every closed irreducible subset
Z ⊆ X such that the generic point η of Z is in U , a non-empty open subset of Z is
contained in U .

So let Z ⊆ X be closed irreducible, with generic point η, and suppose η ∈ U . The point
η corresponds to a prime ideal P ⊂ B, and the image of η in SpecA corresponds to a
prime ideal p ⊂ A. Since η is in U , MP is flat over A. The local criterion for flatness then
says that (M/pM)P is flat over A/pA, and that for each n, multiplication induces an
isomorphism

(14.9.1) pn/pn+1 ⊗A/p (M/pM)P → pnMP/p
n+1MP

of BP-modules (Theorem B.51 (ii), where we consider each summand separately).
By Theorem 10.83, there exists a ∈ A \ p such that Ma/pMa is a free (A/p)a-module,

so if Q ∈ DB(a) ⊆ SpecB, then MQ/pMQ is flat over A/p.
Furthermore, the homomorphism (14.9.1) is precisely the localization of the natural

homomorphism
pn/pn+1 ⊗A/p M/pM → pnM/pn+1M

at the prime ideal P. Since it is an isomorphism after localization at the prime ideal P,
and since the source and the target are finitely generated modules over the noetherian
ring B, it is an isomorphism after localization with respect to each prime ideal Q ⊂ B in
some open neighborhood V of P in SpecB (see Proposition 7.27).

By the hard direction of the local criterion for flatness we get V ∩DB(a) ⊆ U .

We now come back to results as discussed in Section (10.23). Let P = P(Z, k) be
a property of a scheme Z of finite type over a field k (e.g., the property of being
geometrically integral or having a fixed dimension d). Then for a morphism f : X → S of
finite presentation we studied the question whether

SP := { s ∈ S ; P(f−1(s), κ(s)) holds }

is a constructible subset of S. For instance we proved that for every integer d the set
SP is constructible if P(Z, k) is the property that the k-scheme Z has dimension d
(Proposition 10.96).

We also discussed in Section (10.25) an example about the constructibility of local
properties of fibers: Let Q = Q(Z, z, k) be a property of a point z of a scheme Z locally
of finite type over a field k. Then for a morphism f : X → S locally of finite presentation
we may study the set
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XQ := {x ∈ X ; Q(f−1(f(x)), x, κ(f(x))) holds }.

We gave an example in Theorem 10.97, where we proved that for a fixed integer d the
subset XQ is constructible if Q = Q(Z, z, k) is the property that dimz(Z) = d.

In many cases, the additional assumption that f is flat allows to prove that XQ is not
only constructible but open in X. Moreover, if f is flat and proper, then SP is open in S
for many properties P.

We mention the following two results as examples without proof (see [EGAIV] (12.1.1)
and (12.2.4) for a proof and Appendix E for a more exhaustive list):

Theorem 14.45. Let f : X → S be a flat morphism locally of finite presentation. Then
the set of x ∈ X such that f−1(f(x)) is geometrically reduced at x is open in X.

Theorem 14.46. Let f : X → S be a proper flat morphism of finite presentation. Then
the following subsets of S are open:
(1) The set of points s ∈ S such that f−1(s) is geometrically integral.
(2) The set of points s ∈ S such that f−1(s) is geometrically reduced and equidimensional

of a fixed dimension d.

A last example is the following result that follows immediately from Proposition 14.28.

Proposition 14.47. Let S be a scheme and let g : X → S and h : Y → S be S-schemes
that are proper and of finite presentation over S. Assume that X is also flat over S. Let
f : X → Y be an S-morphism and define

U := { s ∈ S ; fs : Xs → Ys is an isomorphism }.

Then U is open in S and the restriction g−1(U)→ h−1(U) of f is an isomorphism.

Faithfully flat descent

In this section we will discuss a large number of “descent” results of the following type:
Given a faithfully flat quasi-compact morphism S′ → S, we will show that an S-scheme
X (or an S-morphism f : X → Y ) satisfies a property P if the base change X ×S S′ (or
f(S′) : X×S S′ → Y ×S S′, respectively) satisfies P. Of course, depending on P, additional
hypotheses might be needed.

(14.10) Descent of properties of modules and algebras over a ring.

Proposition 14.48. Let A → A′ be a faithfully flat ring homomorphism, let M be an
A-module and write M ′ := M ⊗A A′.
(1) If M ′ is flat over A′, then M is flat over A.
(2) If M ′ is of finite type over A′, then M is of finite type over A.
(3) If M ′ is of finite presentation over A′, then M is of finite presentation over A.
(4) If M ′ is locally free of rank n over A′, then M is locally free of rank n over A.
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Proof. Part (1) is immediate from the definitions. To prove part (2), choose generators
ei =

∑
jmij ⊗ aij ∈ M ′, mij ∈ M , aij ∈ A. Denote by N the number of all mij , and

denote by ϕ : AN → M the morphism mapping the standard basis vectors to the mij .
Clearly, ϕ⊗A A′ is surjective, and hence, because of the faithful flatness, so is ϕ, which
shows that M is finitely generated over A.

Now part (3) follows easily: If M ′ is of finite presentation, then by (2), M is of finite
type. Let N be the kernel of a surjection An →M . By flatness, N ′ = Ker(A′)n →M ′, so
N ′ is of finite type (Proposition B.8), and applying (2) once more, we obtain that N is
finitely generated, as desired. Since a module is locally free of finite rank if and only if it
is flat and of finite presentation, and the rank can be checked after base change to any
residue class field, (4) follows from (1) and (3).

Proposition 14.49. Let A → A′ be a faithfully flat ring homomorphism, let B be an
A-algebra, and write B′ = B ⊗A A′.
(1) If B′ is an A′-algebra of finite type, then B is of finite type over A.
(2) If B′ is an A′-algebra of finite presentation, then B is of finite presentation over A.

Proof. This is proved in the same way as parts (2) and (3) of the previous proposition
(using A[T1, . . . , Tn] instead of An and Proposition B.11 instead of Proposition B.8).

(14.11) Descent of properties of morphisms of schemes.

Now we study the behavior of morphisms of schemes from this point of view. Clearly,
whenever we expect to have results about descent, we must ask that the base change
morphism be surjective. For many set-theoretical properties of morphisms, this is in fact
sufficient, as the following proposition shows:

Proposition 14.50. Let S be a scheme, and let f : X → Y be a morphism of S-schemes.
Consider a surjective morphism g : S′ → S. Write f ′ : X ′ := X ×S S′ → Y ′ := Y ×S S′
for the morphism obtained by base change. If f ′ is
(1) surjective,
(2) injective,
(3) bijective, or
(4) a morphism with set-theoretically finite fibers,
then so is f .

Proof. We have a cartesian diagram

(14.11.1)

X ′
f ′ //

u

��

Y ′

v

��
X

f // Y,

where the vertical arrows are surjective (Proposition 4.32). Part (1) follows immediately
from this.

To prove parts (2) and (4), we must look a little more carefully at the fibers of f and
f ′. In fact, given y′ ∈ Y ′ with image y in Y , we have
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X ′y′ = X ×Y Y ′ ×Y ′ Specκ(y′) ∼= Xy ⊗κ(y) κ(y′).

In particular, the projection X ′y′ → Xy is surjective, and this proves (2) and (4), because
Y ′ → Y is a surjection. Together, (1) and (2) imply (3).

For properties that involve the topology of the schemes, or even the scheme structure,
we must require that the base change morphism be faithfully flat quasi-compact. Under
this assumption many properties of morphisms of schemes descend, and we list some
examples. See Appendix C for a more complete list.

Proposition 14.51. Let S be a scheme, and let f : X → Y be a morphism of S-schemes.
Consider a faithfully flat quasi-compact morphism g : S′ → S. Write f ′ : X ′ := X×S S′ →
Y ′ := Y ×S S′ for the morphism obtained by base change. If f ′ is
(1) open,
(2) closed,
(3) a homeomorphism,
(4) quasi-compact,
(5) quasi-separated, or
(6) separated,
then so is f .

Proof. We again consider the cartesian diagram (14.11.1). In this case the vertical arrows
are quasi-compact and faithfully flat because both properties are stable under base change.
The assertions (1)– (3) then follow immediately from Proposition 14.39, and, for part (3),
Proposition 14.50.

For Part (4) it suffices to remark that under our hypotheses the vertical arrows
in (14.11.1) are surjective and quasi-compact. Thus if V ⊆ Y is quasi-compact, then
f−1(V ) = u(f ′−1(v−1(V ))) is quasi-compact.

The morphism f is separated (resp. quasi-separated) if and only if the diagonal ∆f is a
closed (resp. quasi-compact) morphism. Since ∆f ′ = ∆f ×Y Y ′, parts (5) and (6) follow
from (2) and (4).

Remark 14.52.
(1) The proof of Proposition 14.51 uses only the property that g is universally submersive

(Corollary 14.43) and quasi-compact. Thus the conclusions also hold if we assume for
instance that g is surjective and proper.

One can also show that it also suffices to assume that g is surjective and universally
open (Exercise 14.7), e.g., if g is faithfully flat and locally of finite presentation
(Theorem 14.35).

(2) Let Q be a property of scheme morphisms that is stable under base change (e.g., if
Q is the property “faithfully flat quasi-compact”). Let S be a scheme, let f : X → Y
be a morphism of S-schemes, and g : S′ → S a morphism possessing Q. Write
f ′ : X ′ := X ×S S′ → Y ′ := Y ×S S′ and assume that we have already shown that if
f ′ has a property P, then f has this property P. Then the transitivity of the fiber
product shows that if f ′ has P universally (Definition 4.31), then f has P universally.

In particular, we can add the properties “purely inseparable” (which means “uni-
versally injective”) and “universally bijective” to the list in Proposition 14.50 and
“universally open”, “universally closed”, and “universally homeomorphism” to the list
in Proposition 14.51.
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Next, we come to descent of scheme-theoretic properties of morphisms. Again we refer
to Appendix C for a more exhaustive list.

Proposition 14.53. Let S be a scheme, and let f : X → Y be a morphism of S-schemes.
Consider a faithfully flat quasi-compact morphism g : S′ → S. Write f ′ : X ′ := X×S S′ →
Y ′ := Y ×S S′ for the morphism obtained by base change. If f ′ is
(1) (locally) of finite type, or (locally) of finite presentation,
(2) an isomorphism,
(3) a monomorphism,
(4) an open immersion, or a closed immersion, or a quasi-compact immersion
(5) proper,
(6) affine,
(7) finite, or
(8) quasi-finite,
then so is f .

The hypothesis on g can be further weakened (Exercise 14.9).

Proof. Note that the projection Y ′ → Y is again faithfully flat and quasi-compact, so we
can assume that Y = S.

The assertion for the properties “locally of finite type”, and “locally of finite presentation”
follow from Proposition 14.49, and together with Proposition 14.51 (4) and (6), we
obtain (1).

Now assume that f ′ is an isomorphism. By Remark 14.52, f is a universal homeomor-
phism. We also see that f is quasi-compact and separated, and we have to show that the
sheaf homomorphism θ : OY → f∗OX associated with f is an isomorphism. By assumption,
the corresponding homomorphism θ′ : OY ′ → f ′∗OX′ is an isomorphism, and this is the
composition of the canonical isomorphism g∗f∗OX → f ′∗OX′ (see Proposition 12.6) and
the pull-back g∗θ. It follows that g∗θ is an isomorphism, and since g is faithfully flat, so
is θ.

For the case of monomorphisms, note that X → Y is a monomorphism if and only if
the diagonal morphism X → X ×Y X is an isomorphism. Since the transition from a
morphism to its diagonal morphism is compatible with base change, (3) follows from (2).

If f ′ is an open immersion, then g−1(f(X)) = f ′(X ′) is open in Y ′, hence so is
f(X) ⊆ Y (Proposition 14.39). We can replace Y by f(X), and then the assertion follows
from (2).

Suppose that f ′ is a closed immersion. We can check that f is a closed immersion locally
on Y , so we may assume that Y = SpecA is affine. Denote by Z ⊆ Y the schematic
image of f (see Section (10.8)). Lemma 14.6 shows that Z ′ = Z ×S S′ can be naturally
identified with the schematic image of f ′. Since f ′ induces an isomorphism X ′ → Z ′ by
assumption, part (2) implies that f factors through an isomorphism X → Z, and hence
is a closed immersion.

Let f ′ be a quasi-compact immersion. Then f is quasi-compact by Proposition 14.51.
Let Z be the schematic image of f (Proposition 10.30). Then Z ′ := Z ×Y Y ′ is the
schematic image of f ′ (Lemma 14.6) and the factorization of f ′ in X ′ → Z ′ → Y ′ is an
open immersion followed by a closed immersion. Thus by the assertions of part (4) which
have already been proved, f is the composition of an open and a closed immersion and
hence an immersion.

If f ′ is proper, f is separated by Proposition 14.51, universally closed by Remark 14.52,
and of finite type by (1).
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We now come to the case that f ′ is an affine morphism. In particular, f ′ is qcqs, and
by Proposition 14.51 this also holds for f . We write A = f∗OX , A ′ = f ′∗OX′ which are
quasi-coherent by Corollary 10.27. By Proposition 12.6 we have A ′ = g∗A . Therefore
we can identify the natural morphisms X ′ → Spec A ′ → Y ′ with the base change of the
morphisms X → Spec A → Y with respect to g : Y ′ → Y . The assumption that f ′ is
affine is equivalent to saying that the morphism X ′ → Spec A ′ is an isomorphism, and it
follows from (2) that the same is true for f , hence that f is affine.

If f ′ is finite, then f is affine and proper by the above, and hence is finite by Corol-
lary 12.89. Finally, if f ′ is quasi-finite, then f is of finite type by (1) and has finite fibers
by Proposition 14.50.

Definition 14.54. Let P be a property of morphisms of schemes. We say that P is stable
under faithfully flat descent, if the following condition holds. For every morphism of
schemes f : X → Y and for every faithfully flat quasi-compact morphism Y ′ → Y such
that the base change f ′ : X ×Y Y ′ → Y ′ has property P, the morphism f has property P.

Thus all the properties in the Propositions 14.50, 14.51, and 14.53 are stable under
faithfully flat descent. The properties “projective” and “quasi-projective” are not stable
under faithfully flat descent as they are not even local on the target (Remark 13.70); see
however Proposition 14.57 below.

Example 14.55. Let k be a field, let f : X → Y be a morphism of k-schemes, and let
k′ be a field extension of k. Let P be a property of morphisms of schemes that is stable
under faithfully flat descent. If f ⊗ idk′ : X ⊗k k′ → Y ⊗k k′ has property P, then f has
property P: Indeed, as Spec k′ → Spec k is clearly faithfully flat and quasi-compact, the
same holds for its base change Y ⊗k k′ → Y .

Thus if Q is a property which is stable under flat base change, then to prove that Q
implies P for f , one can show this after base change to a field extension (e.g., to some
algebraic closure).

Remark 14.56. Let P and Q be two properties of morphism of schemes f : X → S of
finite presentation. We make the following hypotheses.
(a) P is stable under base change and compatible with inductive limits of rings.
(b) Q is local on the target, stable under base change and under faithfully flat descent,

and compatible with inductive limits of rings. Moreover we assume that if S = SpecR,
where R is a complete local noetherian ring with maximal ideal m, then X → SpecR
satisfies Q if X ⊗R R/mn → SpecR/mn satisfies Q for all n ≥ 1.

Then if P implies Q for all f : X → S such that S is the spectrum of a local Artinian ring,
then P implies Q for all schemes S and all morphisms f : X → S of finite presentation.

Indeed, let f : X → S be a morphism of finite presentation with the property P, where
S is an arbitrary scheme. We want to show that f has the property Q. As P is stable
under base change and Q is local on the target, we may assume that S = SpecR is
affine. Then R is the limit of a filtered inductive system of noetherian subrings. As P
is compatible with inductive limits and Q is stable under base change, we may assume
that R is noetherian. As P is stable under base change and as Q is local on the target
and compatible with inductive limits of rings, we may even assume that R is a local
noetherian ring. Then its completion R̂ is a faithfully flat R-algebra. As P is stable under
flat base change and Q is stable under faithfully flat descent, we may assume that R is a
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complete local noetherian ring with maximal ideal m. Then R/mn is local Artinian and
by the last hypothesis on Q we may assume that R is local Artinian.

Proposition 14.57. Let k be a field, let X be a k-scheme, and let k′ be a field extension
of k. Then X ⊗k k′ is quasi-projective (resp. projective) over k′ if and only if X is
quasi-projective (resp. projective) over k.

Proof. We know already that the condition is sufficient (Remark 13.73). As the property
“proper” is stable under faithfully flat descent it suffices to show that X is quasi-projective
over k if Xk′ := X ⊗k k′ is quasi-projective over k′. As Xk′ is of finite type over k′, the
k-scheme X is of finite type. By hypothesis there exists an immersion Xk′ ↪→ Pnk′ . By
the principle of finite field extension (Corollary 10.79) this implies the existence of an
immersion XK ↪→ PnK over a finite extension K of k. Thus XK is quasi-projective over K
and also over k. As SpecK → Spec k is finite, the projection XK → X is surjective finite
locally free. Therefore X is quasi-projective by Proposition 13.76.

Proposition 14.58. Let S be a scheme, and let f : X → Y be a morphism of S-
schemes of finite type. Consider a faithfully flat quasi-compact morphism g : S′ → S.
Write f ′ : X ′ := X ×S S′ → Y ′ := Y ×S S′ for the morphism obtained by base change
and g′ : X ′ → X for the projection. Let L be an invertible OX -module. Then L is ample
(resp. very ample) for f if and only if g′∗L is ample (resp. very ample) for f ′.

Proof. By Remark 13.53 and Proposition 13.64 the condition is necessary. To show that it
is sufficient, we may assume that S = Y and that Y is affine. Then Y ′ is quasi-compact.

Assume that g′∗L is very ample for f ′. The existence of an f ′-ample line bundle implies
that f ′ is separated. Therefore f is separated by Proposition 14.51. By Proposition 13.56 we
have to show that (i) f∗L is quasi-coherent, (ii) the canonical homomorphism f∗f∗L →
L is surjective, and (iii) the corresponding morphism r : X → P(f∗L ) is an immersion.
As g is flat, we have

(14.11.2) g∗f∗L ∼= f ′∗g
′∗L

by Proposition 12.6. Assertion (i) holds by Corollary 10.27. Assertion (ii) holds using
Proposition 14.11 and (14.11.2) because the corresponding property of g′∗L holds and
because g′ is faithfully flat. Finally, as g′∗L is very ample, the base change of r via g is
a quasi-compact immersion (using (14.11.2) to identify P(f∗L )×Y Y ′ with P(f ′∗g

′∗L )).
Therefore r is a (quasi-compact) immersion by Proposition 14.53.

Now assume that g′∗L is ample for f ′. As Y ′ is quasi-compact, there exists an integer
n > 0 such that g′∗L ⊗n is very ample (Theorem 13.62) for f ′. Thus we have just seen
that L ⊗n is very ample for f and therefore L is ample for f .

(14.12) Descent of absolute properties of schemes.

Having considered properties of modules and of morphisms of schemes, we now look at
properties of schemes and their behavior with respect to descent. Again, the notion of
faithful flatness turns out to be the crucial ingredient which allows us to conclude that
many interesting properties of schemes descend. Here are a few very simple examples:
Let X → Y be faithfully flat. If X is reduced, then so is Y (because faithfully flat ring



452 14 Flat morphisms and dimension

homomorphisms are injective); if X is irreducible, then so is Y (in fact, this is true
whenever X → Y is surjective).

For the sake of completeness, we also note the following similar results about descent
of absolute properties of schemes with respect to faithfully flat morphisms:

Proposition 14.59. Let f : X → Y be a faithfully flat morphism of locally noetherian
schemes, and let P denote the property of being
(1) reduced,
(2) normal, or
(3) regular.
If X has the property P, then so has Y . If Y and all fibers f−1(y), y ∈ Y , have the
property P, then so has X.

Proof. These statements are easily reduced to the corresponding results in commuta-
tive algebra (Proposition B.82 and Example B.80, Proposition B.73 (6), and Proposi-
tion B.77 (5))

Corollary 14.60. Let f : X → Y be a smooth surjective morphism of locally noetherian
schemes. Then X is reduced (resp. normal, resp. regular) if and only if Y has this property.

Proof. The morphism f is faithfully flat by Theorem 14.24. As smoothness is stable under
base change, all fibers of f are smooth schemes over a field. Therefore all fibers are regular
by Lemma 6.26 and in particular normal and reduced. Therefore Proposition 14.59 implies
the corollary.

Remark 14.61. Proposition 14.59 and Corollary 14.60 also hold more generally for the
properties (Rk) and (Sk) (k fixed) by Proposition B.82. In particular they hold for the
property “Cohen-Macaulay”.

Remark 14.62. Let S be a locally noetherian scheme and let A be a graded quasi-
coherent OS-algebra such that A0 = OS and such that A1 is a coherent OS-module that
generates A . Let X = Proj(A ) be its projective spectrum, C = Spec(A ) its affine cone
and C0 ⊂ C its pointed affine cone (Section (13.9)). Let P be one of the properties
“reduced”, “normal”, “regular”, “irreducible”, “(Rk)”, or “(Sk)”.
(1) If C has the property P, then C0 and X have the property P.
(2) C0 has property P if and only if X has property P.
Indeed, if C has property P, then the open subscheme C0 has property P. Thus it suffices
to show (2). The canonical projection π : C0 → X is smooth and surjective (Remark 13.38).
Thus for all properties except “irreducible” we are done by Corollary 14.60. If C0 is
irreducible, then X is irreducible because π is surjective. Conversely, let X be irreducible.
As π is open by Corollary 14.36 and as for every x ∈ X the fiber π−1(x) ∼= A1

κ(x) \ {0} is

irreducible, C0 is irreducible by Proposition 3.24.

(14.13) Gluing of sheaves reconsidered.

Our next goal is to develop the theory of faithfully flat descent of quasi-coherent sheaves:
We want to study, given a faithfully flat morphism S′ → S, which quasi-coherent sheaves
on S′ arise via pull-back from a quasi-coherent OS-module. We start with a reminder on
gluing of morphisms of sheaves, and gluing of sheaves for the Zariski topology which uses a
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language which is close to the theory of descent which we are going to work out here. Let S
be a scheme, let S =

⋃
Ui be an open covering, and let S′ =

∐
Ui be the disjoint union of

the Ui, so that we have a natural surjection S′ → S. We set S′′ = S′×S S′ =
∐
i,j Ui ∩Uj ,

S′′′ = S′ ×S S′ ×S S′ =
∐
i,j,k Ui ∩ Uj ∩ Uk. We have the projections p1, p2 : S′′ → S′,

p12, p23, p13 : S′′′ → S′′.
A sheaf F ′ on S′ is just a tuple (F ′i )i where each F ′i is a sheaf on Ui. Similarly, we

view sheaves F ′′ on S′′ as tuples (F ′′ij)i,j . Then a gluing datum for a quasi-coherent sheaf

F ′ on S′ is exactly the same as an isomorphism ϕ : p∗1F
′ ∼→ p∗2F

′ which satisfies the
“cocycle condition”

p∗23ϕ ◦ p∗12ϕ = p∗13ϕ.

Note that we are implicitly identifying certain pull-backs of F ′ to S′′′ (with respect to
natural isomorphisms), e. g.

p∗12(p∗2F
′) ∼= (p2 ◦ p12)∗F ′ = (p1 ◦ p23)∗F ′ ∼= p∗23(p∗1F

′),

so that the composition and the comparison of the left and the right hand sides make
sense. We make these identifications here and in the sequel and usually omit checking
that everything is compatible with them. For a more detailed account, see [Vis].

We obtain a category QCoh(S′/S) of quasi-coherent sheaves on S′ together with a
gluing datum, and a functor QCoh(S)→ QCoh(S′/S) given by pull-back and the natural
isomorphisms on intersections Ui ∩ Uj . The statement that we can glue homomorphisms
of quasi-coherent modules says precisely that this functor is fully faithful, while the
statement that we can glue quasi-coherent modules translates to this functor being an
equivalence of categories.

Our goal in this section is to generalize this result to a much larger class of morphisms
S′ → S. The class of morphisms for which we can prove “gluing”, or rather “descent”
of quasi-coherent sheaves is the class of quasi-compact faithfully flat morphisms. This
theory is due to Grothendieck. Heuristically, we still think of a quasi-compact faithfully
flat morphism S′ → S as a covering of S (in some “topology” which is much finer than
the Zariski topology). In fact, the notion of Grothendieck topology, a generalization of the
notion of topology, makes this heuristics precise. We will not need this notion, though,
and therefore do not go into the details. Note that the class of all faithfully flat morphisms
is too large from the point of view of a reasonable theory of descent.

Since an (infinite) Zariski-covering X =
⋃
i Ui in general will not give rise to a quasi-

compact morphism
∐
i Ui → X, it is sometimes useful to combine these notions; see

Exercise 14.8 and [Vis] 2.3.2 for a detailed discussion.

(14.14) Descent Data and the gluing functor.

Let p : S′ → S be a quasi-compact faithfully flat morphism of schemes. We use the
following notation:

S′′ := S′ ×S S′, S′′′ := S′ ×S S′ ×S S′,

and denote by

pi : S
′′ → S′, i ∈ {1, 2}, pij : S′′′ → S′′, i, j ∈ {1, 2, 3}, i < j,

the projections on the ith factor and the (i, j)-th factors, respectively.
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Definition 14.63. Let F ′ be a quasi-coherent OS′-module. A descent datum on F ′ is a
OS′′-module homomorphism

ϕ : p∗1F
′ ∼→ p∗2F

′,

which satisfies the cocycle condition p∗23ϕ ◦ p∗12ϕ = p∗13ϕ, i.e., more precisely, such that
the following diagram commutes:

(14.14.1)

p∗12p
∗
1F
′ p∗12ϕ // p∗12p

∗
2F
′ = p∗23p

∗
1F
′ p∗23ϕ // p∗23p

∗
2F
′

p∗13p
∗
1F
′ p∗13ϕ // p∗13p

∗
2F
′

Let (F ′, ϕ), (G ′, ψ) be quasi-coherent OS′-modules with descent data. A morphism
between these pairs is a homomorphism α : F ′ → G ′ of OS′ -modules which is compatible
with the descent data, i.e., such that p∗2α ◦ ϕ = ψ ◦ p∗1α. We denote by QCoh(S′/S) the
category of quasi-coherent OS′ -modules with descent data.

There is a natural functor

ΦS′/S : QCoh(S)→ QCoh(S′/S)

which associates to each quasi-coherent OS-module F the pull-back p∗F together with
its canonical descent datum

ϕcan : p∗1(p∗F ) ∼= (p ◦ p1)∗F = (p ◦ p2)∗F ∼= p∗2(p∗F ).

It is easy to check that ϕcan satisfies the cocycle condition. We will show, Theorem 14.68,
that for quasi-compact faithfully flat morphisms S′ → S the functor ΦS′/S is an equivalence
of categories.

Right now, let us make the notion of descent datum more explicit in the affine case
S = SpecR, S′ = SpecR′, S′′ = SpecR′′ = SpecR′ ⊗R R′. A quasi-coherent OS′ -module
F ′ is given by an R′-module M ′, and p∗1F

′, p∗2F
′ correspond to the tensor products

M ′ ⊗R′,π1
(R′ ⊗R R′), M ′ ⊗R′,π2

(R′ ⊗R R′)

where π1 is given by r′ 7→ r′⊗1, and π2 is given by r′ 7→ 1⊗r′. We can identify both tensor
products with M ′ ⊗R R′, but under these identifications in the first case the R′′-module
structure is the usual one, while in the second case it is given by (a⊗b)(m′⊗r′) = bm′⊗ar′.
In particular, the identity homomorphism is not R′′-linear, and hence does not give rise
to a descent datum. The cocycle condition can also easily be translated into a condition
on (tensor products of) modules.

Now assume that M ′ = M ⊗R R′ arises as the pull-back of an R-module M . Under the
identifications above, the canonical descent datum is given by

(14.14.2) (M ⊗R′)⊗R R′
∼→ (M ⊗R′)⊗R R′, m⊗ a⊗ b 7→ m⊗ b⊗ a.

As required, this map is R′′-linear with respect to the R′′-module structures explained
above.
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(14.15) Descent of homomorphisms.

We start with faithfully flat descent of homomorphisms of quasi-coherent sheaves. The
following lemma will turn out to be crucial for all of the following. Let R → R′ be a
faithfully flat ring homomorphism, and let M be an R-module. For n ≥ 0 let R(n) be
the n-fold tensor product R′ ⊗R · · · ⊗R R′ (we set R(0) = R, R(1) = R′). For i = 0, . . . , n
define maps ϕi : M ⊗R R(n) →M ⊗R R(n+1) by

ϕi(m⊗ r1 ⊗ · · · ⊗ rn) = m⊗ r1 ⊗ · · · ⊗ ri ⊗ 1⊗ ri+1 ⊗ · · · ⊗ rn

and

δn : M ⊗R R(n) →M ⊗R R(n+1), x 7→
n∑
i=0

(−1)iϕi(x).

One checks easily that δn ◦ δn−1 = 0.

Lemma 14.64. In this situation, the complex

0→M →M ⊗R R′ →M ⊗R R(2) → · · ·

is exact.

Proof. It is enough to check the exactness after a faithfully flat base change, so we may
first tensor the whole sequence by ⊗RR′. Then the exactness follows from the following
formal argument (as a warm up, we have that the map M ⊗R R′ →M ⊗R′ ⊗R′ admits
the retraction m ⊗ x1 ⊗ x2 7→ m ⊗ x1x2, and hence must be injective, which gives the
exactness at the first position):

After tensoring by ⊗RR′, the maps of our complex have the form

δnR′ : M ⊗R R(n+1) →M ⊗R R(n+2),

m⊗ x1 ⊗ · · · ⊗ xn+1 7→
n∑
i=0

(−1)iϕi(m⊗ x1 ⊗ · · · ⊗ xn)⊗ xn+1.

Consider the maps

γn : M ⊗R R(n+2) →M ⊗R(n+1),

m⊗ x0 ⊗ · · · ⊗ xn+1 7→
n∑
i=0

(−1)im⊗ x1 ⊗ · · · ⊗ xixi+1 ⊗ · · · ⊗ xn+1,

for n ≥ 0. By a straightforward computation, one sees that the map

δn−1
R′ ◦ γ

n−1 + γn ◦ δnR′ : M ⊗R R(n) →M ⊗R R(n)

is the identity map. In analogy to the theory of homotopy, we can express this by saying
that the family γ• is a homotopy between the identity and the zero map.

It follows that the identity map and the zero map induce the same homomorphism on
the cohomology groups Ker δn/ Im δn−1 of this complex, which means that it must be
exact.

Now we can describe which S′-morphisms between pull-backs p∗F , p∗G of quasi-
coherent OS-modules arise from OS-homomorphisms.
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Proposition 14.65. Let p : S′ → S be a quasi-compact faithfully flat morphism of
schemes. Then the functor ΦS′/S is fully faithful. In other words, whenever F , G are
quasi-coherent OS-modules, then the sequence

0→ HomS(F ,G )→ HomS′(p
∗F , p∗G )→ HomS′′(q

∗F , q∗G ),

where q = p ◦ p1 = p ◦ p2, and where the last map is given by α 7→ p∗1α− p∗2α, is an exact
sequence of abelian groups.

Proof. The morphism p being faithfully flat, the first map is injective (cf. Proposi-
tion 14.11). Furthermore, the composition HomS(F ,G )→ HomS′′(q

∗F , q∗G ) is clearly
the zero map. It remains to check that every element of HomS′(p

∗F , p∗G ) which is
mapped to zero is the image of an element of HomS(F ,G ).

By using gluing of morphisms with respect to a Zariski cover, we may assume that S
is affine. Then in particular S′ is quasi-compact, so that we can cover it as S′ =

⋃
Ui

by finitely many open affine subschemes. Set T ′ =
∐
i Ui, T

′′ = T ′ ×S T ′. Note that
the morphism r : T ′ → S is again quasi-compact faithfully flat. We have a commutative
diagram

0 // HomS(F ,G ) //

=

��

HomS′(p
∗F , p∗G ) //

��

HomS′′(q
∗F , q∗G )

��
0 // HomS(F ,G ) // HomT ′(r

∗F , r∗G ) // HomT ′′(s
∗F , s∗G )

(Here s is the natural morphism T ′′ → S.) Because the morphism T ′ → S′ is faithfully
flat, the vertical arrows are injective. A simple diagram chase shows that the exactness
assertion for the upper row follows from the corresponding assertion for the lower row.
We may therefore replace S′ by T ′, i.e., we may assume that S′ is affine.

We have reduced the proof of the proposition to the affine situation S = SpecR,
S′ = SpecR′. Let us rephrase the situation in terms of R-modules. We denote by M , N
the R-modules Γ(S,F ) and Γ(S,G ), resp. We are given an R′-module homomorphism
ϕ′ : M ⊗R R′ → N ⊗R R′ such that for all m⊗ a⊗ b ∈M ⊗R R′ ⊗R R′, when we write∑
ni ⊗ ci = ϕ′(m⊗ b), then

ϕ′′(m⊗ a⊗ b) := ϕ′(m⊗ a)⊗ b =
∑

ni ⊗ a⊗ ci.

More conceptually, we can write ϕ′′ = p∗1ϕ = p∗2ϕ. Denote by δM the homomorphism

δM : M ⊗R R′ →M ⊗R R′ ⊗R R′, m⊗ a→ m⊗ 1⊗ a−m⊗ a⊗ 1,

and correspondingly for δN . We have that ϕ′′ ◦ δM = δN ◦ ϕ′, so ϕ′(Ker δM ) ⊆ Ker δN .
Now Lemma 14.64 shows that M = Ker δM , N = Ker δN . Therefore ϕ′, restricted to

these kernels, induces a morphism ϕ : M → N , and it is clear that ϕ⊗R R′ = ϕ′.

(14.16) Descent of quasi-coherent modules.

We keep the assumption that p : S′ → S is quasi-compact and faithfully flat, and the
notation introduced above. Our next goal is to show that the functor ΦS′/S is an
equivalence of categories, i.e., that it is also essentially surjective. We do this in several
steps, and first establish its compatibility with base change.
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Proposition 14.66. Let f : T → S be a morphism, and denote by f ′ : T ×S S′ → S′,
f ′′ : (T ×S S′)×T (T ×S S′) = T ×S S′′ → S′′ the projections. Then we have a commutative
diagram of morphisms of functors:

QCoh(S)

f∗

��

ΦS′/S // QCoh(S′/S)

��
QCoh(T )

ΦT ′/T // QCoh(T ×S S′/T )

where the right column functor maps a pair (F ′, ϕ) to its pull-back ((f ′)∗F ′, (f ′′)∗ϕ).

Proof. The proof consists of checking compatibilities of fiber products and is straightfor-
ward.

The next step is a result which says (according to the analogy with usual gluing of
sheaves) that we can pass to a refinement of our covering.

Proposition 14.67. Let f ′ : T ′ → S′ be a morphism such that the composition p◦f ′ : T ′ →
S is quasi-compact and faithfully flat. Then the following diagram of morphisms of functors
is commutative, and all three functors are fully faithful.

QCoh(S) //

��

QCoh(S′/S)

ww
QCoh(T ′/S)

Proof. It is easy to see that the diagram is commutative. We know by the above that the
functors QCoh(S)→ QCoh(S′/S), QCoh(S)→ QCoh(T ′/S) are fully faithful. Since we
do not assume that f ′ is faithfully flat, we have to address this question for the remaining
functor separately. We extend the above diagram to

QCoh(S) //

��

QCoh(S′/S)

��uu
QCoh(T ′/S) // QCoh(S′ ×S T ′/S)

and since the projections from S′ ×S T ′ to S′ and to T ′ are quasi-compact and faithfully
flat, our claim follows.

Theorem 14.68. Let p : S′ → S be a quasi-compact faithfully flat morphism. Then the
functor

ΦS′/S : QCoh(S)→ QCoh(S′/S)

is an equivalence of categories.

Proof. We know already (Proposition 14.65) that ΦS′/S is fully faithful, so it remains to
check the essential surjectivity.
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We will prove this in three steps: We reduce to a statement that can be checked after
faithfully flat base change; we apply the base change S′ → S, and hence may assume
that S′ → S has a section; using Proposition 14.67 we deal with the case where p has a
section.

(i). Using the compatibility with base change, Proposition 14.66 and usual gluing, it
is enough to prove the proposition locally on S, so we may assume that S is affine. Then
S′ is quasi-compact, and we find a quasi-compact faithfully flat morphism T ′ → S′ with
T ′ affine. Using Proposition 14.67 we may assume that S′ is affine as well.

So we have S = SpecR, S′ = SpecR′, say. LetM ′ be anR′-module with a descent datum
ϕ. As we have seen already, in terms of modules the descent datum is an isomorphism

M ′ ⊗R′ R(2) ∼→M ′ ⊗R′ R(2)

which satisfies the cocycle condition. Lemma 14.64 shows that if M ′ descends to an
R-module M , then we must have

M = Ker(M ⊗R′ →M ⊗R(2)) = Ker(M ′ →M ′ ⊗R R′),

where the map is given, for m ∈M , a ∈ R′, m′ := m⊗ a, by

m⊗ a 7→ m⊗ 1⊗ a−m⊗ a⊗ 1 = ϕcan(m′ ⊗ 1)−m′ ⊗ 1,

see the description (14.14.2) of the canonical descent datum in terms of modules. Since
we expect M ′ to come from some M , such that the given descent datum for M ′ coincides
with the canonical descent datum stemming from M , we define

M := Ker(M ′ →M ′ ⊗R R′, m′ 7→ ϕ(m′ ⊗ 1)−m′ ⊗ 1).

We see that M ′ descends to an R-module if and only if the natural homomorphism
M ⊗R R′ →M ′ is an isomorphism of R′-modules which is compatible with the descent
data ϕcan and ϕ.

(ii). This statement can be checked after a faithfully flat base change. We choose to
apply base change by the morphism p : S′ → S. Because the morphism p′ : S′ ×S S′ → S′

admits the diagonal S′ → S′ ×S S′ as a section, we may assume, after replacing p by p′,
that p has a section.

(iii). Now assume that p : S′ → S has a section s : S → S′. Then we may apply
Proposition 14.67 with T ′ = S, f ′ = s. Clearly the functor QCoh(S)→ QCoh(S/S) is an
equivalence of categories, and it follows that all the functors in the resulting diagram are
equivalences of categories.

(14.17) Descent of schemes.

Having proved faithfully flat descent for quasi-coherent sheaves, we can ask similar
questions about other kinds of objects. The most interesting case is descent of schemes
(equipped with descent data) for quasi-compact faithfully flat morphisms, generalizing
the usual gluing of schemes (Section (3.5)). As a first step, we show that we have descent
for morphisms as in the case of sheaves. However, descent for objects, i.e., for schemes,
does not work in general; see Remark 14.73.
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Definition 14.69. Let p : S′ → S be a morphism of schemes, and let X ′ be an S′-scheme.
A descent datum on X ′ for p is an isomorphism

ϕ : X ′ ×S′,p1 S
′′ ∼→ X ′ ×S′,p2 S

′′

of S′′-schemes which satisfies the obvious cocycle condition.

Note that for an S-scheme X we have, similarly as for OS-modules, a canonical
isomorphism

(14.17.1) ϕcan : (X ×S S′)×S′,p1
S′′ = (X ×S S′)×S′,p2

S′′

which satisfies the cocycle condition, and which we call the canonical descent datum on
X ×S S′. Similarly as for quasi-coherent modules, we have the category (Sch/S′/S) of
S′-schemes with descent data with respect to p, and a functor p∗ : (Sch/S)→ (Sch/S′/S).

Definition 14.70. Let p : S′ → S be a morphism of schemes. A descent datum ϕ for p
on an S′-scheme X ′ is called effective, if the pair (X ′, ϕ) lies in the essential image of
the functor p∗.

Descent for schemes is much easier if the problem can be reduced to an affine situation,
because affine scheme morphisms correspond to quasi-coherent algebras over the target,
and for those we can apply the results for quasi-coherent modules proved above. Therefore
the case where the descent datum is compatible with an affine covering is particularly
approachable. The precise notion we use is this:

Definition 14.71. Let p : S′ → S be a quasi-compact faithfully flat morphism of schemes,
and let X ′ be an S′-scheme equipped with a descent datum ϕ. We say that an open
subscheme U ′ ⊂ X ′ is stable under ϕ, if ϕ restricts to an isomorphism U ′ ×S′,p1

S′′
∼→

U ′ ×S′,p2 S
′′ (which automatically is a descent datum on U ′).

We get the following theorem.

Theorem 14.72. Let p : S′ → S be a quasi-compact faithfully flat morphism.
(1) The functor

(Sch/S)→ (Sch/S′/S), X 7→ (X ×S S′, ϕcan)

from the category of S-schemes to the category of S′-schemes with descent data with
respect to p is fully faithful.

(2) A descent datum ϕ on an S′-scheme X ′ is effective if X ′ can be covered by open
subschemes which are affine over S′ and stable under ϕ.

Proof. We first prove (1), so consider S-schemes X, Y . The question is local on S and Y ,
so we may assume that these are affine. Using the usual gluing of morphisms of schemes,
one sees that one can also reduce to the case that X is affine. In that case, morphisms
X → Y of S-schemes (and X ′ → Y ′ of S′-schemes, resp.) are nothing but homomorphisms
of quasi-coherent OS-algebras (and OS′ -algebras, resp.), so that the assertion follows from
Proposition 14.65.

To prove (2), assume that X ′ with descent datum ϕ admits a covering X ′ =
⋃
U ′i by

ϕ-stable open subsets, each of which is affine over S′. Using a variant of Theorem 14.68
for quasi-coherent algebras instead of quasi-coherent modules, we see that all the affine
schemes U ′i descend to affine S-schemes Ui. By descent of morphisms of schemes (i.e.,
part (1)), we see that the gluing datum for the family (U ′i)i given by X ′ descends to a
gluing datum for the family (Ui)i. By usual gluing of schemes we obtain an S-scheme X,
and this is the S-scheme we are looking for.
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One can show that in part (2) of the theorem, it is enough to assume that X ′ admits a
covering by quasi-affine open subschemes (see Section (13.16)) which are stable under ϕ;
see [BLR] Thm. 6.1/6.

Remark 14.73. On the other hand, note that the descent of schemes is not effective
in general; see [BLR] 6.7, or [Vis] for an example, a thorough discussion and further
references. There are examples of quasi-compact faithfully flat morphisms S′ → S and
quasi-projective S′-schemes with descent data which do not descend to S.

On the other hand, under additional assumptions, descent can often be shown to be
effective. We list some examples:

Remark 14.74. In the following cases, a descent datum ϕ on an S′-scheme X ′ for a
quasi-compact faithfully flat morphism p : S′ → S is effective:
(1) If (X ′,L ′) is a pair of a quasi-projective S′-scheme together with an S′-ample

invertible sheaf L ′, equipped as a pair with a descent datum (in the obvious sense),
then one can show that Theorem 14.72 can be applied so that the pair (X ′,L ′)
descends to a pair (X,L ) of a quasi-projective S-scheme with an S-ample invertible
sheaf L . See [Vis], Thm. 4.38.

(2) If p is purely inseparable, every descent datum ϕ is effective (Exercise 14.19).
(3) Let p be finite locally free and assume that X ′ is quasi-projective over S′. Then every

descent datum ϕ is effective (see [SGA1] VIII, Cor. 7.6).

(14.18) Representable functors are fpqc-sheaves.

Let S be a fixed scheme.

Definition 14.75. A functor F : (Sch/S)
opp → (Sets) is called an fpqc-sheaf over S if

F is a Zariski-sheaf (see Section (8.3)), and if for every ring R over S and for every
faithfully flat ring homomorphism R→ R′, the sequence

(14.18.1) F (SpecR)→ F (SpecR′)⇒ F (SpecR′ ⊗R R′)

is exact.
A morphism of fpqc-sheaves is a morphism of functors.

As a consequence of Theorem 14.72 (1), we have:

Proposition 14.76. Let X be an S-scheme. Then the functor hX : (Sch/S)
opp → (Sets),

hX(T ) = HomS(T,X), is an fpqc-sheaf.

The Yoneda lemma 4.6 shows that we obtain a fully faithful functor of the category of
schemes into the category of fpqc-sheaves.

Remark 14.77. There are variants of Definition 14.75: A Zariski-sheaf F : (Sch/S)
opp →

(Sets) is called fppf-sheaf (resp. sheaf for the étale topology) if the sequence (14.18.1) is
exact for every faithfully flat ring homomorphism R→ R′ such that R′ is an R-algebra
of finite presentation (resp. such that SpecR′ → SpecR is étale). Every fpqc-sheaf is an
fppf-sheaf, and every fppf-sheaf is a sheaf for the étale topology.
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Many notions carry over directly from the “usual” sheaf setting to the theory of
fpqc-sheaves (or fppf-sheaves, or sheaves for the étale topology), at least as long as no
sheafification is required. For instance, fiber products (in the category of functors) of
fpqc-sheaves (resp. fppf-sheaves, resp. sheaves for the étale topology) are again sheaves of
the same kind.

If F is an fpqc-sheaf (or an fppf-sheaf, or a sheaf for the étale topology) on S, and S′ → S
is a morphism, then its base change F ×S S′ is the functor (F ×S S′)(T ) := F (T ) for every
S′-scheme T (which we may also consider as S-scheme via composition with S′ → S).
This is a sheaf of the same kind. Because the functor F ×S S′ : (Sch/S′)

opp → (Sets) is
just the restriction of F to (Sch/S′)

opp
, we also write F|S′ instead of F ×S S′.

We note that one can sheafify every functor (Sch/S)
opp → (Sets) to a sheaf for the

étale topology or even to an fppf-sheaf (satisfying the usual universal properties), but
this is more complicated than for usual sheaves, and we will not need it. In particular,
one runs into problems of set theory. See Artin’s notes [Art] for details.

(14.19) Torsors and H1.

In Section (11.5), we have discussed torsors for the Zariski topology. There is a similar
notion in the setting of the “fpqc-topology”, the “fppf-topology”, or the “étale topology”.
In this section we will concentrate on the “fppf-topology” and leave it to the reader to
consider other “topologies”.

Definition 14.78. We call a morphism of schemes fppf-morphism, if it is faithfully flat
and locally of finite presentation.

The property “fppf-morphism” is stable under composition, stable under base change,
local on the target, and stable under faithfully flat descent because this holds for the
properties “faithfully flat” and “locally of finite presentation”.

Lemma 14.79. Let S be an affine scheme and let f : S′ → S be an fppf-morphism. Then
there exists a morphism S′′ → S′ such that the composition g : S′′ → S is an affine
fppf-morphism.

Proof. Let (S′i) be an open affine covering of S′. Since f is open by Theorem 14.35 and S
is quasi-compact, there exists a finite subset I ′ ⊆ I such that the restriction

⋃
i∈I′ S

′
i → S

of f is still surjective. We set S′′ =
∐
i∈I′ S

′
i. Then S′′ is affine and S′′ → S is faithfully

flat and of finite presentation.

Let S be a scheme. An fppf-sheaf in groups over S is a functor (Sch/S)
opp → (Grp)

such that its composition with the forgetful functor (Grp)→ (Sets) is an fppf-sheaf (Re-
mark 14.77). Compare the definition of group scheme in Section (4.15). Proposition 14.76
implies that every group scheme over S gives rise to an fppf-sheaf in groups over S.

We fix an fppf-sheaf in groups G over S. There is the obvious notion of a G-action
G×X → X on an fppf-sheaf X over S and of a morphism of fppf-sheaves with G-action
(cf. Section (11.5)).

Definition 14.80. Let S be a scheme, and let G be an fppf-sheaf in groups over S.
An fppf-torsor over S under G (or simply a G-fppf-torsor over S) is an fppf-sheaf X
over S together with an action of G on X, such that the following two conditions are
satisfied
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(a) The morphism G ×S X → X ×S X, (g, x) 7→ (gx, x) (on T -valued points) is an
isomorphism (i.e., for all S-schemes T , the group G(T ) acts simply transitively on
the set X(T )).

(b) There exists an fppf-morphism S′ → S such that X(S′) 6= ∅.

We remark that condition (b) is automatic, if X itself is a scheme whose structure
morphism X → S is fppf (by taking S′ = X).

The G-fppf-torsors over S form a full subcategory of the category of fppf-sheaves with
G-action. It follows from (a) that every morphism in this category is an isomorphism.

A G-fppf-torsor X is called the trivial torsor if it is isomorphic to G acting by multipli-
cation on itself. In this case X(S) 6= ∅ because G(S) is non-empty. Conversely, if the set
X(S) is non-empty, then the G-action induces a morphism G→ X of G-fppf-torsors and
thus X is trivial. We can read condition (b) as saying that after an fppf base change, i.e.,
“locally for the fppf topology”, every torsor X is trivial.

Remark 14.81. Let G be an fppf-sheaf in groups over a scheme S and let X be an
fppf-sheaf with G-action over S.

If X is an fppf-torsor under G, then for every morphism S′ → S the base change X|S′
is an fppf-torsor under G|S′ over S′. By hypothesis (b) in Definition 14.80 there exists an
fppf-morphism S′ → S such that X(S′) 6= ∅ which implies that X|S′ is trivial.

Conversely, assume that there exists an fppf-morphism S′ → S such that X|S′ is a
trivial fppf-torsor under G|S′ over S′. Then X is an fppf-torsor under G. Indeed, we have
to show that σ : G×S X → X ×S X, (g, x) 7→ (gx, x), is an isomorphism. As G×S X and
X ×S X are Zariski-sheaves we may work Zariski-locally on S and can thus assume that
S = SpecR is affine. By Lemma 14.79 we may assume that there exists an fppf-morphism
of the form S′ = SpecR′ → S, where R′ is a faithfully flat R-algebra of finite presentation,
such that X|S′ is trivial. By the sheaf axioms for fppf-sheaves (14.18.1) we may check
whether σ is an isomorphism after replacing S by S′. But then X is trivial and σ is an
isomorphism.

Proposition 14.82. Assume that G is an S-group scheme that is affine over S. Then
every G-fppf-torsor X over S is representable by an S-scheme which is affine over S.

Proof. Let X be a G-torsor over S. Using Zariski-gluing, we may work locally on S
(Theorem 8.9), and hence assume that S is affine. By Lemma 14.79 there exists an affine
fppf-morphism f : S′ → S that trivializes X.

As the functor X|S′ = X ×S S′ is the base change of the functor X, it is equipped with
a descent datum which is then also a descent datum of schemes by Yoneda’s lemma. Since
X|S′ ∼= G|S′ is affine over S′, the descent is effective, see Theorem 14.72. The S-scheme
we obtain by descent is then isomorphic to X as an fppf-sheaf. In other words, X is
representable.

The hypothesis in Proposition 14.82 that G is affine over S can be replaced by other
assumptions, e. g., it is enough to assume that G is quasi-projective over S and that the
torsor X over S becomes trivial after restriction via a finite locally free surjective morphism
S′ → S (use Remark 14.74 instead of Theorem 14.72 in the proof of Proposition 14.82).

Remark 14.83. Assume that G→ S has a property which is stable under base change,
local on the target, and stable under faithfully flat descent. Then every G-fppf-torsor X
that is an S-scheme has the same property: We may assume that S is affine and again by
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Lemma 14.79 that X is isomorphic to G after base change with an affine fppf-morphism
(which is in particular faithfully flat and quasi-compact).

One can develop the theory of fppf-torsors very much along the lines of our discussion
of Zariski-torsors in Chapter 11. For instance, one can define (Čech) cohomology groups
H1

fppf(S
′ → S,G) and H1

fppf(S,G) which classify the isomorphism classes of G-torsors
over S trivialized by S′ → S, and of all G-torsors over S, resp. These cohomology groups
fit into a framework of derived functors of the global section functor for the fppf-topology.
We will not go into the general theory here, but see the following Section (14.20) for a
special case.

(14.20) Galois descent.

In this section we will study the particular case of faithfully flat descent, where the
morphism p : S′ → S is a “Galois covering”, i.e., the analogue of a finite unramified
covering map with a finite group Γ of deck transformations.

If Γ is any group and S is a scheme, we denote by Γ × S the disjoint union
∐
γ∈Γ S.

The canonical structure morphism Γ × S → S is surjective and locally on the source an
isomorphism. In particular it is faithfully flat. It is finite if Γ is finite. Equivalently, we
can view the product Γ× S as the constant group scheme ΓS , see Example 4.43.

An action of Γ on an S-scheme S′ by S-automorphisms then corresponds to a morphism
of S-schemes (Γ× S)×S S′ → S′ which is denoted on T -valued points (T an S-scheme)
simply by (γ, s′) 7→ γs′.

Definition 14.84. Let Γ be a finite group. A Galois covering with Galois group Γ
is a finite faithfully flat morphism p : S′ → S, together with an action of Γ on S′ by
S-automorphisms, such that the morphism

σ : Γ× S′ → S′ ×S S′, (γ, s′) 7→ (s′, γs′),

given on T -valued points (T an S-scheme), is an isomorphism.

Note that a Galois covering S′ → S is the same as a ΓS-torsor. We leave the easy proof
of this statement as Exercise 14.22.

The prototype of a Galois covering is a morphism Spec k′ → Spec k, where k′/k is a
finite Galois extension of fields. Since k′ ⊗k k′ ∼=

∏
γ∈Gal(k′/k) k

′, this is a Galois covering

with Galois group Γ = Gal(k′/k).
As a warm-up, we note the following theorem, which describes Galois descent for vector

spaces. For a k′-vector space V ′, we call an action of Γ on the abelian group V ′ an
action on V ′ over the action of Γ on k′, if for every σ ∈ Γ, a ∈ k′, v ∈ V ′, we have
σ(av) = σ(a)σ(v).

Theorem 14.85. Let k′/k be a finite Galois extension with Galois group Γ. The functor

(k-vector spaces)→ (k′-vector spaces with Γ-action over k′), V 7→ V ⊗k k′,

is an equivalence of categories with quasi-inverse V ′ 7→ (V ′)Γ, the k-vector space of
invariants of V ′ under Γ.

As we will see below, the theorem is a special case of the general theorem on faithfully
flat descent, but to illustrate it, we give a direct proof.
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Proof. We denote by k′[Γ] the twisted group algebra, i.e., the k′-vector space with basis
{γ ∈ Γ} and with multiplication

(
∑
γ∈Γ

aγγ)(
∑
δ∈Γ

bδδ) :=
∑
γ,δ

aγγ(bδ)γδ.

Then k′[Γ] is a k-algebra and the category of k′-vector spaces with Γ-action over k′ is the
category of k′[Γ]-left modules.

Now k′[Γ] acts k-linearly on k′ by

(
∑
γ

aγγ)c :=
∑
γ

aγγ(c).

This action defines a k-algebra homomorphism α : k′[Γ] → Endk(k′), where Endk(k′)
denotes the k-linear endomorphisms of the k-vector space k′. Moreover, α is k′-linear and
{α(γ) ; γ ∈ Γ } is linearly independent in the k′-vector space Endk(k′) by Dedekind’s
theorem on linear independence of characters. Thus α is injective and counting dimensions
we see that α is an isomorphism. Thus Morita equivalence (Section (8.12)) shows that
V 7→ k′ ⊗k V defines the desired equivalence of categories.

To see that a quasi-inverse to this functor is given by V ′ 7→ (V ′)Γ it now suffices to see
that (V ⊗k k′)Γ = V which is clear.

To make the connection to the previous sections, note that we can express the notion
of descent datum with respect to a Galois covering S′ → S using the group action of Γ.
Let X ′ be an S′-scheme. We call an action of Γ on X ′ compatible with the action of Γ on
S′ (or an action over the Γ-action on S′), if for every γ ∈ Γ the diagram

(14.20.1)

X ′
γ //

��

X ′

��
S′

γ // S′

is commutative. Notice that, since γ is an automorphism, in this case the diagram is
automatically cartesian, and that for γ 6= id, the automorphisms of X ′ occurring here are
not S′-morphisms.

By assumption, we have an isomorphism Γ × S′ ∼→ S′′ := S′ ×S S′, (γ, s) 7→ (s, γ(s)).
Therefore an isomorphism S′′ ×p1,S′ X

′ ∼→ S′′ ×p2,S′ X
′ of S′′-schemes is the same as an

isomorphism Γ×X ′ ∼→ Γ×X ′ such that for all γ the diagram (14.20.1) is commutative. It
is tedious, but straightforward to check that the isomorphism Γ×X ′ ∼→ Γ×X ′, composed
with the second projection, is a group action, i.e., satisfies the usual associativity condition,
if and only if the corresponding isomorphism S′′ ×p1,S′ X

′ ∼→ S′′ ×p2,S′ X
′ is a descent

datum, i.e., satisfies the cocycle condition.
An open subset U ′ ⊆ X ′ is stable under the descent datum ϕ if and only if it is stable

under all the automorphisms γ ∈ Γ. Assume that S and S′ are affine. If x ∈ X is a point
whose Γ-orbit is contained in an open subscheme U ′ ⊆ X ′, then the intersection

⋂
γ γ(U ′)

is an open neighborhood of x which is stable under Γ. If X ′ is separated and U ′ is affine,
then this intersection is again affine. By Proposition 13.49, if X ′ is quasi-projective over
S′, then every finite subset, so in particular every Γ-orbit, is contained in an open affine
subset. Therefore, we obtain from Theorem 14.72:
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Theorem 14.86. Let S be an affine scheme, and let S′ → S be a Galois covering with
Galois group Γ. Then the natural functor

(quasi-projective S-schemes) → (quasi-projective S′-schemes with comp. Γ-action)

X 7→ (X ×S S′, ϕcan)

is an equivalence of categories.

(14.21) Descent along torsors.

The Galois descent discussed in Section (14.20) is a special case of descent along torsors
which we explain now. Let S be a scheme, let G be an S-group scheme which is quasi-
compact and faithfully flat over S and let S′ be an S-scheme with a G-action a : G×SS′ →
S′ that makes S′ into a G-torsor over S. Then p : S′ → S is faithfully flat quasi-compact
by Remark 14.83. We will now define G-actions on quasi-coherent O ′S-modules over the
G-action on S′ and we will see that these actions correspond to descent data for S′ → S.
In Section (14.20) we considered the case that G = ΓS , where Γ is a finite group.

Descent for quasi-coherent modules.

Let p2 : G ×S S′ → S′ be the second projection. A G-equivariant structure on a quasi-
coherent OS′-module F ′ is an isomorphism of OG×SS′ -modules

θ : a∗F ′
∼→ p∗2F

′

satisfying the cocycle condition

(14.21.1) p∗23θ ◦ (idG×a)∗θ = (m× idS′)
∗θ.

The pair (F ′, θ) is then called a G-equivariant quasi-coherent OS′ -module. A homomor-
phism of G-equivariant quasi-coherent OS′-modules (F ′, θ) → (G ′, η) is an OS′-linear
homomorphism u : F ′ → G ′ such that η ◦ a∗(u) = p∗2(u) ◦ θ. We obtain the category
of G-equivariant OS′-modules. As p ◦ a = p ◦ p2, the identity defines a G-equivariant
structure θcan of p∗F for every quasi-coherent OS-module F .

Let σ : G×SS′ → S′×SS′ be the morphism given on T -valued points by (g, s′) 7→ (gs′, s′)
which is an isomorphism by hypothesis. As we have a = p1 ◦σ we can use σ to identify a G-
equivariant structure θ on F ′ with an isomorphism ϕ : p∗1F

′ ∼→ p∗2F
′. It is straightforward

to check that the cocycle condition (14.21.1) for θ and the cocycle condition (14.14.1) for
ϕ are equivalent. Thus Theorem 14.68 shows:

Theorem 14.87. The functor F 7→ (p∗F , θcan) yields an equivalence of categories

QCoh(S)
∼=−→
(
G-equivariant quasi-coherent OS′-modules

)
.

For a finite Galois extension k′ ⊃ k, S = Spec k, S′ = Spec k′, and G = ΓS , where
Γ = Gal(k′/k), this theorem is equivalent to Theorem 14.85.

Descent for affine schemes.

Let π′ : X ′ → S′ be a morphism of schemes. We also view X as an S-scheme via S′ → S.
As above we call an action ã : G×S X ′ → X ′ of the S-group scheme G on the S-scheme
X ′ compatible with the action of G on S′ if the diagram
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(14.21.2)

G×S X ′
ã //

idG×π′

��

X ′

π′

��
G×S S′

a // S′

is cartesian. The pair (X ′, ã) consisting of the S′-scheme X ′ and the S-action ã is
then also called a G-equivariant S′-scheme. A morphism of G-equivariant S′-schemes
(X ′, ã)→ (Y ′, b̃) is a morphism f ′ : X ′ → Y ′ of S′-schemes such that

(14.21.3)

G×S X ′
ã //

idG×f ′

��

X ′

f ′

��
G×S Y ′

b̃ // Y ′

commutes. We obtain the category of G-equivariant S′-schemes. As in the section on
Galois descent, we see that a G-equivariant structure on X ′ is the same as a descent
datum on X ′ for S′ → S. It is effective by Theorem 14.72 if we can cover X ′ by open
G-invariant subschemes which are affine over S′.

This is clearly possible if X ′ is affine over S′. In this case X ′ ∼= Spec A ′ for a quasi-
coherent OS′ -algebra A ′ (Corollary 12.2), and a G-equivariant structure on X ′ is the same
as a G-equivariant structure on the quasi-coherent OS′ -module A ′ that is an isomorphism
of OG×SS′ -algebras. We obtain:

Corollary 14.88. The functor X 7→ X ×S S′ induces an equivalence of the category of
S-schemes X such that X → S is affine and the category of G-equivariant S′-schemes
X ′ such that X ′ → S′ is affine.

(14.22) Forms over fields.

Let us look at descent theory from a slightly different angle. We have seen already that
there may exist non-isomorphic k-schemes X, Y such that X ⊗k k′ and Y ⊗k k′ are
isomorphic. See in particular the section about Brauer-Severi schemes in Chapter 8. In
other words, the k′-scheme X ⊗k k′ ∼= Y ⊗k k′ descends to different k-schemes. This is
the phenomenon we will study here. For simplicity, we will restrict to the case of Galois
extensions. We start with a general definition:

Definition 14.89. Let k′/k be a field extension, and let X be a k-scheme. A k′-form of
X is a k-scheme Y such that the k′-schemes Y ⊗k k′ and X ⊗k k′ are isomorphic.

Now assume that k′/k is a finite Galois extension and set Γ := Gal(k′/k). We know
already that the different ways how a given scheme X ′/k′ descends to k are given by
descent data, or equivalently by Γ-actions on X ′. We can however make this more
manageable using the notion of Galois cohomology. In this way, we can in particular deal
with the problem that different (but isomorphic) descent data, or Γ-actions, give rise to
the same k-scheme.

Let A be a group on which Γ acts by group automorphisms (from the left). We denote
the action of Γ on A by (γ, a) 7→ γa. Let us define the first Galois cohomology group
H1(Γ, A) =: H1(k′/k,A) of Γ with coefficients in A.
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A cocycle is a map c : Γ→ A, γ 7→ c(γ), such that for all γ, δ ∈ Γ,

c(γδ) = c(γ) γc(δ).

We denote by Z1(Γ, A) the set of cocycles. Cocycles c, c′ are called equivalent, if there
exists a ∈ A with

c′(γ) = a−1c(γ) γa for all γ ∈ Γ.

We denote by H1(Γ, A) (or by H1(k′/k,A)) the set of equivalence classes. This is a
pointed set: The distinguished point is the trivial cocycle γ 7→ 1.

Now let X be a k-scheme, and let X ′ = X ⊗k k′. The action of Γ on k′ induces an
operation of Γ on X ′ = X ⊗k k′ by letting Γ act on the second factor. We denote the
automorphism of X ′ given by γ ∈ Γ again by γ. Note that γ is only an automorphism
of k-schemes but not (in general) of k′-schemes. We obtain an action of Γ on the group
Autk′(X

′) of automorphisms a of X ′ over k′ by

(γ, a) 7→ γa := γ ◦ a ◦ γ−1.

Consider a k′-form Y of X. We fix an isomorphism α : Y ⊗k k′
∼→ X ′, and define a

cocycle c ∈ Z1(Γ,Autk′(X
′)) as follows. By its action on the second factor, Γ acts on

Y ⊗k k′, and we obtain a “twisted” action of Γ on X ′ by letting γ ∈ Γ act on X ′ by

γY := α ◦ γ ◦ α−1 : X ′
∼→ X ′.

Note that this is an action over the action of Γ on Spec k′; the automorphism γY (just as
the automorphism γ defined above) is not a k′-morphism. We define

c(γ) := γY ◦ γ−1 ∈ Autk′(X
′).

It is easy to check that γ 7→ c(γ) is in fact a cocycle. Furthermore, replacing the iso-
morphism α : Y ⊗k k′

∼→ X ′ by a different isomorphism amounts to changing it by an
automorphism of X ′, and it is easily seen that the cocycles obtained from different isomor-
phisms are equivalent. Therefore we can associate to Y an element of H1(Γ,Autk′(X

′))
which is independent of the choice of isomorphism Y ⊗k k′

∼→ X ′.

Theorem 14.90. Let k′/k be a finite Galois extension, let X be a quasi-projective
k-scheme, and denote by X ′ the base change X⊗k k′. The map defined above is a bijection
between
(i) the set of isomorphism classes of k′-forms of X and
(ii) the set H1(k′/k,Autk′(X

′)),
where the distinguished point of H1(k′/k,Autk′(X

′)) corresponds to the k′-form X.

Proof. Because we have the theory of Galois descent at our disposal, this is just a matter
of translating back and forth between the description of a descent datum by an action of
Γ over the action of Γ on k′, and the cocycle description developed above.

We can deal with an arbitrary Galois extension by passing to the inductive limit:

Theorem 14.91. Let k be a field, let ksep be a separable closure of k, let X be a quasi-
projective k-scheme, and set Xsep := X⊗k ksep. There is a natural bijection between
(i) the set of isomorphism classes of ksep-forms of X and
(ii) the set H1(ksep/k,Autksep(Xsep)) := lim−→k′

H1(k′/k,Autk′(X ⊗k k′)), where the limit
runs over all finite Galois extensions of k inside ksep.
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Proof. This follows from the above theorem and Corollary 10.80.

Compare Remark 11.13 for the analogous result for sheaves for the Zariski topology.

(14.23) Application to Brauer-Severi varieties.

Theorem 14.91 is particularly useful if the automorphism group of X ′ is well understood.
For instance, we have shown that the automorphism group of projective space Pnk over
a field k is the projective linear group PGLn+1(k), see Section (11.15). This allows
us to classify Brauer-Severi varieties (or Brauer-Severi schemes) which we defined in
Section (8.11).

We start with applying the descent results to Brauer-Severi varieties.

Proposition 14.92. Let X be a Brauer-Severi variety over a field k. Then X is projective,
smooth and geometrically integral over k. There exists a finite extension K of k such that
X ⊗k K ∼= PnK for some n.

Proof. By hypothesis there exists a field extension K of k such that X ⊗k K ∼= PnK . Thus
by Proposition 14.57 we know that X is projective over k. In particular, X is of finite
type over k and we may apply the principle of finite extension (Corollary 10.80) to see
that there exists a finite extension K of k such that X ⊗k K ∼= PnK . By Corollary 5.54 X
is geometrically integral because PnK is integral for every field K. Finally, as PnK is regular
for every field K, the k-scheme X is smooth by Corollary 6.32.

A field extension K of k such that X ⊗k K ∼= PnK is also called a splitting field of X.
To apply Theorem 14.91 we need to know that a separable closure ksep is a splitting
field (or, equivalently by Corollary 10.64, that there exists a splitting field that is a finite
Galois extension of k). We will deduce this from the following result which is known as
Châtelet’s theorem.

Theorem 14.93. Let X be a Brauer-Severi variety over the field k. The following are
equivalent:
(1) The set X(k) of k-valued points is non-empty.
(2) The variety X is isomorphic to projective space over k.

Proof. Denote by k̄ an algebraic closure of k. Clearly, (ii) implies (i). To show the
converse, it is enough to prove that there exists a line bundle K on X such that the
base change Kk̄ is O(1). In fact, then Kk̄ is generated by global sections. We know
that Γ(Xk̄,Kk̄) = Γ(X,K ) ⊗k k̄ by Corollary 12.8, so we can use Proposition 14.11
to show that K is generated by global sections, too, and hence defines a morphism
s : X → P(Γ(X,K )). Since s becomes an isomorphism after base change to k̄, it is itself
an isomorphism, and the theorem follows. To find K , we have to give a construction
of O(1) on Pn

k̄
which can be carried out over k. Since line bundles are associated with

divisors rather than with points, we first pass to the blow-up of X in a k-rational point x
(which exists by assumption).

So let x ∈ X(k) be a k-rational point. We fix an identification Xk̄ = Pn
k̄

that identifies
x with (1 : 0 : . . . : 0). Let π : X ′ → X be the blow-up of X in x and let E ⊂ X ′ be the
exceptional divisor. Then E ∼= Pn−1

k (Example 13.95), and Example 13.93 shows

X ′k̄ = V+(TiXj − TjXi; 1 ≤ i, j ≤ n) ⊂ Pn−1
k̄
× Pnk̄
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(with the notation introduced there) such that πk̄ is the restriction of the second projection.
Let ψ̄ : X ′

k̄
→ Pn−1

k̄
be the restriction of the first projection. Then all fibers of ψ̄ are

projective lines and ψ̄ induces an isomorphism of Ek̄ onto Pn−1
k̄

.
We fix an ample line bundle L on X. Then Lk̄

∼= OPn
k̄
(d) for some integer d > 0. We

let M be the line bundle π∗L ⊗ OX′(E)⊗−d on X ′. Then Mk̄ is generated by its global
sections and thus M is generated by its global sections. Therefore M defines a morphism
of k-schemes r : X ′ → P(Γ(X ′,M )) ∼= PNk .

Let H ⊂ E be a hyperplane, set D := π(r−1(r(H))) and let K = OX(D). It is easily
checked that Dk̄ is a hyperplane of Pn

k̄
and thus Kk̄

∼= OPn
k̄
(1), as desired.

Corollary 14.94. Let X be a Brauer-Severi variety over a field k. Then there exists a
finite Galois extension k′ of k such that Xk′

∼= Pnk′ for some n ≥ 0.

Proof. As X is geometrically reduced, there exists a finite separable extension K of k
such that X(K) 6= ∅ (Proposition 6.21). Thus XK

∼= PnK by Châtelet’s theorem 14.93.
Now we can choose k′ as a normal hull of K over k.

Theorem 14.95. The map (8.13.2){
central simple k-algebras

of degree n

}
−→

{
isomorphism classes of Brauer-Severi

varieties over k that are forms of Pn−1
k

}
,

A 7−→ BS(A).

is bijective.

Proof. After the corollary and Property (iii) of central simple algebras in Section (8.13), it
is enough to prove that the restriction of this map to the subsets of central simple algebras
A, and forms X of Pn−1

k that split over a fixed Galois extension k′/k, i.e., A⊗k′ ∼= Mn(k′),
and X ⊗k k′ ∼= Pn−1

k′ , resp., is a bijection. Write Γ = Gal(k′/k).
The idea of the proof is to show that on both sides, the objects over k are described by

the same type of descent data on the split object over k′. We have seen above that forms
of Pn−1

k are parameterized by H1(Γ,PGLn(k′)).
Let us construct a map from the set of isomorphism classes of central simple k-algebras

which split over k′ to H1(Γ,PGLn(k′)). Given such a central simple k-algebra A, choose
an isomorphism A ⊗k k′

∼→ Mn(k′). The Galois action on the second factor of A ⊗k k′
gives rise to an action of Γ on Mn(k′) over the action of Γ on k′, and hence, in the same
way as above, to a cocycle Γ → Aut(Mn(k′)). Now by a special case of the theorem of
Skolem and Noether ([BouA8] 10.1, Corollaire de Théorème 1), the automorphism group
of Mn(k′) is PGLn(k′), acting by conjugation. Therefore we get a cocycle Γ→ PGLn(k′).
Changing the isomorphism A⊗k k′

∼→Mn(k′) gives rise to an equivalent cocycle, and we
obtain the desired map from the set of isomorphism classes of central simple k-algebras
which split over k′ to H1(Γ,PGLn(k′)). One shows that this map is a bijection, the main
ingredient of the proof being Galois descent for vector spaces (Theorem 14.85).

We have constructed a triangle
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(
central simple k-algebras
of degree n, split over k′

)
//

))

(
forms of Pn−1

k ,

split over k′

)

vv
H1(Γ,PGLn(k′)),

and it remains to show that this triangle is commutative. But under Morita equivalence
(Section (8.12)) the action of PGLn on the set of submodules of k′n corresponds to the
action of PGLn on End(k′n) = Mn(k′) by conjugation.

Dimension and fibers of morphisms

In the remainder of this chapter, we come back to the notion of dimension which we now
want to discuss in a more general setting than in Chapter 5. For the definition of the
dimension of a topological space, and some very general observations, see Section (5.3).
Also recall the definition of the dimension of X in a point x ∈ X (Section (5.7)) and in
particular that for a scheme X locally of finite type over a field and a closed point x ∈ X
one has

dimxX = dim OX,x = max
Z

dimZ,

where Z runs through the set of irreducible components of X containing x.

(14.24) Dimension of fibers of morphisms of locally noetherian schemes I.

The main topic below will be the study of the dimension of the fibers of a morphism of
finite type. We start with the following result:

Lemma 14.96. Let f : X → Y be a morphism, locally of finite type. Let x ∈ X, y = f(x).
Then

dimx f
−1(y) = dim OX,x ⊗OY,y κ(y) + trdegκ(y) κ(x).

In particular, if x is a closed point of f−1(y), then

dimx f
−1(y) = dim OX,x ⊗OY,y κ(y).

Proof. Let Z be the closure of the point x inside f−1(y). The latter is a κ(y)-scheme
locally of finite type, and therefore

dimx f
−1(y) = dimZ + codimf−1(y) Z.

by Proposition 5.30 (2), applied to all irreducible components of f−1(y) which contain
x. Now dimZ = trdegκ(y) κ(x) (Theorem 5.22), and codimf−1(y) Z = dim Of−1(y),x =
dim OX,x ⊗OY,y κ(y), where the first equality is (5.8.1), and the second one holds because
the two rings are isomorphic, as is seen from the definition of the fiber f−1(y) as a scheme
(cf. Remark 4.21).

Rewriting Proposition B.68 in terms of schemes, we obtain:
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Corollary 14.97. Let f : X → Y be a morphism between locally noetherian schemes. Let
x ∈ X and y = f(x). Then

(14.24.1) dim OX,x ≤ dim OY,y + dim(OX,x ⊗OY,y κ(y)),

and if f is flat at x, then we have equality.

Remark 14.98. The proof of Proposition B.68 in [Mat] Theorem 15.1 shows that to
have equality in (14.24.1) it suffices to assume that f is generizing (e.g., if f is open);
cf. Section (14.8).

Lemma 14.99. Let R be a noetherian ring, let p ⊂ R be a prime ideal, and let q = pR[T ].
Then q is a prime ideal of R[T ] and q ∩R = p. There exist infinitely many prime ideals
q′ ⊂ R[T ] with q′ ∩R = p, q′ 6= q, and there are no inclusions between them. Furthermore,
for any such q′, we have

dimR[T ]q′ = dimR[T ]q + 1 = dimRp + 1.

Proof. Identifying R[T ]/q with (R/p)[T ], we see that the prime ideals q′ correspond
bijectively to the non-zero prime ideals of Frac(R/p)[T ]. This proves all the assertions
except for the dimension equalities. It also follows from this reasoning that dimR[T ]q′ ≥
dimR[T ]q + 1.

On the other hand, we have

dimR[T ]q′ ≤ dimRp + 1

by Proposition B.68, applied to the homomorphism Rp → R[T ]q′ , because R[T ]q′ ⊗Rp

Rp/p ∼= (Rp/p)[T ]q′ is a discrete valuation ring and hence has dimension 1.
Now it remains to show that dimR[T ]q ≥ dimRp. But if p0 ( · · · ( pn = p is a chain

of prime ideals in R, then p0R[T ] ⊂ · · · ⊂ pnR[T ] = q is a chain of prime ideals, and all
inclusions are strict, by the above.

Theorem 14.100. Let R be a noetherian ring, and let n ≥ 0. Then

dimR[X1, . . . , Xn] = dimR+ n.

Proof. By induction, we only have to show that dimR[T ] = dimR + 1. It is easy to
see that dimR[T ] ≥ dimR + 1, cf. (5.3.1). To show the converse inequality, let q′ be a
maximal ideal of R[T ], and let p = q′ ∩ R, q = pR[T ]. We then are in the situation of
Lemma 14.99, and obtain

dimR[T ]q′ = dimRp + 1 ≤ dimR+ 1.

Letting q vary over all maximal ideals of R[T ], this proves the claim.

As an immediate corollary to the theorem, we get:

Corollary 14.101. Let X be a locally noetherian scheme, and let n ≥ 0. Then

dimAnX = dimPnX = dimX + n.

Note that the noetherian hypothesis is needed here: there exist rings R of dimension
1 such that dimR[T ] = 3 = dimR + 2. On the other hand, it is always true that
dimR+ 1 ≤ dimR[T ] ≤ 1 + 2 dimR, [BouAC] VIII §2 no. 2, Cor. 2.
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(14.25) Universally catenary schemes.

In general the class of locally noetherian schemes is too large to expect a good behavior
of the notion of dimension. Certain useful dimension formulas hold only for the smaller
class of so-called universally catenary schemes. Note that the results below show that
most schemes arising “in practice” are universally catenary.

Definition 14.102.
(1) A ring R is called catenary, if for every two prime ideals p ⊂ p′ ⊂ R, there exists a

chain p = p0 ( p1 ( · · · ( pn = p′ which does not admit a refinement, and all such
chains have the same length.

(2) A ring R is called universally catenary, if R is noetherian, and every finitely generated
R-algebra is catenary.

(3) A locally noetherian scheme X is called (universally) catenary, if all of its local rings
are (universally) catenary.

Remark 14.103.
(1) Obviously, every quotient and every localization of a catenary ring is again catenary.
(2) Thus in the definition of a universally catenary ring it is enough to check that every

polynomial ring R[T1, . . . , Tn] over R is catenary. One can show that it is even enough
that R[T1] is catenary ([Mat] Thm. 31.7, Cor. 1).

(3) Combining (1) and (2) we see that every localization of a universally catenary ring is
universally catenary.

(4) Theorem 14.106 (2) below implies that conversely if for a noetherian ring A all
localizations Ap (p ⊂ A prime ideal) are universally catenary, then A is catenary. In
particular, A is universally catenary if and only if SpecA is universally catenary.

(5) By (4) and (3) we see that if Y is a universally catenary scheme and f : X → Y is a
morphism locally of finite type, then X is a universally catenary scheme.

(6) Even if R is a catenary integral domain, it does not follow that all maximal chains of
prime ideals in R have the same length (see Exercise 5.7).

Proposition 14.104. Let k be a field, and let X be a k-scheme locally of finite type.
Then X is universally catenary.

Proof. It suffices to show that every finitely generated k-algebra R is catenary (Re-
mark 14.103 (3)). So let us show that all chains between prime ideals p ⊂ p′ ⊂ R which do
not admit a refinement have the same length. Dividing by p, we may assume that p = (0).
Given maximal chains between p and p′, we obtain maximal chains in SpecR by choosing
a maximal chain between p′ and a maximal ideal of R containing p′ (Theorem 5.19 (2)),
and the claim follows from Proposition 5.30 (1).

But in fact much more is true:

Proposition 14.105. Let R be a regular ring (or, more generally, a Cohen-Macaulay
ring). Then every scheme locally of finite type over SpecR is universally catenary.

To prove this result it clearly suffices to show that every regular ring (or, more generally,
every Cohen-Macaulay ring) is universally catenary. For this we refer to [Mat] Thm. 17.9.

Finally we will use the following dimension formula and characterization of universally
catenary rings (see [Mat], Theorems 15.5 and 15.6).
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Theorem 14.106.
(1) Let R ⊆ B be integral domains where R is noetherian. Let p ⊂ R be a prime ideal,

and let P ⊂ B be a prime ideal with P ∩R = p. Then

(14.25.1) dimRp + trdegFracR Frac(B) ≥ dimBP + trdegκ(p) κ(P).

(2) A noetherian ring A is universally catenary if and only if one has equality in (14.25.1)
for R = A/p and B, for every p ∈ SpecA, and every finitely generated extension ring
B ⊃ A/p which is an integral domain.

(14.26) Dimension of fibers.

We start with the simple observation that the fiber dimension of a morphism of finite
type between quasi-compact schemes is bounded:

Proposition 14.107. Let f : X → Y be a morphism of finite type, and suppose that Y
is quasi-compact. Then there exists n ∈ Z≥0 such that for every y ∈ Y , dim f−1(y) ≤ n.

Proof. We may assume that Y = SpecA and X = SpecB are affine. Then B is a finitely
generated A-algebra, and if there exists a system of n generators, then for every y ∈ Y ,
the κ(y)-algebra B ⊗A κ(y) admits a system of n generators as a κ(y)-algebra. This
implies that dim f−1(y) = dim SpecB ⊗A κ(y) ≤ n.

The dimension formula Theorem 14.106 has the following consequences for morphisms
of schemes:

Lemma 14.108.
(1) Let X, Y be irreducible locally noetherian schemes, let f : X → Y be a dominant

morphism locally of finite type, and denote by ξ and η, resp., the generic points of X
and Y . Let e = dim f−1(η) = trdegκ(η) κ(ξ) be the dimension of the generic fiber. Let
x ∈ X and y = f(x). Then

(14.26.1) e+ dim OY,y ≥ trdegκ(y) κ(x) + dim OX,x

(2) If in addition Y is universally catenary (e. g., if Y is locally of finite type over a
field), then equality holds in (14.26.1).

(3) If Y is universally catenary and x is closed in f−1(y), then

dim OX,x = dim OY,y + e.

Proof. We may assume that X and Y are affine (hence f is of finite type), and reduced.
Because f is dominant, it corresponds to an injection A→ B of integral domains, and
the morphism OY,y → OX,x induced on the stalks is injective, too.

Now we apply the dimension formula Theorem 14.106 (1) to OY,y, B, and the prime
ideal of B corresponding to x. This gives us

dim OY,y + trdegOY,y B ≥ dim OX,x + trdegκ(y) κ(x).

Since e = dim f−1(η) = trdegFrac(OY,y) Frac(B ⊗A Frac(OY,y)) = trdegFrac(OY,y) Frac(B),
this is the same as (14.26.1).

If Y is universally catenary, by Theorem 14.106 (2) we even have equality. If in addition
x is closed in the fiber f−1(y), then κ(x) is a finite extension of κ(y) (because f−1(y) is a
κ(y)-scheme locally of finite type), and therefore trdegκ(y) κ(x) = 0.
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Proposition 14.109. Let Y be a noetherian scheme, and let f : X → Y be a morphism
of finite type.
(1) Let n ∈ Z≥0 be such that dim f−1(y) ≤ n for all y ∈ Y , then

dimX ≤ dimY + n.

(2) Assume in addition that X and Y are irreducible and that Y is universally catenary,
and that f is surjective. Then

dimX = dimY + dim f−1(η),

where η is the generic point of Y .

Proof. As every point in the noetherian scheme X has a specialization that is a closed
point in X, we find

(14.26.2) dimX = sup
x closed

dim OX,x.

After this remark let us prove (1). Let Xi, i = 1, . . . , n, be the irreducible components
of X, viewed as closed integral subschemes of X. For each i, let Zi be the schematic
image of Xi, i.e., the integral closed subscheme of Y whose underlying topological space
is the closure of f(Xi), so that f induces dominant morphisms Xi → Zi.

The restrictions Xi → Zi of f again satisfy the condition on the fiber dimension, so it
follows from Lemma 14.108 (1), applied to the closed points x ∈ Xi, using (14.26.2), that

dimXi ≤ n+ dimZi ≤ n+ dimY.

Therefore dimX ≤ n+ dimY .
To prove (2) set e := dim f−1(η). We find by Lemma 14.108 (3)

e+ dimY = e+ sup
y∈Y

dim OY,y = sup
y∈Y

sup
x∈f−1(y)

closed

dim OX,x

The right hand side is ≤ dimX and ≥ supx closed dim OX,x because if x is closed in X,
then x is closed in f−1(f(x)). Thus by (14.26.2) the right hand side is equal to dimX.

Using Exercise 5.5 one can prove the proposition under the more general assumption
that Y is locally noetherian and that f is locally of finite type.

Remark 14.110. The proof shows that Proposition 14.109 (2) still holds if f is only
dominant and dimY = supy∈f(X) dim OY,y. This is for instance the case for all dominant
morphisms if Y is of finite type over a field: As f(X) is a constructible and dense, it
contains a subset V that is dense and open in Y and by Theorem 5.22 (3) one has
dimV = dimY .

(14.27) Semi-continuity of fiber dimensions.

Now we prove that the fiber dimension is an upper semi-continuous function (on the
source of a morphism), a result due to Chevalley. We start with a lemma:
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Lemma 14.111. Let Y be an irreducible locally noetherian scheme, let X be an irreducible
scheme, and let f : X → Y be a dominant morphism of finite type. Denote by η the generic
point of Y , and let e = dim f−1(η). Then for every point x ∈ X, all irreducible components
of f−1(f(x)) have dimension ≥ e.

We will prove this lemma only if Y is in addition universally catenary. Note that
the proof of the main result in this section (Theorem 14.112) uses the lemma only in
this case. The general case can be deduced from this using a limit argument (as in
Theorem 10.69) to reduce to the case that Y = SpecA, where A is a finitely generated
Z-algebra (see [EGAIV] (13.1.1) for the details). Then Y is universally catenary by
Proposition 14.105.

Proof. (if Y is universally catenary) Let y ∈ f(X). As the local ring OY,y is universally
catenary, we can apply Lemma 14.108 (2). We let Z be an irreducible component of
f−1(y), and denote by x the generic point of Z. Then (14.26.1) reads

e+ dim OY,y = trdegκ(y) κ(x) + dim OX,x.

Since x corresponds to a minimal prime ideal of OX,x⊗κ(y), we have dim OX,x⊗κ(y) = 0,
and hence dim OX,x ≤ dim OY,y by Proposition B.68. Furthermore, we have dimZ =
trdegκ(y) κ(x) (see Theorem 5.22). The Lemma is proved.

The next theorem is Chevalley’s theorem about the semi-continuity of fiber dimensions:
the fiber dimension of a morphism (locally of finite type) jumps up on closed subsets.

Theorem 14.112. Let f : X → Y be a morphism locally of finite type. Then the function

X → Z≥0, x 7→ dimx f
−1(f(x))

is upper semi-continuous, i.e., for every n the set

Fn = Fn(X) = {x ∈ X ; dimx f
−1(f(x)) ≥ n }

is closed.

We prove the result under the assumption that f is locally of finite presentation. The
general case can be reduced to this case using an approximation argument in the spirit of
Chapter 10, see [EGAIV] (13.1.3).

Proof. (if f is locally of finite presentation) Obviously, we may assume that Y = SpecA
and X = SpecB are affine. We know, see Section (10.18), that we can find a subring
A0 ⊆ A, finitely generated over Z, and an A0-algebra B0 of finite type, such that
B = A ⊗A0

B0. Denote by g : SpecA → SpecA0, g′ : SpecB → SpecB0 the canonical
morphisms. We denote by f0 : SpecB0 → SpecA0 the morphism induced from the
A0-algebra structure of B0.

Let y ∈ Y = SpecA, y0 = g(y). Then f−1(y) = f−1
0 (y0) ×Specκ(y0) Specκ(y). Let

x ∈ f−1(y), x0 = g′(x). Then dimx f
−1(y) is the supremum over the dimensions of the

irreducible components of f−1(y) containing x. Since the projection f−1(y)→ f−1
0 (y0) is

open, every such irreducible component Z dominates an irreducible component of f−1
0 (y0)

(which obviously contains x0), which has the same dimension as Z by Proposition 5.38.
This shows that dimx f

−1(y) = dimx0
f−1

0 (y0), and hence Fn(X) = g′−1(Fn(SpecB0)).
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Therefore now we assume that A is a finitely generated Z-algebra and B is an A-algebra
of finite type. In particular A is universally catenary by Proposition 14.105. Since the
dimension is a topological property, we may assume that X = SpecB and Y = SpecA
are reduced, and by noetherian induction we may assume that the statement is true for
all morphisms with target Y ′ a proper closed subscheme of Y .

Write X1, . . . , Xn for the irreducible components of X, provided with the reduced
scheme structure. Then Fn(X) =

⋃
i Fn(Xi), and therefore we may assume that X is

irreducible. Since the morphism f factors through its schematic image, a closed subscheme
of Y , we may also assume that f is dominant, and that Y is irreducible. Denote by η the
generic point of Y .

Now if n ≤ dim f−1(η), then by Lemma 14.111 we have Fn(X) = X, and we are done.
On the other hand, if n > dim f−1(η), there exists an open neighborhood U ⊆ Y of η
with Fn ⊆ f−1(Y \ U) by Proposition 10.95. Replacing the morphism f by its restriction
f−1(Y \ U)→ Y \ U , we are done by noetherian induction.

Since a point x is isolated in its fiber f−1(f(x)) if and only if dimx f
−1(f(x)) = 0, we

immediately get a new proof of Corollary 12.79:

Corollary 14.113. Let f : X → Y be a morphism locally of finite type. Then the set of
points x ∈ X which are isolated in their fiber, is open in X.

Remark 14.114. The proof of Theorem 14.112 shows that if f is locally of finite
presentation, then for every n the open immersion {x ∈ X ; dimx f

−1(f(x)) ≤ n } ↪→ X
is quasi-compact.

For proper morphisms the fiber dimension is also upper semi-continuous on the target:

Corollary 14.115. Let f : X → Y be a closed morphism locally of finite type. Then for
every n the subset

Yn := { y ∈ Y ; dim f−1(y) ≥ n }
is closed in Y .

Proof. The set Yn is the image under f of the closed set Fn(X) of Theorem 14.112. As f
is closed, Yn is closed.

For general morphisms f : X → Y of finite type the function y 7→ dim f−1(y) is not
necessarily upper semi-continuous, even if Y = SpecR for a discrete valuation ring R and
f is faithfully flat (Exercise 14.24).

Theorem 14.116. Let f : X → Y be an open morphism locally of finite type. Suppose
that Y is universally catenary, irreducible and noetherian, that dimY <∞, and that X
is equidimensional. Assume that the following condition is satisfied.
(D) For every irreducible component X ′ of X one has

dimY = sup
y∈f(X′)

dim OY,y.

Then for all y ∈ f(X) the fiber f−1(y) is equidimensional and

dimX = dimY + dim f−1(y).

Any flat morphism locally of finite type between locally noetherian schemes is open
(Theorem 14.35).
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Remark 14.117. Under the other hypotheses of Theorem 14.116 Condition (D) is
satisfied in the following cases.
(1) The restriction of f to every irreducible component of X is surjective: This is clear

because dimY = supy∈Y dim OY,y (Lemma 5.7 (4)).
In particular, Condition (D) holds if f is surjective and X is irreducible.

(2) f is proper (or, more generally, closed): As f is open, the restriction of f to each
irreducible component is dominant. Therefore it is surjective if f is closed. Now
use (1).

(3) Y is of finite type over a field (in this case Y is automatically universally catenary,
noetherian and of finite dimension): As explained in (2), for each irreducible component
X ′ its image f(X ′) is constructible and dense and thus contains a subset V that is
dense and open in Y . Then dimV ≤ supy∈f(X′) dim OY,y ≤ dimY and we conclude
because dimV = dimY by Theorem 5.22 (3).

(4) Y is of finite type over a scheme S that satisfies the following two conditions.
(a) S is a universally catenary locally noetherian Jacobson scheme (Exercise 10.16).
(b) For every irreducible component S′ of S and every closed point s ∈ S′ one has

dim OS′,s = dimS′.
Indeed, then Y also satisfies conditions (a) and (b) ([EGAIV] (10.6.1)) and one can
argue as in (3) using [EGAIV] (10.6.2) instead of Theorem 5.22 (3).

If S is a noetherian scheme of dimension ≤ 1 such that every irreducible component
of dimension 1 has infinitely many points, then S satisfies conditions (a) and (b)
([EGAIV] (10.7.1)). In particular, Condition (D) of the theorem is satisfied if Y is of
finite type over SpecZ.

In general, Condition (D) cannot be omitted, even if f is faithfully flat and X is
connected (Exercise 14.24).

Proof. (i). Let η ∈ Y be the generic point. Let X ′ be an irreducible component of X
and let θ be its generic point. As f is open, f(θ) = η. Thus {θ} is dense in f−1(η) ∩X ′
which is therefore irreducible. As f−1(η)∩X ′ is of finite type over the field κ(η), we have
dim(f−1(η) ∩X ′) = dimθ f

−1(η). By Condition (D) und using Remark 14.110 we can
apply Proposition 14.109 (2) to f |X′ and obtain

dimY + dimθ f
−1(η) = dimX ′ = dimX,

where the second equality holds because X is equidimensional. Letting X ′ vary we obtain
that dimX < ∞ and because of the natural bijection between the sets of irreducible
components of X and of f−1(η), f−1(η) is equidimensional of dimension dimX − dimY .

(ii). Let x ∈ X and write y = f(x). By (i) it suffices to show

dimx f
−1(y) = dimθ f

−1(η)

for some maximal point θ of X. Let X1, . . . , Xr be the irreducible components of X that
contain x. Then dim OX,x = maxi dim OXi,x and we can choose an irreducible component
X ′ containing x such that dimX′,x = dim OX,x. Let θ be its generic point.

From Theorem 14.112 we have dimx f
−1(y) ≥ dimθ f

−1(η), so it remains to prove the
other inequality. From Lemma 14.108 (1), we have

dim OX′,x − dim OY,y + trdegκ(y) κ(x) ≤ dimθ f
−1(η).
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By our assumption on X ′ it holds for OX,x instead of OX′,x, as well. The openness implies
that dim OY,y + dim OX,x ⊗OY,y κ(y) = dim OX,x (Remark 14.98), so that we can rewrite
the left hand side as dim OX,x ⊗OY,y κ(y) + trdegκ(y) κ(x). Therefore the claim follows
from Lemma 14.96.

We will see later (Corollary 14.130 below) that conversely, under a regularity assumption
the dimension equality of the theorem (for all y) implies that f is flat. Note that we get a
new proof of Theorem 14.100 about the dimension of affine space AnY (which however
also relies on Proposition B.68, which was the main ingredient of our first proof).

Corollary 14.118. Let f : X → Y be a dominant morphism of finite type. Assume that
X is irreducible and that Y is noetherian, universally catenary, irreducible, and of finite
dimension. There exists an open dense subscheme V ⊆ Y contained in f(X) such that
the following assertions hold.
(1) For all y ∈ V the fiber f−1(y) is equidimensional and dim f−1(V ) = dim f−1(y) +

dimV .
(2) For all y ∈ Y and every irreducible component Z of f−1(y) one has dimZ + dimV ≥

dim f−1(V ).

Proof. We may assume that Y is integral. Let η be its generic point. By generic flatness
(Corollary 10.85) there exists an open dense subscheme V ⊆ Y such that the restriction
fV : f−1(V )→ V of f is flat. As f(X) is constructible and dense, we may shrink V such
that V ⊆ f(X). Then fV is faithfully flat and (1) follows from Theorem 14.116.

To show (2) note that (1) in particular implies dim f−1(V ) = dim f−1(η) + dimV .
Hence (2) follows from Lemma 14.111.

Remark 14.119. Let f : X → Y be a dominant morphism of finite type of irreducible
schemes. If Y is of finite type over a field k, then Y satisfies all the assumptions in
Corollary 14.118. Moreover, X is also of finite type over k and therefore dimV = dimY
and dim f−1(V ) = X by Theorem 5.22 (3).

More generally, we have dimV = dimY and dim f−1(V ) = X if Y is of finite type over
a scheme S satisfying the conditions in Remark 14.117 (4) using [EGAIV] (10.6.2). This
is the case if Y is of finite type over Z.

Corollary 14.120. Let Y be a scheme of finite type over a field and let r ≥ 0 be an
integer. Let f : X → Y be a morphism of finite type such that dim f−1(η) ≥ r for every
maximal point η of Y . Then dimX ≥ r + dimY .

Proof. Let Y ′ be an irreducible component of Y such that dimY ′ = dimY . Then the
restriction f−1(Y ′)→ Y ′ is dominant and dim f−1(Y ′) ≤ dimX. Thus we may assume
that Y is irreducible with generic point η. Let X1, . . . , Xr be the irreducible components
of X. Removing all irreducible components that do not meet f−1(η), we may assume that
each Xi dominates Y . If we had dimXi < dimY + r for all i, then Corollary 14.118 (1)
and Remark 14.119, applied to the restriction Xi → Y of f , show that f−1(η) ∩Xi has
dimension < r for all i which contradicts the hypothesis dim f−1(η) ≥ r.

Corollary 14.121. Let Y be a scheme of finite type over a field, and let f : X → Y be a
dominant morphism of finite type such that all non-empty fibers of f have dimension r.
Then dimX = r + dimY .
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Proof. By Proposition 14.109 (1) we have dimX ≤ r+dimY . As f is dominant, all fibers of
maximal points of Y are non-empty. Hence the equality follows from Corollary 14.120.

Remark 14.122. Again Corollary 14.120 and Corollary 14.121 hold more generally if Y
is of finite type over a scheme S satisfying the conditions in Remark 14.117 (4), e.g., if Y
is of finite type over Z.

Proposition 14.123. Let f : X → Y be a proper flat morphism of finite presentation
and set V := { y ∈ Y ; dim f−1(y) = 0 }. Then V is open and closed in Y and the
restriction f−1(V )→ V of f is finite locally free.

Proof. This question is local on Y and thus we may assume that Y is affine. Since f is of
finite presentation and all properties of f are compatible with inductive limits of rings,
we may assume, by Theorem 10.69, that Y and hence X is noetherian. Since f is open
and closed, we can restrict to the case that f is surjective.

Set W := Y \ V . Then W is the image of the set F1(X) of Theorem 14.112, so by that
theorem and since f is proper, it is closed in Y . Thus V is open in Y .

Let us show that V is also closed. By Lemma 10.17 it is enough to show that it is
closed under specialization. By Proposition 15.7 below, it is enough to show the following
statement: Let T be the spectrum of a discrete valuation ring, η ∈ T the generic point,
t ∈ T the closed point, and f : Z → T a proper flat morphism such that the fiber f−1(η)
has dimension 0. Then the special fiber f−1(t) has dimension 0, too. In fact, this is easily
checked directly. We give an argument using our previous results, instead: Since Zred is
again flat over T (use Proposition 14.14), and since the dimensions do not change, we
may assume that Z is reduced. Applying Proposition 14.14 again, we see that under this
assumption all irreducible components of Z are also proper and flat over T . Therefore we
can apply Theorem 14.116 to each of these and we see that dim f−1(t) = dim f−1(η) = 0.
This proves that V is closed.

The restriction f−1(V ) → V is proper, flat, and of finite presentation. By defini-
tion it is quasi-finite and hence finite by Corollary 12.89. Thus it is finite locally free
(Proposition 12.19).

Dimension and regularity conditions

(14.28) Cohen-Macaulay schemes.

We have seen (Theorem 14.116) that the dimension of the fibers of a flat morphism is
locally constant. In the next section, we will show that under a suitable hypothesis, e.g.,
if the source and the target are regular, the converse is true: Then we can check flatness
just by looking at the dimensions of the fibers. To prove this result, one uses an induction
during which non-regular schemes arise. Therefore we introduce the notion of Cohen-
Macaulay schemes which is better adapted to this purpose. We refer to Definition B.79
for the definition of Cohen-Macaulay rings.

Definition 14.124. A locally noetherian scheme X is called Cohen-Macaulay, if all the
local rings OX,x, x ∈ X, are Cohen-Macaulay.
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Since fields are obviously Cohen-Macaulay, Proposition B.86 shows that every regular
ring is Cohen-Macaulay, so we get:

Proposition 14.125. Every regular scheme is Cohen-Macaulay.

It is hard to fully capture the condition of being Cohen-Macaulay in geometric terms,
but we note the following consequences:

Proposition 14.126. Let X be a locally noetherian Cohen-Macaulay scheme.
(1) The scheme X is universally catenary.
(2) If X is generically reduced, then X is reduced. More precisely, X does not have

embedded components.
(3) Assume that X is connected. Then X is connected in codimension 2, i.e., if Z ⊆ X

is a closed subscheme of codimension codimX Z ≥ 2, then X \ Z is connected.
(4) If in addition X is locally of finite type over a field k, then it is equidimensional.

Proof. It follows from Proposition 14.105 that X is universally catenary. To prove (2),
assume that A = OX,x is a local ring of X. By assumption it is generically reduced, i.e.,
all localizations with respect to minimal prime ideals are reduced. Let p be an associated
prime ideal of A (Section (B.11)), and let q ⊆ p be a minimal prime ideal of A. Then

dimA/p ≥ depthA/p = depthA = dimA ≥ dimA/q,

so q = p, and we see that all associated prime ideals are minimal. Exercise 9.16 then
implies that A is reduced.

Let us prove (3). Assume that X \ Z is the union of two disjoint open and closed
subsets X1 and X2. Let X ′i ⊂ X be a closed subscheme such that Xi = X ′i \ Z, i = 1, 2.
We may assume that Z = X ′1 ∩X ′2 (set-theoretically) by enlarging the X ′i, if necessary.
Let z ∈ X ′1 ∩X ′2, and A = OX,z. Denote by ai ⊂ A the ideal corresponding to X ′i. We
then have A/(a1 + a2) = OZ,z, and a1 ∩ a2 is nilpotent. We would like to show that
dim OZ,z ≥ dim OX,z − 1 which by Proposition B.84 (2) means that we want to show
that depth(a1 + a2) ≤ 1. But this follows from Hartshorne’s connectedness theorem,
Proposition B.85.

Now let us assume that X is of finite type over a field k. Because every closed point of
an irreducible component Z ⊆ X has codimension dimZ in Z, it is enough to show that
for every local ring OX,x, all Spec OX,x/p, where p ⊂ OX,x is a minimal prime ideal, have
the same dimension. But it follows from the reasoning we used to prove (2) that all these
dimensions agree with dim OX,x.

The third property shows that the union of two planes which intersect in a single point
is not Cohen-Macaulay.

(14.29) Equidimensional morphisms between regular schemes are flat.

Lemma 14.127. Let ϕ : A→ B be a local homomorphism of local noetherian rings, let k
denote the residue class field of A. Assume that A is regular, that B is Cohen-Macaulay,
and that dimB = dimA+ dimB ⊗A k. Then ϕ is flat.

Proof. We prove the lemma by induction on dimA. If dimA = 0, then A is a field, so B
is flat over A. Now assume that dimA > 0. Denote by m the maximal ideal of A, and let
x ∈ m \m2. Note that A/xA is regular of dimension dimA− 1 by Proposition B.77 (3).
By Proposition B.68, we have
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dimB/xB ≤ dimA/xA+ dimB ⊗A k = dimA− 1 + dimB ⊗A k = dimB − 1.

Furthermore, dimB/xB ≥ dimB − 1 by Corollary B.64, so we have equality here, and
hence dimB/xB = dimA/xA+dim(B/xB)⊗A/xA k. In particular, x is a regular element
of B, hence B/xB is Cohen-Macaulay by Proposition B.86, and by induction hypothesis
B/xB is flat over A/xA. Now it follows from Lemma 14.23 that B is flat over A, as
desired.

Theorem 14.128. Let f : X → Y be a morphism of locally noetherian schemes which
is locally of finite type, and let x ∈ X, y = f(x). Assume that OY,y is regular, OX,x is
Cohen-Macaulay, and that

dim OX,x = dim OY,y + dim OX,x ⊗OY,y κ(y).

Then f is flat at x.

Proof. Apply Lemma 14.127 to the local rings of Y and X.

Under additional assumptions, the conditions of the theorem are particularly easy to
check, or even automatically satisfied:

Corollary 14.129. Let f : X → Y be a finite dominant morphism between regular
schemes. Then f is flat, and hence finite locally free.

Proof. We can apply Theorem 14.128: For every x ∈ X and y := f(x), the induced
morphism on stalks f ]x : OY,y → OX,x is injective because f is dominant and Y is reduced
(Corollary 2.11). As f is finite, we have dim OX,x = dim OY,y, and dim OX,x⊗OY,y κ(y) = 0
by Theorem B.56. It follows that f is flat, and by Proposition 12.19 that f is finite locally
free.

Corollary 14.130. Let k be a field, let X, Y be k-schemes locally of finite type, and let
f : X → Y be a morphism. Assume that Y is regular, and that X is Cohen-Macaulay
(e.g., if X is regular). Assume that X is equidimensional of dimension e, that Y is
equidimensional of dimension d, and that all fibers f−1(y), y ∈ Y , are equidimensional of
dimension e− d. Then f is flat.

Proof. By Proposition 10.7 (3), f is locally of finite type. We apply the theorem to the
closed points x ∈ X. The assumptions of the theorem are satisfied, because y = f(x) is
again closed, so dim OX,x = dimX, dim OY,y = dimY , and because dim OX,x⊗OY,yκ(y) =
dimx f

−1(y) (Lemma 14.96).

If we make weaker assumptions on the singularities of X and Y , we cannot expect f to
be flat. But we still have the following theorem, essentially due to Chevalley:

Theorem 14.131. Let X and Y be irreducible locally noetherian schemes and assume
that Y is normal with generic point η. Let f : X → Y be a dominant morphism locally of
finite type such that dimx f

−1(f(x)) = dim f−1(η) for all x ∈ X. Then f is universally
open. If in addition, all fibers of f are geometrically reduced, then f is flat.

We will not give a proof here. The first assertion is proved in [EGAIV] (14.4.4). The
second then follows from Theorem 14.37.
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We conclude this part of the chapter with two applications to projective schemes over
fields.

(14.30) Embeddings into low-dimensional projective spaces.

A scheme X over a field k is projective if and only if X is isomorphic to a closed subscheme
of PNk . The following theorem gives an upper bound for how small N can be chosen if X
is smooth over k.

Theorem 14.132. Let k be an infinite field, let X be a k-scheme which is projective and
smooth over k, and let d := dimX. Then there exists a closed immersion X ↪→ P2d+1

k .

Proof. We may assume that X is a closed subscheme of PNk for some N . Let H ⊂ PNk be
a linear subspace of dimension N − 1 and let U be the open subscheme PNk \ (X ∪H).
The theorem is proved if for N > 2d + 1 we can find a point q ∈ U(k) such that the
restriction πq |X : X → H = PN−1

k of the projection with center q (see Example 1.66) is a
closed immersion. In fact we will show that there exists a non-empty open subscheme
V of U such that πq |X is a closed immersion for all q ∈ V (k) (this implies the theorem
because V 6= ∅ implies V (k) 6= ∅ for an open subscheme V of PNk if k is infinite).

Let k̄ be an algebraic closure of k. For q ∈ U(k̄) the restriction of πq : PN
k̄
\{q} → H⊗k k̄

to X ⊗k k̄ is again denoted by πq. We will show that there exist closed subschemes
Y1, Y2 ⊂ U with dimYi < dimU such that the following conditions hold.
(a) Let q ∈ U(k̄) be such that the projection πq(k̄) : X(k̄)→ H(k̄) is not injective. Then

q ∈ Y1(k̄).
(b) Let q ∈ U(k̄) be such that the map dπq,x : Tx(X/k)→ Tπq(x)(H/k) on tangent spaces

induced by the projection πq is not injective for some x ∈ X(k̄). Then q ∈ Y2(k̄).
Then Proposition 12.94 shows that we may take V := U \ (Y1 ∪ Y2).

Let C be the reduced subscheme of U ×k X ×k X such that C(k̄) consists of those
triples (u, x, y) with x 6= y and which are collinear as points in PN (k̄), see Example 4.41.
Denote by pr1 : U ×k X ×k X → U the projection and let Y1 be the closure of pr1(C)
(viewed as a closed reduced subscheme of U). Then Y1 satisfies condition (a). Let us show
that dimY1 < dimU . It suffices to show that dimC < dimU (apply Theorem 5.22 to
the irreducible components of Y1). Let pr2 : C → X ×k X be the restriction to C of the
projection to the last two factors. For (x, y) ∈ X(k̄)×X(k̄) with x 6= y the k̄-valued points
of the fiber pr−1

2 (x, y) can be identified with U(k̄)∩xy, where xy denotes the line through
x and y. Thus dim(pr−1

2 (x, y)) ≤ 1 for all (x, y) ∈ X(k̄)×X(k̄) (note that by definition
of C the fiber pr−1

2 (x, x) over points of the diagonal is empty). By Proposition 14.109 (1),
we see that dimC ≤ 2d+ 1 < N = dimU .

Let T ⊂ U ×k X be the closed subscheme such that T (k̄) consists of pairs (u, x) such
that u ∈ Tx(X ⊂ PN/k), the projective tangent space in x, see Section (6.7). It is not
difficult to see that the set of these pairs indeed is the set of k̄-valued points of a closed
subscheme of U×kX. As X is proper over k, the projection pr1 : U×X → U is closed and
thus Y2 := pr1(T ) is closed and we may view Y2 as a closed reduced subscheme of U . If
there exists an x ∈ X(k̄) such that dπq,x is not injective, then q ∈ Y2(k̄). Thus Y2 satisfies
condition (b). To see that dimY2 < dimU = N we consider again the second projection
pr2 : T → X. For all x ∈ X(k̄) the fiber pr2

−1(x) is contained in Tx(X ⊂ PN/k). Thus
we see that the fibers have at most dimension dimk̄ Tx(X ⊂ PN/k) = dimk̄ Tx(X/k) = d
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because we assumed that X is smooth over k. Again Proposition 14.109 shows that
dimT ≤ 2d and hence dimY2 ≤ dimT < N .

Remark 14.133. The proof shows the following more general result. Let X be a projective
scheme, d := dimX and δ := supx∈X(k̄) dimTx(X/k). Then there exists a closed immersion
X ↪→ Pnk with n := max(2d+ 1, d+ δ).

Conversely, for every d > 0 there exist smooth projective k-varieties of dimension d
which cannot be embedded into P2d

k .

(14.31) Degree of subschemes of projective space.

Let k be a field, let n ≥ 1 an integer, and let X ⊆ Pnk be a closed subscheme of dimension
d ≥ 0. If X is a hypersurface, X = V+(f) for a non-constant homogeneous polynomial,
we defined the degree of X to be the degree of f , see Section (5.11). We now want
to define the degree of X for an arbitrary closed subscheme of Pnk . Roughly speaking,
we define the degree as follows: Since X has dimension d, we expect that a sufficiently
general (n−d)-dimensional linear subspace has 0-dimensional intersection with X, i. e. the
intersection is just a finite number of points. Furthermore, it turns out that the number
of points (in a “general” situation) depends only on X, and degX will be defined as this
number. The concept of generic points is the perfect tool to make this precise without
requiring a big effort.

Fix an integer m with 0 ≤ m ≤ n and let Lm := LinSubm(Pnk ) be the scheme of
linear subspaces of Pnk of dimension m (Section (8.8)). Recall that Lm ∼= Grassm+1,n+1 is
geometrically integral, projective and smooth of relative dimension (m+ 1)(n−m) over
k. In Remark 13.86 we defined the incidence scheme HX

m whose k-valued points are pairs
(x,Λ), where x ∈ X(k) and Λ ∈ Lm(k) such that x ∈ Λ. We denote by p : HX

m → X and
by q : HX

m → Lm the two projections.
The fiber of q over Λ ∈ Lm(k) is then the k-scheme X ∩Λ. The “generic linear subspace

of dimension m” is simply the canonical morphism Specκ(η)→ Lm, where η is the generic
point of Lm. Therefore we consider the κ(η)-scheme Xm := q−1(η) as the “intersection of
X with a generic linear subspace of dimension m”.

Proposition 14.134. The morphism p : HX
m → X is surjective, projective, smooth of

relative dimension m(n−m) with geometrically integral fibers. If X is irreducible, then
HX
m is irreducible and Xm is either empty or irreducible.

Proof. The assertions about p follow from (13.17.3). Let X be irreducible and assume
that Xm is non-empty. As p is smooth, p is open (Corollary 14.36). Thus p is surjective,
open, and with irreducible fibers, and hence Proposition 3.24 shows that HX

m is irreducible.
Then Xm must contain the generic point of HX

m , in particular it is irreducible itself.

Proposition 14.135. The κ(η)-scheme Xm has dimension d+m− n.

For d+m < n the assertions means that Xm is empty.

Proof. Let X ′ be an irreducible component of X of dimension d′ ≤ d, considered as closed
integral subscheme. By construction, we have HX′

m = p−1(X ′). Thus HX′

m is irreducible,
and X ′m is irreducible or empty by Proposition 14.134. If X ′m 6= ∅, then its closure in HX

m
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is HX′

m . This shows that if X ′′ 6= X ′ is another irreducible component of X with X ′′m 6= ∅
we cannot have X ′m ⊆ X ′′m because otherwise HX′

m ⊆ HX′′

m and hence X ′ ⊆ X ′′. We see
that, as a topological space, the irreducible components of Xm are those X ′m that are
non-empty. In particular we may assume that X (and hence HX

m ) is irreducible.
By Corollary 14.121 applied to p we see that dimHX

m = d + m(n −m) because all
fibers of p have dimension m(n−m) by Proposition 14.134. If Xm 6= ∅, then HX

m → Lm
is dominant and Remark 14.110 shows

dimXm = dimHX
m − dimLm = d+m(n−m)− (m+ 1)(n−m) = d+m− n.

This also shows that for d+m < n we must have Xm = ∅.

Remark 14.136. As having a fixed dimension is a constructible property (Proposi-
tion 10.96) and as every constructible subset containing the generic point of an irreducible
scheme also contains an open dense subset, Proposition 14.135 implies that there exists
an open dense subset V of Lm such that dim q−1(y) = d+m− n for all y ∈ V .

The Lemma shows that for m = n− d the κ(η)-scheme Xm is of dimension zero and
hence finite over κ(η) (Proposition 5.20).

Definition 14.137. The positive integer degX := dimκ(η) Γ(Xn−d,OXn−d) is called the
degree of X ⊆ Pnk .

We will see in Volume II that for hypersurfaces this definition agrees with the definition
given in Section (5.11). Note that for hypersurfaces in P2

k (i.e., plane curves) this follows
from Bézout’s theorem.

Hilbert schemes

(14.32) Definition of Hilbert schemes.

In this section we discuss the notion of Hilbert schemes (basically without giving any
proofs). Hilbert schemes are schemes parameterizing all closed subschemes of a given
scheme. They are defined in terms of the functor they represent, so we start by defining
the Hilbert functor:

Definition 14.138. Let S be a scheme.
(1) Let X be an S-scheme. Define

Hilb(X/S) := {Z ⊆ X closed subscheme such that

Z → S is proper, flat, and of finite presentation}

(2) Let X be an S-scheme. The Hilbert functor HilbX/S is the functor

(Sch/S)
opp → (Sets), T 7→ Hilb(X ×S T/T ).

For a morphism T ′ → T the fiber product −×T T ′ induces a map Hilb(X ×S T/T )→
Hilb(X ×S T ′/T ′), so this really defines a functor. Grothendieck has proved that the
Hilbert functor is representable in a very general setting; we have



485

Theorem 14.139. Let S be a noetherian scheme and f : X → S a (quasi-)projective
morphism. Then the Hilbert functor HilbX/S is representable; the representing functor is
called the Hilbert scheme. All of its connected components are (quasi-)projective.

We will not prove this difficult result here. See [FGA] for a sketch of Grothendieck’s
proof for projective schemes and the articles by Nitsure [FGAex] and by Altman and
Kleiman [AK] for more details. Altman and Kleiman also prove a variant of the theorem
where the hypothesis that S is noetherian is replaced by a stronger assumption on f .

The assumption that X is quasi-projective over S is essential. There exist proper
smooth schemes X of dimension 3 over S = SpecC such that HilbX/S is not representable
by a scheme.

(14.33) Hilbert schemes of points.

Let us discuss a special, relatively simple, variant of the Hilbert scheme introduced above:

Definition and Proposition 14.140. Let S be a noetherian scheme, let f : X → S be
a (quasi-)projective morphism, and fix n ∈ Z≥0. The Hilbert functor of 0-dimensional
subschemes of length n of X over S, HilbnX/S, is the open and closed subfunctor of HilbX/S
defined by

HilbnX/S(T ) = {Z ∈ Hilb(X ×S T/T ) ; Z is finite locally free of rank n over T }.

We also write X [n] for HilbnX/S.

Proof. We have to prove that the subfunctor we defined is open and closed inside the
Hilbert functor. Let Z ∈ Hilb(X ×S T/T ), so by definition Z is proper, flat, and of finite
presentation over T . Denote by f : Z → T the morphism making Z into a T -scheme. By
Proposition 14.123 the set V := { t ∈ T ; dim f−1(t) = 0 } is open and closed in T and
the restriction f−1(V )→ V is finite locally free. The rank of the fibers is then a locally
constant function on V and our claim is proved.

We will vastly generalize this proposition in Volume II when we discuss Hilbert polyno-
mials.

Example 14.141. Let S = Spec k, where k is an algebraically closed field, and let C
be a connected smooth projective k-scheme of dimension 1. Let n ≥ 1. What are the
k-valued points C [n](k) of the Hilbert scheme of 0-dimensional subschemes of length n?
They correspond to 0-dimensional subschemes of C, and each such subscheme Z can be
written as a disjoint union

Z =
∐
z∈Z

Spec OZ,z

(see Proposition 5.11). Furthermore, each local ring OZ,z is a quotient of the local ring
OC,z, a discrete valuation ring, and hence has the form OC,z/mnzz , where mzOC,z denotes
the maximal ideal; we have

∑
nz = n. In particular, Z is completely determined by the

tuple (z1, . . . , zn), where we count each z ∈ Z with multiplicity nz, and consider such
tuples up to permutation. In other words, we obtain a natural bijection

C [n](k)
∼→ Cn(k)/Sn.
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One can show that this bijection gives rise to an isomorphism C [n] ∼= Cn/Sn of k-schemes
(cf. Section (12.7)). See [FGAex] 7.3 for a more detailed discussion.

Example 14.142. Let k be an algebraically closed field, and let X be a smooth projective
variety of dimension d. What are the 0-dimensional subschemes of X of length 2, or in
other words, the k-valued points of X [2]? We can have either two distinct points {x1, x2},
or a subscheme Z of length 2 concentrated in a single point x. Then Z is determined by
an ideal a ⊂ OX,x such that dimk OX,x/a = 2. In particular,

m2 ⊆ a ⊆ m,

where m ⊂ OX,x denotes the maximal ideal. In other words, the set X [2](k) is the disjoint
union of (X×X \∆)(k)/(Z/2) (where ∆ denotes the diagonal and Z/2 acts by permuting
the factors) and the projective space of hyperplanes in m/m2, or equivalently, of lines in
the tangent space TX,x = (m/m2)∗.

This gives us the following natural candidate for a scheme representing the functor X [2]:
Let X̃ be the blow-up of X ×X along the diagonal ∆. The group Z/2 acts on X ×X by
exchanging the two factors, and since the diagonal is fixed under this action, the action
extends naturally to X̃. Let H be the quotient of X̃ by this Z/2-action, cf. Section (12.7).
By what we have seen above, we have a natural bijection

H(k)
∼→ X [2](k),

and one can show that this bijection gives rise to an isomorphism H ∼= X [2] of k-schemes.
Again we refer to [FGAex] 7.3 for further details.

(14.34) Flatness by blow-ups.

Raynaud and Gruson have developed in [RG] a useful “flattening technique” via blow-ups:

Theorem 14.143. Let S be a qcqs scheme, let U ⊆ S be a quasi-compact open subscheme,
and let f : X → S be a morphism of finite presentation such that f−1(U) is flat over U .
Then there exists a U -admissible blow-up (Section (13.20)) π : S′ → S such that the strict
transform X̃ of X under π(X) : X ′ := S′ ×S X → X (in other words, X̃ is the schematic

closure of π−1
(X)(f

−1(U)) in X ′) is flat over S′.

This difficult theorem is proved in [RG] (5.2.2). Here we will give only a plausibility
argument, why such a result could hold: If S is noetherian and X is projective over S,
then the Hilbert scheme HilbX/S exists and the flat U -scheme f−1(U) (considered as a
closed subscheme of itself) corresponds to a morphism s : U → HilbX/S . Let S′ be the
schematic image and let Z ⊂ X ×S S′ be the closed S′-flat subscheme corresponding to
the closed immersion S′ ↪→ HilbX/S . Then it is not difficult to check that π : S′ → S is
projective, that π is an isomorphism over U , and that π−1(U) is schematically dense in
S′. Thus π is close to being a blow-up (Section (13.22)). Moreover, one can show that Z
is the schematic closure of π−1

(X)(f
−1(U)) in X ′ and is flat over S′. Thus Z would be the

strict transform of X if π is a blow-up.

Example 14.144. Let S = SpecR, where R is a discrete valuation ring with maximal
ideal m, let η ∈ S be the generic point, and set U := {η}. Let f : X → S be a morphism
of finite type. Then Xη := f−1(U) is flat over U = Specκ(η). In this case the blow-up in
m is an isomorphism because m is generated by a regular element. The strict transform
of X is the schematic closure of Xη in X and thus is flat over R by Proposition 14.14.
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Exercises

Exercise 14.1. Use Proposition 14.4 to give a new proof of Theorem 10.84.

Exercise 14.2. Let S be a Dedekind scheme and let f : X → S be a morphism locally
of finite type. Show that the following assertions are equivalent.
(i) f is open.
(ii) f is universally open.
(iii) fred is flat.
(iv) Every irreducible component of X dominates S.

Exercise 14.3. Let Y be a noetherian integral scheme with generic point η such that {η}
is not open in Y (e.g., Y = SpecZ or Y = P1

k for a field k). Let f : X = Y qSpecκ(η)→ Y
be the canonical morphism. Show that f is a quasi-compact faithfully flat morphism
between noetherian schemes which is not open.

Exercise 14.4. Show that the following morphisms f are universal homeomorphism
which are not flat.
(a) The inclusion f : Xred ↪→ X, where X is a noetherian non-reduced scheme.
(b) Let k be a field, X = Spec k[T, U ]/(TU,U2) and f : X → Spec k[T ] the morphism

corresponding to the inclusion k[T ] ↪→ k[T, U ]/(TU,U2). Describe in this case also
the schematic closure of the generic fiber of f .

Exercise 14.5. Let S be a Dedekind scheme, let η be its generic point, let f : X → S
be a morphism of schemes and denote by Xη := f−1(η) its generic fiber. Let i : Xη ↪→ X

be the inclusion. For a closed subscheme Z0 of Xη denote by Z0 the schematic closure of
Z0 in X.
(a) Show that Z 7→ i−1(Z) yields a bijection{

closed subschemes Z ⊆ X
such that Z is flat over S

}
↔
{

closed subschemes Z0 ⊆ Xη

}
whose inverse is given by Z0 7→ Z0.

(b) Let Y be a second S-scheme, and Z0 ⊆ Xη and W 0 ⊆ Yη be closed subschemes. Show
that

Z0 ×κ(η) W 0 = Z0 ×S W 0.

Exercise 14.6♦. Show that every faithfully flat quasi-compact morphism of schemes is
an epimorphism in the category of schemes.

Exercise 14.7. Let f : X → Y be a morphism of S-schemes and let g : S′ → S be a
universally submersive locally quasi-compact surjective morphism (Exercise 10.3). Show
that if the base change f × idS′ : X ×S S′ → Y ×S S′ satisfies one of the properties in
Proposition 14.51, then f satisfies the same property.
Hint : Note that all properties are local on the target.

Show that every surjective universally open morphism is universally submersive and
locally quasi-compact surjective.

Exercise 14.8. A morphism g : Y ′ → Y is called an fpqc-morphism if it is faithfully flat
and if every quasi-compact open subset of Y is the image of a quasi-compact open subset
of X (see also Exercise 10.3).
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(a) Show that the property “fpqc-morphism” is local on the target, stable under compo-
sition and stable under base change.

(b) Show that every fpqc-morphism is universally submersive.
(c) Show that every faithfully flat quasi-compact morphism is fpqc. Show that every

faithfully flat open morphism is fpqc.

Exercise 14.9. Let f : X → Y be a morphism of S-schemes and let g : S′ → S be an
fpqc-morphism (Exercise 14.8). Show that if the base change f× idS′ : X×S S′ → Y ×S S′
satisfies one of the properties in Proposition 14.53, then f satisfies the same property.

Exercise 14.10. Let f : X → Y be a faithfully flat morphism.
(a) Let Z1 and Z2 be subschemes of Y . Show that Z1 majorizes Z2 if and only if f−1(Z1)

majorizes f−1(Z2). Deduce that Z 7→ f−1(Z) yields an injection from the set of
subschemes of Y to the set of subschemes of X.

(b) Assume that f is in addition quasi-compact. Show that a subscheme Z of Y is closed
(resp. open) if and only if f−1(Z) is a closed (resp. open) subscheme of X.

Exercise 14.11. Let f : X → Y be a faithfully flat morphism, let D be a divisor on Y
and let f∗D its inverse image. Show that f∗D ≥ 0 if and only if D ≥ 0. Deduce that the
pullback f∗ : Div(Y )→ Div(X) is injective.

Exercise 14.12. Let Y be a qcqs scheme.
(a) Show that a subset E of Y is pro-constructible if and only if E is the intersection of

constructible subsets. Deduce that any intersection of pro-constructible sets is again
pro-constructible.

(b) Give an example of a pro-constructible subset (e.g., of SpecZ) which is not con-
structible.

(c) Show that any finite subset of Y is pro-constructible.

Exercise 14.13♦. Let Y be a qcqs scheme and let f : X → Y be a flat morphism. Show
that f−1(y) = f−1({y}) for every point y ∈ Y .

Exercise 14.14. Let f : X → Y be a quasi-compact dominant morphism and g : Y ′ → Y
a generizing morphism. Show that the base change f(Y ′) : X×Y Y ′ → Y ′ is quasi-compact
and dominant.
Hint : Exercise 10.1.

Exercise 14.15. Let S be a locally noetherian scheme and let X and Y be S-schemes of
finite type. Let f, g : X → Y be two morphisms of S-schemes.
(a) Show that f = g if and only if for all S-schemes of the form SpecR, where R is a

local Artinian ring, the induced maps f(R) and g(R) on R-valued points are equal.
(b) Let S = Spec k for a field k. Then show that f = g if and only if f(R) = g(R) for all

finite local k-algebras R.
(c) Let S = Spec k for a field k and assume that X is geometrically reduced. Then show

that f = g if and only if there exists an algebraically closed extension Ω of k such
that f(Ω) = g(Ω).

Hint : Use Exercise 14.6 to show that in Exercise 10.23 one can replace OX,x by its
completion. Then use Exercise 3.20.
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Exercise 14.16. Let p : S′ → S be a submersive morphism (e.g., if f is faithfully flat
quasi-compact). Show that

Ouv(S)→ Ouv(S′)⇒ Ouv(S′ ×S S′)

is exact, where Ouv(X) denotes the set of open subsets of a topological space X.

Exercise 14.17. Let S be a scheme, let S′ → S be a quasi-compact faithfully flat
morphism, X, Y be S-schemes. Assume that Y is separated over S. Let U ⊆ X be a
schematically dense open subset, and let f : X ×S S′ → Y ×S S′ be a morphism whose
restriction to U ×S S′ descends to S (i.e., f|U×SS′ arises by base change from a morphism
U → Y ). Show that f descends to a morphism X → Y .

Exercise 14.18. Let p : S′ → S be a faithfully flat quasi-compact morphism, let X and
Y be S-schemes, let f : X → Y be a quasi-compact morphism of S-schemes, and let Z be
a closed subscheme of Y . Show that f factors through Z if and only if f× idS′ : X×S S′ →
Y ×S S′ factors through Z ×S S′.
Hint : Apply Exercise 14.10 to Z and the schematic image of f .

Exercise 14.19. Let p : S′ → S be a faithfully flat quasi-compact purely inseparable
morphism. Show that for every S′-scheme X ′ every descent datum ϕ on X ′ for p is
effective.
Hint : Show that every open subset of X ′ is stable under ϕ.

Exercise 14.20. A morphism f : X → S of schemes is called locally free if there exists
an open affine covering (Si)i∈I of S and for all i ∈ I an affine and faithfully flat Si-scheme
S′i = Spec(R′i) and an open affine covering (Xij) of X ×S S′i, say Xij = SpecAij , such
that Aij is a free R-module (i.e., “locally for the fpqc-topology X is the spectrum of a
free OS-algebra”).
(a) If S is the spectrum of a field, any morphism X → S is locally free.
(b) Show that every locally free morphism if flat. Show that the converse holds, if

S = SpecR, where R is an Artinian ring.
Hint : Proposition B.37.

Remark : It can be shown ([RG] Part I, (3.3.1), (3.3.5), and (3.3.12)) that any smooth
morphism f : X → S with geometrically integral fibers is locally free.

Exercise 14.21. Let f : X → S be a locally free morphism (Exercise 14.20) and let Y
be a closed subscheme of X. Show that there exists a closed subscheme EqY,X of S such
that a morphism f : S′ → S factors through EqY,X if and only if Y ×S S′ = X ×S S′.

Exercise 14.22. Prove that a Galois covering S′ → S is the same as a Γ × S-torsor,
where Γ is viewed as the constant group scheme

∐
γ∈Γ SpecZ.

Exercise 14.23. Let S be a scheme, let g : X → S and h : Y → S be flat morphisms
locally of finite presentation, and let f : X → Y be a morphism of S-schemes. Assume
that g is proper. Show that there exists an open subscheme S′ ⊆ S such that a morphism
T → S factors through S′ if and only if f(T ) : X(T ) → Y(T ) is flat.
Hint : Let X ′ be the points of x ∈ X where f is flat and set S′ = S \ g(X \X ′). Use the
fiber criterion for flatness.

Exercise 14.24. Let R be a discrete valuation ring, K = FracR, and π ∈ R a uniformizing
element. Define an R-algebra A := R[T, T1, T2]/(T1(πT − 1), T2(πT − 1)) and let f : X :=
SpecA→ S := SpecR be the corresponding morphism of schemes, let η ∈ S the generic
and s ∈ S the closed point.
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(a) Show that X is reduced, that the homomorphism A → K[T1, T2], T 7→ π−1, and
A → R[T ], Ti 7→ 0, yield closed immersions X1 := SpecK[T1, T2] ↪→ X and X2 :=
SpecR[T ] ↪→ X which identify X1 and X2 with the irreducible components of X.
Deduce that X is equidimensional of dimension 2.

(b) Show that S is universally catenary and that f is faithfully flat. Show that f−1(s) ∼=
A1
κ(s) and that f−1(η) is connected with two irreducible components, one isomorphic

to A1
K and the other one isomorphic to A2

K .
(c) Show that the schematic intersection X1 ∩X2 consists of a single closed point x ∈ X

and that dim OX1,x = 2 and dim OX2,x = 1.

Exercise 14.25. Let n ≥ 1 be an integer. Let C be the scheme of finite type over Z such
that

C(R) = { (A,B) ∈Mn(R)×Mn(R) ; AB = BA }, (R a ring).

Let p1, p2 : C →Mn be the two projections.
(a) Show that for x ∈ Mn the fiber p−1

i (x) is an affine space over κ(x) of dimension
≥ n. Show that if x lies in the locus J1 of generic matrices (Exercise 12.7), then
p−1
i (x) ∼= Anκ(x).

(b) Set Ui := p−1
i (J1). Show that U2∩p−1

1 (x) 6= ∅ for all x ∈Mn. Deduce that U2∩p−1
1 (x)

is dense in p−1
1 (x) for all x ∈Mn.

Hint : It suffices to show that for any matrix A ∈ Mn(k) with coefficients in an
algebraically closed field k there exists a generic matrix B ∈ Mn(k) such that
AB = BA.

(c) Let k be a field and set Xk := X ⊗Z k for a scheme X over Z. Show that U1,k and
U2,k are open dense irreducible subschemes of Ck and deduce that Ck is irreducible.
Remark : To the authors’ knowledge it is an open problem whether Ck is reduced.

(d) Show that dim(Ui,k) = n2 + n and deduce that dimCk = n2 + n.
(e) Show that C is irreducible and dimC = n2 + n+ 1.
(f) Show that C → SpecZ is universally open.

Hint : Exercise 14.2.
Remark : If we knew that Ck is reduced, then it would be easy to see that C is flat
over Z (Why?).

Exercise 14.26. Let S be a locally noetherian scheme. A functor F : (Sch/S)
opp → (Sets)

is called formally proper if for every discrete valuation ring R with field of fractions K
and every morphism SpecR→ S the canonical map F (SpecK)→ F (SpecR) is bijective
(cf. Theorem 15.9).

Let X be a proper S-scheme. Show that HilbX/S is formally proper.
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Contents

– Morphisms into and from one-dimensional schemes

– Valuative criteria

– Curves over fields

– Divisors on curves

In this chapter we will apply the results obtained so far to noetherian schemes of
dimension one. Arbitrary one-dimensional noetherian schemes will be called absolute
curves. Examples for absolute curves are rings of integers in number fields (i.e., finite
extensions of Q) or schemes of finite type over a field k of pure dimension one. The latter
we will call curves over k.

Morphisms into and from one-dimensional schemes

Noetherian schemes X of dimension one are particularly simple: Constructible sets are
open or closed and thus images of scheme morphisms Y → X of finite type are easy to
describe; X is normal if and only if X is regular and thus the normalization of X yields
already a desingularization (under the mild hypothesis that the normalization is finite);
rational morphisms of normal curves into proper schemes are everywhere defined.

(15.1) Absolute curves.

Proposition 15.1. Let X be a non-empty noetherian scheme and let Xi (1 ≤ i ≤ n) be
the irreducible components. Suppose that no irreducible component consists of a single
point. The following assertions are equivalent.
(i) For every closed point x ∈ X, dim OX,x = 1 (i.e., codimX({x}) = 1).
(ii) The closed irreducible subsets of X are the Xi and the closed points of X.
(iii) The scheme X is of pure dimension 1 (i.e., dimXi = 1 for all i).

We call a scheme satisfying these equivalent conditions an absolute curve.

Proof. As X is quasi-compact, every closed irreducible set contains a closed point of X.
This shows the equivalence of all assertions.

© Springer Fachmedien Wiesbaden GmbH, part of Springer Nature 2020
U. Görtz und T. Wedhorn, Algebraic Geometry I: Schemes, Springer Studium 
Mathematik – Master, https://doi.org/10.1007/978-3-658-30733-2_16
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Examples 15.2.
(1) Let k be a field. Then A1

k and P1
k are absolute curves. Every plane curve over k is an

absolute curve, cf. Section (5.14).
(2) A scheme X is a Dedekind scheme (Section (7.13)) of dimension 6= 0 if and only if X

is a normal connected absolute curve.

Clearly, if X is an absolute curve, every irreducible component of X is again an absolute
curve. For irreducible absolute curves we have the following corollary of Proposition 15.1.

Corollary 15.3. The constructible sets of an irreducible absolute curve X are the finite
sets of closed points and the complements of finite sets of closed points. In particular,
every constructible set is open or closed.

Proof. As X is noetherian, any closed subspace of X has only finitely many irreducible
components. Therefore the closed subsets are X itself and finite sets of closed points. If
we intersect an open subset U with such a closed subset it is either U itself or a finite set
of closed points. Therefore any locally closed subset is open or closed. Moreover the union
of a non-empty open subset and a closed subset is open again. Therefore all constructible
sets are open or closed.

Proposition 15.4. Let Y be an irreducible absolute curve, let X 6= ∅ be a connected
scheme, and let f : X → Y be a morphism of finite type.
(1) Then f(X) is either an open dense subset of Y or a closed point of Y .
(2) If f closed, then f is either surjective or f(X) consists of a single closed point.
(3) If X is integral and Y is normal, then f is flat if and only if f(X) does not consist

of a single closed point.

Proof. (1) follows from Corollary 15.3 and from Chevalley’s theorem (Theorem 10.20)
that the image of a morphism of finite type is constructible, and (2) is implied by (1). If
f(X) does not consist of a single closed point, then f is dominant by (1) and hence flat
by Proposition 14.14. Conversely, if f is flat, then f is open (Theorem 14.35). Thus f(X)
cannot consist of a single closed point.

Normalization of absolute curves.

One aspect that makes absolute curves much easier to study than higher-dimensional
schemes is the fact that an absolute curve is normal if and only if it is regular (Proposi-
tion 6.40). We have seen that we may attach to every integral scheme X its normalization
X ′. In general, X ′ is not finite over X. It can even happen that X ′ is not noetherian even
if X is noetherian.

But for absolute curves such pathologies cannot occur, as the Theorem of Krull and
Akizuki (Theorem 12.54) shows: the normalization π : X ′ → X of an integral absolute
curve X in any finite extension of its function field is a Dedekind scheme, and for every
proper closed subscheme Z ( X, the restriction π−1(Z)→ Z is finite.

Even in the case of integral absolute curves, π need not be finite. On the other hand,
we have seen that if X is of finite type over a field or over Z (or, more generally, quasi-
excellent), then π is always finite, see Section (12.12). Moreover, in this case the locus
Xnorm of normal points is open and dense. Therefore the normalization X ′ → X is a
desingularization in the sense of Section (13.23).
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Extension of rational maps from normal curves.

For curves, Theorem 12.60 specializes to the following statement:

Proposition 15.5. Let S be a scheme, let X be a normal noetherian S-scheme of
dimension 1, and let Y be a proper S-scheme. Then every rational S-map f : X 99K Y
extends to a morphism X → Y .

Of course the condition that dimX = 1 is crucial in the proposition, which will turn
out to be one of the essential ingredients in our study of proper curves over a field below.

Valuative criteria

In this section we prove a kind of converse to Proposition 15.5 which says, roughly
speaking, that we can detect whether a morphism Y → S is proper by checking whether
every morphism from a pointed curve to Y extends to the whole curve. In fact, instead of
honest curves, it suffices to work with “germs of curves”, i.e., with spectra of discrete
valuation rings. This gives a geometric meaning to the notion of properness which should
be compared with the notion of a complete Riemannian manifold in differential geometry,
cf. [He] I §10.

(15.2) Morphisms of spectra of valuation rings to schemes.

Recall that if A and B are local rings (both contained in some other ring), we say that
B dominates A if A ⊆ B and mB ∩ A = mA (where mR denotes the maximal ideal of
a local ring R). For the definition and basic properties of valuation rings we refer to
Definitions/Propositions B.69, B.71.

Lemma 15.6. Let A be a local integral domain, K = FracA and let K ′ be an extension
of K. There exists a valuation ring A′ with Frac(A′) = K ′ that dominates A. If A is
in addition noetherian and K ′ ⊇ K is finitely generated, then we can find a discrete
valuation ring A′ with Frac(A′) = K ′ that dominates A.

Proof. We may assume that A is not a field. We first consider the case K = K ′. By
definition, a valuation ring is a maximal element in the set of local subrings of K ordered
by domination. Using Zorn’s lemma it is easy to see that A is dominated by a valuation
ring A′ with FracA′ = K.

Now let A be noetherian with maximal ideal m, set X = SpecA and let π : X ′ → X be
the blow-up of X in the closed set Y := {m}. As m is finitely generated, π is of finite type
(even projective). Therefore X ′ is noetherian. Let Z be an irreducible component of the
exceptional divisor π−1(Y ) and let B := OX′,Z be its local ring. Then B is a local ring of
dimension 1 which is noetherian and has K as field of fractions (because π is birational
and of finite type). Its integral closure A′′ in K is then a Dedekind ring by Theorem 12.54
and for any maximal ideal of A′′ the localization of A′′ in this maximal ideal is a discrete
valuation ring dominating A.
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For a general K ′ we therefore can assume that A is already a valuation ring (resp. a
discrete valuation ring in the noetherian case) with valuation v. Let (Ti)i∈I be a tran-
scendence basis of K ′ ⊃ K. Choosing a well ordering on I, using Proposition B.72 (1)
and transfinite induction on I we can extend v to a valuation on K((Ti)i∈I) such that
the value group is not changed. Thus we may assume for the proof that K ′ ⊇ K is
algebraic. But it is always possible to extend a valuation v to an algebraic extension
of K (loc. cit. (2)), and this extension is discrete if v is discrete and K ′ ⊇ K is finite
(loc. cit. (3)). This shows the lemma.

Proposition 15.7. Let Y be a scheme, and let y 6= y′ be two points such that y′ is a
specialization of y. Let ι : κ(y) → K be a field extension. Then there exists a valuation
ring A with FracA = K and a morphism g : SpecA → Y with g(s) = y′ and g(η) = y
such that the induced morphism κ(y)→ κ(η) = FracA is given by ι. Here s ∈ SpecA is
the closed point and η ∈ SpecA is the generic point.

Moreover, if Y is locally noetherian and K is a finitely generated extension of κ(y), we
may in addition assume that A is a discrete valuation ring.

Proof. The canonical morphism Spec OY,y′ → Y is a homeomorphism onto its image,
and this image contains y which we can therefore consider as a point of Spec OY,y′ . We
may replace Y by SpecA with A := OY,y′/py. Therefore we can assume that Y is the
spectrum of a local integral domain A and that y is its generic and y′ its closed point.
Moreover, if Y is locally noetherian, then A is noetherian. Now the proposition follows
from Lemma 15.6.

(15.3) Valuative criteria.

To formulate the valuative criteria we introduce the following notion. Consider a commu-
tative diagram of schemes of the following form

(15.3.1)

SpecK
u //

j

��

X

f

��
SpecA

v // Y.

A lift of v is a morphism ṽ : SpecA→ X such that ṽ ◦ j = u and f ◦ ṽ = v.

Theorem 15.8. (Valuative criterion; general version) Let f : X → Y be a morphism of
schemes. Then the following assertions are equivalent.
(i) f is separated (resp. universally closed, resp. proper).
(ii) f is quasi-separated (resp. quasi-compact, resp. quasi-separated and of finite type)

and for all diagrams (15.3.1) where A is a valuation ring and K = FracA there exists
at most one (resp. at least one, resp. a unique) lift of v.

For many applications the following noetherian version is useful.

Theorem 15.9. (Valuative criterion; noetherian version) Let Y be a locally noetherian
scheme and let f : X → Y be a morphism of finite type. Then the following assertions are
equivalent.
(i) f is separated (resp. proper).
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(ii) For all diagrams (15.3.1) where A is a discrete valuation ring and K = FracA there
exists at most one (resp. a unique) lift of v.

We will prove only the noetherian variant Theorem 15.9. The implication “(i) ⇒ (ii)”
in Theorem 15.8 has already been proved in Lemma 12.61. We refer to Exercise 15.1 (or
to [EGAInew] 5.5) for a proof of the other implication (note that the valuative criterion
for a morphism to be proper follows from the valuative criteria for a morphism to be
separated and to be universally closed).

Proof. (of Theorem 15.9) We first prove the valuative criterion for morphisms to be
separated. If f is separated, Corollary 9.9 shows that there can be at most one lift.

For the converse we can work locally on Y and assume that Y is noetherian. Let
∆f : X → X ×Y X be the diagonal. We have to show that its image is closed. As ∆f is
a morphism of finite type between noetherian schemes, its image is constructible and it
suffices to show that it is stable under specialization by Lemma 10.17. Let z ∈ ∆(X) and
let z′ 6= z be a specialization of z in X ×Y X. By Proposition 15.7 there exists a discrete
valuation ring A and a morphism v′ : SpecA→ X ×Y X with v′(η) = z and v′(s) = z′

(where η is the generic point and s the closed point of SpecA). Denote by p1 (resp. p2)
the first (resp. second) projection X ×Y X → X. As z ∈ ∆(X), the restrictions of p1 ◦ v′
and p2 ◦ v′ to Specκ(η) are equal. Denote this restriction by u. If we set ṽ1 := p1 ◦ v′ and
ṽ2 := p2 ◦ v′, we have f ◦ ṽ1 = f ◦ ṽ2. Thus ṽ1 and ṽ2 are both lifts of v and hence ṽ1 = ṽ2

which shows that z′ ∈ ∆(X).
Now we show the valuative criterion for morphisms to be proper. If f is proper, the

existence of a unique lift of v follows from Proposition 15.5 applied to the rational Y -map
u : SpecA 99K X.

Thus we assume that (ii) holds. We have already seen that (ii) implies that f is
separated. It suffices to prove that the base change f(Y ′) : X ×Y Y ′ → Y ′ is closed for
every morphism Y ′ → Y of finite type (Corollary 13.101). Then f(Y ′) is separated and
of finite type and Y ′ is locally noetherian. If f satisfies (ii), the same is true for f(Y ′).
Therefore it suffices to prove that (ii) implies that f is closed.

Let Z ⊆ X be a closed subset which we endow with its reduced subscheme structure.
If (ii) holds for f , it also holds for f |Z . Thus it suffices to show that the image f(X) is
closed. It is constructible by Chevalley’s theorem (Theorem 10.20) and we have to show
that it is stable under specialization. Thus let y ∈ f(X) and let y′ ∈ Y be a specialization.
Fix a point x ∈ X with f(x) = y. As f is of finite type, κ(x) is a finitely generated
field extension of κ(y). By Proposition 15.7 there exists a discrete valuation ring A with
FracA = κ(x) and a morphism v : SpecA→ Y such that v(η) = y and v(s) = y′, where η
(resp. s) is the generic (resp. closed) point of SpecA. By (ii) we find a lift ṽ : SpecA→ X
of v. This shows that y′ = f(ṽ(s)) is in the image of f .

The proof shows that in the noetherian case the valuative criterion for separatedness
also applies to morphisms locally of finite type.

Combining Proposition 15.5 and the valuative criterion we can give a more geometric
variant of the valuative criterion:

Corollary 15.10. Let Y be a locally noetherian scheme and let f : X → Y be a morphism
of finite type. Then f is proper if and only if for all normal absolute curves C which are
schemes over Y , for every closed point c ∈ C, and for every Y -morphism g : C \ {c} → X
there exists a morphism ḡ : C → X such that ḡ|C\{c} = g.



496 15 One-dimensional schemes

Remark 15.11. For applications it is helpful to restrict to particularly simple discrete
valuation rings to apply the valuative criterion. The proof shows that if we want to use
the valuative criterion to prove that a certain morphism is separated or proper we may
always replace a valuation ring A by a valuation ring A′ that dominates A (this holds also
for the general version of the valuative criterion). It can be shown that if A is a valuation
ring and k′ is any extension of the residue field k = A/mA of A, there exists a complete
valuation ring A′ with residue field k′ that dominates A ([EGAInew] 0 (6.5.6)). If A is
a discrete valuation ring, then there exists such an A′ which is in addition discrete and
such that mAA

′ = mA′ ([EGAInew] 0 (6.8.3)). In particular we see:
(1) In Theorem 15.8 it suffices to verify (ii) for complete valuation rings with algebraically

closed residue field.
(2) In Theorem 15.9 it suffices to verify (ii) for complete discrete valuation rings with

algebraically closed residue field.
Note that much is known about the structure of complete discrete valuation rings
(e.g., [Se2] II, §4–§6):
(1) Let A be a complete discrete valuation ring whose residue field k and fraction field

have the same characteristic. Then A ∼= k[[T ]].
(2) Let A be a complete discrete valuation ring whose residue field k is perfect of

characteristic p > 0 and whose field of fractions has characteristic 0, let v be its
normalized valuation, and let e := v(p) be the absolute ramification index of A. Let
W (k) be the ring of Witt vectors of k. Then there exists a unique injective ring
homomorphism ι : W (k)→ A inducing the identity on residue fields. It makes A into
a free W (k)-module of rank e and there exists a uniformizing element π of A such that
A = W (k)[π] and such that π satisfies an Eisenstein equation πe+be−1π

e−1+· · ·+b0 =
0 with bi ∈W (k) divisible by p and b0 not divisible by p2.

For instance this shows that if we want to show that a morphism of schemes of finite
type over a field k is separated or proper it suffices to verify the valuative criterion for
valuation rings of the form K[[T ]], where K is an algebraically closed extension of k.

Example 15.12. Let n ≥ 1 and 0 ≤ d ≤ n be integers. Let us give a new proof of
the fact (Theorem 13.40) that Grassd,n → SpecZ is proper using the valuative criterion
Theorem 15.9.

By the valuative criterion we have to show that for every discrete valuation ring A with
field of fractions K the canonical map Grassd,n(A)→ Grassd,n(K) is bijective. But this
map is by definition of Grassd,n simply the map{

direct summands U of An

of rank d

}
→
{

subvector spaces W of Kn

of dimension d

}
U 7→ U ⊗A K,

which is bijective with inverse map W 7→W ∩An.
In particular we obtain a new proof that PnZ is proper over Z and hence that PnY is proper

over Y for all schemes Y . In this special case, we can also check the valuative criterion in
terms of homogeneous coordinates. A morphism u ∈ PnY (K), is given by homogeneous
coordinates (u0 : · · · : un), ui ∈ K, not all zero (see Exercise 3.19). Multiplying all the ui
by a suitable scalar λ ∈ K×, we may assume that all ui ∈ A, and that there exists i0 with
ui0 ∈ A× (in fact, we might even arrange things so that ui0 = 1). Furthermore, under this
condition the tuple (ui)i is uniquely determined up to multiplication by a unit of A. To

simplify the notation, let us assume that i0 = 0. Then
(
u1

u0
, . . . , unu0

)
defines an A-valued
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point of An, and hence, embedding An as the usual chart U0 ⊂ Pn, an A-valued point ũ
of Pn. Using the assumption that SpecA is a Y -scheme, ũ gives rise to an A-valued point
of PnY = Pn ×SpecZ Y , whose base change to K coincides with u by construction. This is
the desired lift.

Remark 15.13. Combining the valuative criterion with Corollary 12.92 we obtain a
characterization for a morphism being a closed immersion via its induced map on points.
We formulate a noetherian version.

Let S be a locally noetherian scheme and let f : X → Y be an S-morphism of S-schemes
of finite type. Then f is a closed immersion if and only if the following two conditions
hold.
(a) For every S-scheme T the induced map f(T ) : XS(T )→ YS(T ) on T -valued points is

injective.
(b) For every Y -scheme T of the form T = SpecR for a discrete valuation ring R with

field of fractions K the canonical map HomY (SpecR,X) → HomY (SpecK,X) is
bijective.

As the property “closed immersion” is local on the target and as we can glue morphisms
(Proposition 3.5), it suffices to check condition (a) for affine schemes T = SpecB that are
schemes over some open affine subscheme V = SpecA of S. As f is of finite presentation
(Remark 10.36), we may even assume that B is a finitely generated A-algebra by Theo-
rem 10.63. Again one can use Remark 15.11 to reduce to checking condition (b) only for
special discrete valuation rings.

Curves over fields

A scheme of finite type over a field k that is of pure dimension 1 is called a curve over k.
There are a number of results and constructions which rely on the assumption of dimension
1 and which in higher dimensions are either false or much more complicated:
• All separated curves are automatically quasi-projective.
• Normal (= regular) curves can be easily compactified by a regular curve.
• Proper normal integral curves are birationally equivalent if and only if they are

isomorphic.

(15.4) Curves and morphism between curves.

Definition 15.14. Let k be a field. A non-empty k-scheme X of finite type is called a curve
over k if it satisfies the following conditions (which are equivalent by Theorem 5.22).
(i) X is an absolute curve.
(ii) trdegk κ(η) = 1 for every generic point η of an irreducible component of X.

Remark 15.15. Let k be a field, and let C be a curve over k.
(1) Every non-empty open subscheme of C is again a curve over k.
(2) If C is integral, then its normalization π : C ′ → C is finite and birational (see the

discussion of normalization of absolute curves in Section (15.1)).
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(3) A point x of C is normal if and only if it is regular (Proposition 6.40).
(4) If C is generically reduced (i.e., there exists an open dense subscheme U of C that is

reduced), then the set Sing(C) of non-regular points of C is finite.
Indeed, we may assume that C is irreducible. As the complement of U is finite

(Corollary 15.3), we may also assume that C is integral. As C is of finite type over
a field, the normal locus Cnorm is open and dense in C (Section (12.12)). Thus its
complement Sing(C) is finite (again by Corollary 15.3).

Proposition 15.16. Let f : X → Y be a morphism of irreducible curves over a field k.
Assume that f is not constant (i.e., f(X) does not consist of a single point).
(1) The morphism f is dominant and quasi-finite.
(2) If X is proper over k and Y is separated, then f is finite and surjective and Y is

proper over k.
(3) If X is proper over k and integral and Y is separated and normal, then f is surjective

finite locally free (and Y is proper).

Proof. (1). The image f(X) is constructible by Theorem 10.20 and it is irreducible
because X is irreducible. Hence if it is not a point, then Proposition 15.4 shows that it is
dense in Y . Saying that f is quasi-finite is equivalent to saying that all fibers of f have
dimension 0. If f had a fiber of dimension 1, this fiber would have to be all of X, so that
f had to be constant.

(2). If X is proper and Y is separated, then f is proper by Proposition 12.58. Being
proper and quasi-finite, f is finite by Corollary 12.89. As proper morphisms are closed, f
is surjective by (1). As images of proper schemes are proper (Proposition 12.59), Y is
proper.

(3). By Proposition 15.4 (3) the morphism f is flat and hence finite locally free
by (2).

Let f : X → Y be a non-constant morphism of integral curves over k. The proposition
shows that the generic fiber is non-empty and finite. Thus f induces a finite extension of
function fields K(Y ) ↪→ K(X) and [K(X) : K(Y )] is called the degree of f . It is denoted
by deg f .

If f is finite locally free we can in particular apply the results on inertia and ramification
indices, cf. Section (12.6).

(15.5) Projectivity of curves.

Unlike higher dimensional varieties, all separated curves over a field are quasi-projective.
To prove this (at least for generically reduced curves), we start with the following lemma:

Lemma 15.17. Let A be a Dedekind domain. Then every open subscheme of SpecA is
affine.

Proof. Write X = SpecA. By induction, it is enough to show that for every closed
point x ∈ X, the complement U = X \ {x} is affine. Denote by m ⊂ A the maximal
ideal corresponding to x. Let s ∈ A be an element such that sOX,x = mxOX,x, and let
{x1 = x, x2, . . . , xn} = V (s) (set-theoretically). Denote by mi the maximal ideal in A
corresponding to xi. For i = 2, . . . , n, let si ∈ mi \m.

For di sufficiently large, the element t := s−1
∏n
i=2 s

di
i lies in

⋂
u∈U OX,u = OX(U) ⊂

Frac(A). On the other hand t /∈ A.
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The A-submodule of Frac(A) generated by 1 and t−1 is a locally free A-module of
rank 1, and hence is equal to the A-module of global sections of a line bundle L on
X. The global sections 1, t−1 give rise to a morphism i : X → ProjA[X0, X1] = P1

X (see
Corollary 13.33). This is a morphism of X-schemes, i.e., i is a section of idX , and hence
is a closed immersion by Example 9.12. By construction, i−1(D+(X1)) is the locus in X
where t−1 does not vanish, i.e., i−1(D+(X1)) = U . This means that U can be identified
with a closed subscheme of D+(X1) ∼= A1

X and therefore is affine.

Note that in the setting of the lemma, U is not in general a principal open subset of
SpecA. In fact, there exist Dedekind rings A with a closed point x ∈ X := SpecA such
that O([x]) has infinite order as an element of the Picard group Pic(X). If X \ {x} had
the form D(s), then some power of O([x]) would correspond to the principal ideal (s).

Theorem 15.18. Let k be a field, and let C be a separated curve over k. Then C is
quasi-projective over k.

At this point, we will prove the theorem under the additional assumption that C is
generically reduced. We will come back to the general case in Volume II, where we will
study ampleness of line bundles from a cohomological point of view.

Proof. We may assume that C is connected (Remark 8.21).
(i). We first prove the theorem under the following assumption:
The curve C has an open affine covering C =

⋃
i∈I Ui such that every Ui contains the

finite set SingC of non-normal points of C.
We may assume that the index set I is finite and that each Ui 6= ∅. Then Ui meets

every irreducible component of C because among the singular points are in particular
those points which lie on more than one irreducible component. Thus Ui is open and
dense in C and the complement consists of finitely many closed points all of whose local
rings are normal. As Ui is affine and of finite type over k, it admits an immersion into
some affine space and hence also an immersion gi : Ui ↪→ Pnik . By Proposition 15.5 we can
extend gi to a morphism ḡi : C → Pnik which is separated because C is separated.

Combining all the ḡi, we obtain a morphism g : C →
∏
i P

ni
k → PNk using the Segre

embedding. Since each ḡi|Ui is an immersion, by assumption, the restrictions g|Ui are
immersions. It follows from Lemma 14.18 that g is an immersion, so C is quasi-projective.

(ii). The first step proves the theorem in particular for every normal curve. Now let C
be an arbitrary generically reduced curve, let C1, . . . , Cn be its irreducible components,
and let C̃ be the disjoint union of the normalizations C̃i of the (Ci)red. We obtain a finite
surjective map f : C̃ → C, see Section (12.12), and C̃ is quasi-projective.

We will show that C satisfies the assumption above. Let x ∈ C. We have to find an
open affine neighborhood U of x which also contains SingC. By Chevalley’s criterion
for affineness, Theorem 12.39, it is enough to find an open subset U ⊆ C such that
f−1(U) is affine and contains the finite set Z := f−1(SingC) ∪ f−1(x). As C̃ is quasi-
projective, we find an affine open subset V ⊆ C̃ which contains Z (Proposition 13.49).
Write V = C̃ \ {x1, . . . , xm}, the xi being closed points of C̃. Then

Ũ := V \
⋃
i

f−1(f(xi))

has the form f−1(U), is affine by Lemma 15.17, and contains Z.

Using Theorem 14.132 we obtain the following result.
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Theorem 15.19. Let C be a smooth proper curve over an infinite field k. Then there
exists a closed immersion C ↪→ P3

k.

(15.6) Normal completion of curves.

For curves it is easy to see that every normal curve admits a unique normal compactifica-
tion, more precisely:

Theorem 15.20. Let C be a normal separated curve over a field k. Then there exists a
projective normal curve Ĉ and an open dominant k-immersion j : C → Ĉ satisfying the
following universal property. For every k-morphism f : C → X to a proper k-scheme X
there exists a unique k-morphism f̄ : Ĉ → X such that f̂ ◦ j = f .

A curve (or, more generally, a scheme of finite type) over k is sometimes called complete
if it is proper over k. We call (Ĉ, j) a normal completion of C. Clearly it is unique up to
unique isomorphism.

Proof. We may assume that C is connected and hence irreducible. To show the existence
of Ĉ, we can assume that C is a subscheme of Pnk by Theorem 15.18. Let C̄ be the
closure of C in Pnk , endowed with its reduced subscheme structure. Then C̄ is an integral

projective curve over k. Let π : Ĉ → C̄ be the normalization of Ĉ. Then π is finite
(Corollary 12.52) and Ĉ is again projective. As C is normal, the restriction of π to π−1(C)
is an isomorphism. Thus we can consider C as an open dense subscheme of Ĉ.

The universal property of Ĉ follows from Proposition 15.5

(15.7) Curves and extensions of transcendence degree 1.

Theorem 15.21. Let k be a field. There is a contravariant equivalence between the
categories of
(i) normal proper integral curves over k (with non-constant morphisms),
(ii) extension fields K of k, finitely generated and of transcendence degree 1 (with k-

homomorphisms),
given by mapping a curve C as in (i) to its function field K(C).

Proof. Mapping a curve C to its function field defines a functor between the two categories
of the theorem; for objects this is clear, and for morphisms we use that every non-constant
morphism is dominant, Proposition 15.16. We define a quasi-inverse as follows: Let K/k be
a finitely generated extension field with trdegkK = 1. This means that for some T ∈ K,
transcendental over k, the extension K/k(T ) is finite. We denote by C the normalization
of the projective line P1

k, whose function field we identify with k(T ), in K (Section (12.11)).
This is a normal integral scheme, finite over P1

k (see Corollary 12.52), and hence a normal
proper integral curve. Furthermore, C has function field K(C) = K.

It remains to show that every field homomorphism α : K(C) → K(C ′) between the
function fields of normal proper integral curves C, C ′ gives rise to a morphism C ′ → C of
algebraic curves. But Lemma 9.33 shows that α is induced from a dominant rational map
C ′ 99K C. Since C is proper over k and C ′ is normal, this rational map extends uniquely
to a morphism C ′ → C (see Proposition 15.5), as desired.



501

Recall also that a proper integral curve C is geometrically integral, if and only if k is
algebraically closed in the function field K(C) and the extension K(C)/k is separable,
Proposition 5.51, so that this property can easily be checked on the function field side.

Compare the theorem with Proposition 9.35 which shows that the category of finitely
generated field extensions of k is equivalent to the category of integral k-schemes of finite
type with dominant rational maps as morphisms. Any dominant rational map of normal
proper connected curves is everywhere defined and a finite locally free morphism. Any
birational map of normal proper connected curves is an isomorphism by Corollary 12.88.

Corollary 15.22. Let C be a normal connected curve over a field k and let Ĉ be its
normal completion. Then there exist canonical bijections between the following three
sets.
(a) {u ∈ K(C) ; u transcendental over k }.
(b) { f : C → P1

k ; f dominant }.
(c) { f : Ĉ → P1

k ; f dominant }.

Note that every dominant morphism Ĉ → P1
k is surjective finite locally free by Proposi-

tion 15.16.

Proof. The function field of P1
k is the purely transcendental extension k(T ). Thus the

bijection between (a) and (c) is given by the equivalence of categories in Theorem 15.21.
The bijection between (b) and (c) is given by the universal property of Ĉ (Theorem 15.20).

Remark 15.23. Let C be a normal proper integral curve over k. Mapping each closed
point of C to its local ring (viewed as a subring of K(C)), we obtain a bijection between
the set of closed points of C and the set of discrete valuation rings A ⊂ K(C) with
k× ⊂ A×. We leave the proof of this fact as Exercise 15.10.

Definition 15.24. Let k be a field, and let K be a finitely generated extension field of
k with trdegkK = 1. We call the complete normal curve C over k with K(C) = K the
complete normal model of K, or of any curve C ′ with function field K(C ′) = K.

For every normal curve C over k, the complete model of K(C) is the normal completion
Ĉ of C (Theorem 15.20).

Divisors on curves

(15.8) Divisors on absolute curves.

Let C be an absolute curve. If C is connected and normal, C is a Dedekind scheme and
divisors on C are particularly simple because Cartier divisors are the same as Weil divisors
(Theorem 11.40 (2)) and Weil divisors are just formal linear combinations of closed points
on C with integer coefficients (see Example 11.47 and Section (7.13)).

In general we can describe divisors on arbitrary (absolute) curves as follows.
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Proposition 15.25. Let C be an absolute curve, let C1 be the set of points x ∈ C such
that dim OC,x = 1 and let jx : Spec OC,x → X be the canonical morphism of x ∈ C1.
Then we have an isomorphism of abelian groups

(15.8.1) Div(X)
∼→
⊕
x∈C1

Div(OC,x), D 7→
∑
x∈C1

j∗x(D).

Note that Div(OC,x) = (Frac OC,x)×/O×C,x, where Frac OC,x is the total ring of fractions
of OC,x (see also Exercise 11.18). If C is normal, then OC,x is a discrete valuation ring

for all x ∈ C1 and the normalized valuation defines an isomorphism Div(OC,x)
∼→ Z. In

this case (15.8.1) is simply the isomorphism DivX → Z1(X) identifying Cartier divisors
with Weil divisors.

Proof. Let D ∈ Div(X). For x /∈ Supp(D), D is given in a neighborhood of x by a
local equation which is a unit, thus j∗x(D) = 0. The complement of Supp(D) is (even
schematically) dense in C. Thus Supp(D) consists of only finitely many points because
C is an absolute curve. This shows that (15.8.1) is well defined. As local equations fi
for a divisor are uniquely determined by their germs in points x ∈ C1, the map (15.8.1)
is injective. To show the surjectivity we first recall that Frac OC,x = KC,x and that
Γ(U,KC) = Frac Γ(U,OC) for every open affine subset U of C (Remark 11.25). Thus it
suffices to show that for f ∈ (Frac OC,x)× there exists an open affine neighborhood U
of x and g ∈ (Frac Γ(U,OC))× such that gx = f and such that gy ∈ O×C,y for all y ∈ U ,
y 6= x. But in the beginning of the proof we saw that for U and g as above the support of
div(g) is finite. By shrinking U we may assume that Supp(div(g)) = {x}.

Corollary 15.26. Let C be an absolute curve. Then every divisor D on C is the difference
D = D1 −D2 of two effective divisors such that SuppDi ⊆ SuppD for i = 1, 2.

Corollary 15.27. Let C be an absolute curve without points that are open in C and let
U be an open dense subset of C. Then there exists an effective divisor D on C such that
SuppD is contained in U and meets every irreducible component of C.

A curve over a field does not have open points.

Proof. For each irreducible component Ci of C (i = 1, . . . , n) choose a closed point xi ∈ Ci
which is contained in U but in no other irreducible component (this is possible because C
does not contain open points). As the number of associated points of C is finite, we may
assume that xi is not an embedded associated point. Thus in OC,xi there exists a regular
element fi that is not a unit. Let Di = (fi) ∈ Div(OC,xi) be the attached effective divisor
and let D ∈ Div(C) be the divisor corresponding to (D1, . . . , Dn) via (15.8.1).

(15.9) Degree of a divisor on a curve.

If C is an absolute curve, then a Weil divisor is a formal finite Z-linear combination∑
x nx[x] of points x ∈ C1, where C1 is the set of points x ∈ C such that dim OC,x = 1.

Equivalently, C1 is the set of closed points of C.
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Definition 15.28. Let C be a curve over a field k. Let D be a divisor on C and let
cyc(D) =

∑
x∈C1 nx[x] be the corresponding Weil divisor on C. The degree degD =

degkD of D is defined as

degD =
∑
x∈C1

nx[κ(x) : k].

If D is effective, we may consider D as closed subscheme that is locally defined by
a regular equation (Remark 11.27). For all x ∈ C1 choose local equations fx ∈ OC,x
of D. Then nx = lg(OC,x/fx) and hence nx[κ(x) : k] = dimk OC,x/fx by (12.5.2). The
underlying topological space of the scheme D is the finite set SuppD and thus it is finite
over k (Proposition 5.20). As a scheme

D = Spec
∏

x∈SuppD

OC,x/fx.

Thus we see that for effective divisors D one has

(15.9.1) degD = dimk Γ(C,OD) = dimk Γ(D,OD).

Remark 15.29. Let C be a curve over a field k.
(1) The map deg : Div(C)→ Z is a homomorphism of abelian groups: It is the composition

of the homomorphism cyc: Div(C)→ Z1(C) with the homomorphism Z1(C)→ Z
which sends

∑
nx[x] to

∑
nx[κ(x) : k].

(2) Let k′ be a field extension and let p : C ⊗k k′ → C be the projection. Then the flat
pullback p∗(D) of a divisor D on C (Proposition 11.50) is a divisor on the curve
C ⊗k k′ over k′. We have

degkD = degk′ p
∗D.

Indeed, as p∗ : Div(C)→ Div(C ⊗k k′) is a homomorphism of groups and as every
divisor on C is a difference of effective Cartier divisors (Corollary 15.26), it suffices to
show the equality if D is effective. But then p∗D = p−1(D) = D ⊗k k′ if we consider
D as a closed subscheme, and we have by (15.9.1)

degkD = dimk Γ(D,OD) = dimk′ Γ(p−1(D),Op−1(D)) = degk′ p
∗D.

Let us investigate the pullback of divisors for curves in a special case. Let f : C1 → C2

be a finite morphism of integral curves over a field k, where C2 is normal, i.e., a Dedekind
scheme. Then f is surjective finite locally free by Proposition 15.4 and Proposition 15.16.
Since pullback of divisors is a homomorphism between the divisor groups, it is enough to
understand the pullback of divisors of the form [x], where x ∈ C2 is a closed point. Then
f∗[x] is the effective Cartier divisor corresponding to the closed subscheme f−1(x) of C1

(Exercise 15.12) and we obtain

degk f
∗[x] = [κ(x) : k] dimκ(x) Γ(f−1(x),Of−1(x))

= [κ(x) : k][K(C1) : K(C2)] = [K(C1) : K(C2)] degk[x],

where the second equality holds because f is finite locally free, compare Proposition 12.21.
Recalling deg f = [K(C1) : K(C2)] and extending this result by linearity to arbitrary
divisors, we obtain:
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Proposition 15.30. Let f : C1 → C2 be a finite morphism of integral curves over a field
k. Assume that C2 is normal. Let D be a divisor on C2. Then

deg f∗D = deg f degD.

The proposition also holds without the assumption that C2 is normal.
The following theorem is an analogue in algebraic geometry of the fact that all mero-

morphic functions on a compact Riemann surface (e.g., the Riemann sphere) have the
same number of zeros and poles, if counted with multiplicities.

Theorem 15.31. Let C be a proper curve over a field k and let D and D′ be linearly
equivalent divisors. Then degD = degD′.

We will give two proofs. The second one uses finiteness of cohomology for coherent
sheaves on a proper scheme (Theorem 12.68 which will be proved in Volume II). The first
one is elementary but works only under the additional hypothesis that C is normal.

Since the degree map is a group homomorphism, it is enough to show that all divisors
div(f), f ∈ Γ(C,K ×

C ), have degree 0. To show this, we may pass to the individual
connected components of C, and hence we may assume that C is connected.

Proof. (if C is normal) Since C is normal and connected, we are considering f ∈ K(C)×.
If f is algebraic over k, its divisor is trivial. Thus we may assume that f is transcendental,
so f defines a surjective finite locally free morphism f̃ : C → P1

k by Corollary 15.22, such

that div(f) = f̃∗([0])− f̃∗([∞]). Since the divisor [0] − [∞] on P1
k obviously has degree 0,

the result follows from Proposition 15.30.

Let us start with the preparation for the second proof of Theorem 15.31. Let C be
a proper curve over k and let F be a coherent OC-module. We will see in Volume II
that Γ(C,F ) and H1(C,F ), the cohomology group defined in Section (11.5), are finite-
dimensional k-vector spaces. Thus the following definition makes sense.

Definition 15.32. Let C be a proper curve over a field k, and let F be a coherent
OC-module. The number

χ(F ) = dim Γ(C,F )− dimH1(C,F )

is called the Euler characteristic of F .

In Volume II we will see that H1(C,−) is the first right-derived functor of Γ(C,−),
and that on the curve C all higher derived functors of Γ vanish. Therefore we can also
write H0(C,F ) := Γ(C,F ) and view the Euler characteristic as the alternating sum
over the dimensions of all cohomology groups of C with coefficients in F . The number
pa(C) = 1 − χ(OC) is called the arithmetic genus of the curve C, and is an important
invariant of C. The genus should be seen as a “topological” invariant of C; if C is a
normal proper connected curve over the complex numbers, then its genus is equal to the
genus of the associated Riemann surface, which measures the size of the fundamental
group (in somewhat rough terms, the genus is the number of holes, the Riemann sphere
having no holes, a one-dimensional complex torus having one hole, etc.)

Let D be an effective divisor on an arbitrary curve C over k. Then we have an exact
sequence

0→ OC(−D)→ OC → OD → 0
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of OC-modules. We obtain an exact cohomology sequence (11.5.7) of k-vector spaces

(15.9.2)
0→ Γ(C,OC(−D))→ Γ(C,OC)→ Γ(C,OD)

→ H1(C,OC(−D))→ H1(C,OC)→ H1(C,OD) = 0

where the last equality follows from Proposition 12.32 because D is affine. We obtain
from (15.9.2):

Proposition 15.33. Let C be a proper curve over a field k and let D be an effective
divisor on C. Then

degD = dimk Γ(C,OD) = χ(OC)− χ(OC(−D)).

This is part of the Riemann-Roch theorem (see Theorem 15.35) below. We can use it
to show Theorem 15.31:

Proof. (of Theorem 15.31) By Proposition 15.33 we see that degD depends only on
its linear equivalence class if D is an effective divisor. Now if div(f) is any principal
divisor, we can write div(f) = D −D′ where D and D′ are effective (Corollary 15.26).
As D and D′ are linearly equivalent by definition, we see that degD = degD′ and hence
deg div(f) = 0. This completes the second proof of Theorem 15.31.

Therefore if C is a proper curve over a field k, we obtain a group homomorphism

(15.9.3) deg : Pic(C) = DivCl(C)→ Z.

In particular, we can speak of the degree of a line bundle L on C. We have

deg L = χ(OC)− χ(L −1).

and degD = deg OC(D) for every divisor D on C.
If C has a normal k-rational point, then the degree map (15.9.3) is surjective.

Remark 15.34. Let C be a proper connected normal curve over k. If L = O(D) for a
divisor D, and f ∈ Γ(C,L ), f 6= 0, then by definition of the line bundle O(D), D+div(f)
is an effective divisor, and in particular degD = deg(D + div(f)) ≥ 0. In other words, if
D is a divisor of degree < 0, then Γ(C,O(D)) = 0.

(15.10) Theorem of Riemann-Roch.

Given a line bundle L on a curve C over k, it is an interesting and important problem
to determine the dimension dim Γ(C,L ). This is called the Riemann-Roch problem, and
its answer is provided by the Theorem of Riemann and Roch. We state a weak version of
the theorem:

Theorem 15.35. (Riemann-Roch) Let C be a normal proper curve over a field k,
and let g := pa(C) be the genus of C. There exists a divisor class K ∈ DivCl(C),
called the canonical divisor class, with degK = 2g − 2, such that for every divisor class
D ∈ DivCl(C), we have

dim Γ(C,O(D))− dim Γ(C,O(K −D)) = χ(O(D)) = degD + χ(OC).
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The first equality which allows us to rewrite the Euler characteristic as a difference of
two dimensions of spaces of local sections is a special case of the Serre Duality Theorem.
The second equality is Proposition 15.33. The term dim Γ(C,O(K−D)) should be seen as
a correction term. In particular, if degD > 2g−2, then degK−D < 0, so by Remark 15.34,
dim Γ(C,O(K −D)) = 0.

The same statement holds in a slightly modified form if one drops the assumption that C
be normal. In the general case, one has to replace the term O(K −D) by ωC/k ⊗O(−D),
where ωC/k is a certain coherent sheaf on C, the “dualizing sheaf for the morphism
C → Spec k”. If C is normal, then ωC/k is a line bundle, and hence of the form O(K) for
some divisor class K.

We will prove the theorem in Volume II using cohomological methods. For an elementary
proof, see [Fu1] Chap. 8. The Theorem of Riemann and Roch is an indispensable tool in
the study of algebraic curves. Its generalizations, the Theorem of Hirzebruch-Riemann-
Roch, and the Theorem of Grothendieck-Riemann-Roch, are of similar importance for
the understanding of algebraic varieties of higher dimension.

The projective line P1 has genus 0, and the canonical line bundle is O(−2). It is easy
to check, using Example 13.16, that the equality stated in the theorem holds in this case.
(See Exercise 15.13).

Exercises

Exercise 15.1. The goal is to prove that the non-noetherian version of the valuative
criterion in Theorem 15.8 is sufficient for a morphism to be separated or universally
closed.
(a) Show that for quasi-separated morphisms f : X → Y the valuative criterion for

separatedness is sufficient.
Hint : Apply Exercise 10.2 to the diagonal of f .

(b) Show that for quasi-compact morphisms f : X → Y the valuative criterion for a
morphism to be universally closed is sufficient.
Hint : Show that it suffices to show that f is closed. Then use again Exercise 10.2.

Exercise 15.2. Let Y be a locally noetherian scheme, let f : X → Y be a morphism
locally of finite type. Show that f is universally open if and only if for all morphisms
g : Y ′ → Y , where Y ′ is the spectrum of a discrete valuation ring, the base change
f(Y ′) : X ×Y Y ′ → Y ′ is open.
Hint : Exercise 14.2.

Exercise 15.3. Let S be a Dedekind scheme with function field K and let X → S be a
proper morphism. Show that the canonical map X(S)→ X(SpecK) is bijective.

Exercise 15.4. Let Y be a locally noetherian integral scheme, X an integral scheme,
and f : X → Y a dominant morphism of finite type. Show that f is proper if and only if
every discrete valuation ring of K(X) that dominates a local ring of Y also dominates a
local ring of X.

Exercise 15.5. Let C be an integral curve over a field k. Show that C is proper over k
if and only if its normalization C ′ is proper over k.
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Exercise 15.6. Let Y be an integral curve over a field k and let f : X → Y be a
finite morphism. Show that there exists an open dense subscheme V of Y such that the
restriction f−1(V )→ V of f is finite locally free.

Exercise 15.7♦. Let C be an integral curve over a field k of characteristic p > 0 and let
FC/k : C → C(p) be the relative Frobenius. Show that C(p) is an integral curve and that
degFC/k = p.

Exercise 15.8. Let k be a perfect field of characteristic p > 0 and let f : C → C ′ be
a non-constant morphism of integral proper smooth curves over k. Assume that the
associated extension K(C ′) ↪→ K(C) of function fields is purely inseparable. Show that
there exists an integer r ≥ 1 and an isomorphism g : C ′

∼→ C(pr) such that g ◦ f is the
r-th power of the relative Frobenius FC/k.

Exercise 15.9. Let k be an algebraically closed field. In P2
k with coordinates X,Y, Z

define the plane curve C := V+(Z2Y 2 −X4 + Z4).
(a) Show that C is an integral curve and that (0 : 1 : 0) is the only singular point of C.
(b) In P3

k with coordinates T0, . . . , T3 define C ′ = V+(T3T0 − T 2
1 , T

2
0 + T 2

2 − T 2
3 ). Show

that C ′ is smooth over k.
(c) Show that C ′ ∩D+(T0) ∼= Csm and deduce that C ′ is a normalization of C.

Exercise 15.10. Let C be a normal proper integral curve over the field k. Show that
mapping each closed point of C to its local ring (viewed as a subring of K(C)) induces
a bijection between the set of closed points of C and the set of discrete valuation rings
A ⊂ K(C) with k× ⊂ A×.
Hint : Exercise 15.4.

Exercise 15.11. Let C be a connected smooth proper curve over a field k. Show that
the following assertions are equivalent.
(i) C is isomorphic to P1

k.
(ii) The function field K(C) is isomorphic to k(T ) (T an indeterminate).
(iii) The (arithmetic) genus of C is 0 and C(k) 6= ∅.
(iv) There exists p ∈ C(k) such that dim Γ(C,OC([p])) ≥ 2.
(v) There exist p, q ∈ C(k), p 6= q, such that the divisors [p], [q] are linearly equivalent.
Hint : Show “(ii) ⇔ (i) ⇒ (iii) ⇒ (iv) ⇒ (v) ⇒ (ii)”. Use the Theorem of Riemann and
Roch.

Exercise 15.12. Let f : C1 → C2 be a finite morphism of integral curves over a field k,
and assume that C2 is normal. Let x ∈ C2 be a closed point. We consider the divisor [x]
as a Cartier divisor on C2. Show that its pull-back f∗[x] is the effective Cartier divisor on
C1 corresponding to the closed subscheme f−1(x) ⊂ C1.

Exercise 15.13. Let k be a field, and let D be a divisor on P1
k. Prove the Riemann-Roch

equation
dim Γ(P1

k,O(D))− dim Γ(P1
k,O(D)⊗ O(−2)) = degD + 1.

Hint : Use Example 13.16.

Exercise 15.14. Let k be an algebraically closed field, C := V+(Y 2Z−X3−X2Z) ⊂ P2
k.

Show that the group DivCl0(C) := { [D] ∈ DivCl(C) ; degD = 0 } is naturally isomorphic
to k×.

Exercise 15.15. Let C be a proper normal connected curve over a field k with arithmetic
genus 1. Let D be a divisor on C with degD > 0. Show that dimk Γ(C,OC(D)) = degD.
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Contents

– Determinantal varieties

– Cubic surfaces and a Hilbert modular surface

– Cyclic quotient singularities

– Abelian varieties

In this chapter we consider several examples. Each example is given in such a way that
it progresses along the theory introduced in the book and that it is possible to study
the examples in parallel to the main text. We indicate in the section titles up to which
chapter definitions and results are used in that particular section.

Determinantal varieties

In this example we study determinantal varieties which are – roughly speaking – the
schemes of matrices of rank ≤ r for some fixed r.

We fix integers m,n ≥ 1 and an integer r ≥ 0 which is usually assumed to be
≤ min(n,m).

(16.1) Determinantal varieties (Chapter 1).

Let k be an algebraically closed field. We consider the space Mn×m(k) of all (n ×m)-
matrices with coefficients in k as an affine variety, isomorphic to Anm(k). It is the variety
corresponding to the polynomial ring

Rn×m := k[(Tij)1≤i≤n,1≤j≤m].

For an integer r with 0 ≤ r ≤ min(n,m) we consider the subset

(16.1.1) ∆r
n×m(k) := {A ∈Mn×m(k) ; rk(A) ≤ r }.

To see that this is an affine algebraic set we introduce some notation. Let R be any ring
and let A ∈ Mn×m(R) be a matrix. Recall that an r-minor of A is the determinant of
an (r × r)-submatrix of A. We denote by Ir(A) the ideal in R generated by all r-minors
of A. Now let Auniv ∈ Mn×m(Rn×m) be the matrix whose (i, j)-th coefficient is the
indeterminate Tij . As a matrix with coefficients in a field has rank ≤ r if and only if all
its (r + 1)-minors vanish, we have an equality of affine algebraic sets
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∆r
n×m(k) = V (Ir+1(Auniv)).

By Proposition 1.12 we thus have I(∆r
n×m(k)) = rad(Ir+1(Auniv)). In fact one can show

(e.g., [BV] Theorem 5.3 and Theorem 5.7)

(16.1.2) rad(Ir+1(Auniv)) = Ir+1(Auniv).

This is proved in loc. cit. by defining on Brn×m := Rn×m/Ir+1(Auniv) an additional
structure, called “straightening law” which ensures that Brn×m is reduced. Although the
proof is elementary, it is not easy and quite lengthy, and it would lead us to far astray. In
some special cases this can be shown easily (see Exercise 16.1).

Remark 16.1. Transposition of matrices defines an isomorphism Mn×m(k)
∼→Mm×n(k)

inducing an isomorphism of ∆r
n×m(k) with ∆r

m×n(k). Thus if we are interested in the
structure of ∆r

n×m(k) we may always assume that m ≤ n.

Next we will see that ∆r
n×m(k) is irreducible and hence an affine variety in the sense of

Definition 1.46:

Proposition 16.2. ∆r
n×m(k) is irreducible.

We call these affine varieties ∆r
n×m(k) determinantal varieties .

Proof. The proof is based on the simple fact that images of irreducible spaces are again
irreducible (Corollary 1.16) and that a matrix A ∈ Mn×m(k) is of rank ≤ r if and
only if it can be written as a product of matrices A = BC with B ∈ Mn×r(k) and
C ∈Mr×m(k). We consider pairs (B,C) of such matrices as elements of the (irreducible)
variety Anr+rm(k). Matrix multiplication (B,C) 7→ BC is clearly defined by polynomials
and thus defines a morphism of affine algebraic sets Anr+rm(k)→Mn×m(k) whose image
is ∆r

n×m(k). This shows the claim.

We obtain a sequence of closed affine subvarieties of Mn×m(k):

{0} = ∆0
n×m(k) ⊂ ∆1

n×m(k) ⊂ · · · ⊂ ∆
min(n,m)
n×m (k) = Mn×m(k)

Remark 16.3. By Proposition 1.20 and using (16.1.2) we see that Ir+1(Auniv) is a prime
ideal.

There is also a projective variant of ∆r
n×m(k): As Ir+1(Auniv) is by definition generated

by homogeneous polynomials f1, . . . , fs of degree r + 1 (the (r + 1)-minors of Auniv), we
may consider

(16.1.3) ∆r
+,n×m(k) := V+(f1, . . . , fs)

as a closed subset of the projective space of lines in Mn×m(k) (isomorphic to Pnm−1(k)).
Then ∆r

n×m(k) is the affine cone of ∆r
+,n×m(k) (Proposition 1.63) and we have a

surjection ∆r
n×m(k) \ {0} → ∆r

+,n×m(k) which shows that ∆r
+,n×m(k) is irreducible and

hence a projective variety in the sense of Definition 1.62. We call these projective varieties
projective determinantal varieties .
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(16.2) Determinantal varieties as schemes (Chapter 3).

We now can define determinantal varieties as affine schemes and extend coefficients from
algebraically closed fields to arbitrary rings. More precisely, we define for a ring R the
R-algebra

Br := Brn×m,R := R[(Tij)1≤i≤n,1≤j≤m]/Ir+1.

where Ir+1 is the ideal generated by the (r + 1)-minors of the (n ×m)-matrix whose
(i, j)-th component is Tij . We define

(16.2.1) ∆r := ∆r
n×m,R := SpecBrn×m,R

We call this R-scheme a determinantal scheme.
We can also define a projective analogue of the determinantal schemes. As all the

minors generating Ir+1 are homogeneous polynomials we obtain by the construction in
Section (3.7) a closed subscheme

(16.2.2) ∆r
+ := ∆r

n×m,+,R := V+(Ir+1)

of Pnm−1
R . We call these R-schemes projective determinantal schemes .

If R = k is an algebraically closed field, then Ir+1 is equal to its radical (16.1.2). Thus
the affine scheme ∆r

n×m,k and its projective variant ∆r
n×m,+,k are reduced schemes. Via

Theorem 3.37 they correspond to the affine variety ∆r
n×m(k) (resp. projective variety

∆r
n×m,+(k)) defined in Section (16.1). Let us collect the properties of the schemes ∆r

n×m,k
and ∆r

n×m,+,k we have seen so far.

Proposition 16.4. Let k be an algebraically closed field. The determinantal schemes
∆r := ∆r

n×m,k and ∆r
+ := ∆r

n×m,+,k are integral schemes of finite type over k. These
schemes form chains of closed affine subschemes

Spec k ∼= ∆0 ( ∆1 ( · · · ( ∆min(n,m) ∼= Anmk

and closed projective subschemes

∅ = ∆0
+ ( ∆1

+ ( · · · ( ∆
min(n,m)
+

∼= Pnm−1
k .

(16.3) Points of determinantal varieties (Chapter 4).

Let R be a ring. The formation of the determinantal R-schemes ∆r
n×m,R and its projective

variant ∆r
n×m,+,R commute with base change: Let R→ R′ be a homomorphism of rings.

Then we have by (4.11.1) and (4.12.4)

(16.3.1) ∆r
n×m,R ⊗R R′ = ∆r

n×m,R′ , ∆r
n×m,+,R ⊗R R′ = ∆r

n×m,+,R′ .

In particular, ∆r
n×m,R = ∆r

n×m,Z⊗ZR and ∆r
n×m,+,R = ∆r

n×m,+,Z⊗ZR. For an arbitrary
scheme S we define

∆r
n×m,S := ∆r

n×m,Z ×Z S, ∆r
n×m,+,S := ∆r

n×m,+,Z ×Z S.

Let Mn×m,S be the S-scheme, isomorphic to AnmS , whose T -valued points for an S-scheme
T is the set Mn×m(Γ(T,OT )). Then we have a chain of closed subschemes
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S = ∆0
n×m,S ⊂ ∆1

n×m,S ⊂ · · · ⊂ ∆
min(m,n)
n×m,S = Mn×m,S .

We define an open subscheme of ∆r
n×m,S

(16.3.2) 0∆r
n×m,S := ∆r

n×m,S \∆r−1
n×m,S .

To describe the T -valued points of ∆r
n×m,S and 0∆r

n×m,S we need the following notion.

Definition 16.5. Let R be a ring. A matrix A ∈Mn×m(R) is said to have rank ≤ r if
all (r + 1)-minors of A are zero. It is said to have rank r if it is of rank ≤ r and if the
ideal in R generated by all r-minor of A is equal to R.

We will see in Lemma 16.17 that A has rank r if and only if the image of the linear
map Rm → Rn defined by A is a direct summand of Rn of rank r.

Proposition 16.6. If T → S is an S-scheme, then the T -valued points of ∆r
n×m,S

(resp. of 0∆r
n×m,S) are matrices A ∈Mn×m(Γ(T,OT )) whose rank is ≤ r (resp. = r).

Proof. The description of the T -valued points of ∆r = ∆r
n×m,S is the definition of the

determinantal scheme. To describe the T -valued points of 0∆r = 0∆r
n×m,S consider the

morphism of S-schemes dr : Mn×m,S → ANS which is defined on T -valued points by sending
a matrix A ∈Mn×m(Γ(T,OT )) to the tuple of all r-minors of A (thus N =

(
n
r

)(
m
r

)
). Then

∆r−1 = d−1
r (0), where 0 ∈ ANS denotes the closed subscheme defined by the zero section

(Remark 3.15). Therefore 0∆r is the inverse image of ANS \ {0} under dr |∆r . Thus the
description of 0∆r(T ) follows from the description of the T -valued points of ANS \ {0} in
Example 4.5.

For every scheme S we have an action of the S-group scheme GLn,S ×GLm,S on
∆r
n×m,S which we define on T -valued points for any S-scheme T . By Corollary 4.7 it

suffices to do this for S-schemes which are affine, i.e. of the form T = SpecR, and we set:

(16.3.3)
(GLn(R)×GLm(R))×∆r

n×m,S(R)→ ∆r
n×m,S(R),

((U, V ), A) 7→ UAV −1

Example 16.7. Assume that n,m ≥ 2 and r = 1. Let K be any field. A matrix A in
Mn×m(K) has rank ≤ 1 if and only if it is the product A = BC of matrices B ∈Mn×1(K)
and C ∈M1×m(K). Thus Remark 4.9 shows that for every ring R matrix multiplication
defines a morphism of R-schemes

AnR × AmR ∼= Mn×1,R ×M1×m,R →Mn×m,R ∼= AnmR

with (set-theoretic) image ∆1
n×m,R. As explained in Section (4.14), this morphism induces

a morphism
Pn−1
R × Pm−1

R → Pnm−1
R

with (set-theoretic) image ∆1
n×m,+,R. This is nothing but the Segre embedding (4.14.1).

In particular it is a closed immersion.
If R = k is a field, then ∆1

n×m,+,k is reduced and the Segre embedding yields an

isomorphism Pn−1
k × Pm−1

k
∼→ ∆1

n×m,+,k. We will see in Example 16.36 that this is true
over an arbitrary ring R.
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(16.4) Dimension of determinantal varieties (Chapter 5).

Let k be a field, and let ∆r
k = ∆r

n×m,k and ∆r
+,k = ∆r

n×m,+,k be the determinantal
schemes over k.

Remark 16.8. For every algebraically closed field extension K of k the K-scheme
∆r
K = ∆r

k ⊗k K is integral by Proposition 16.4. Therefore ∆r
k is geometrically integral by

Corollary 5.54. The same argument shows that ∆r
k,+ is geometrically integral.

We want to determine the dimension of ∆r
k. For this we make the following construction.

Let V , W be finite-dimensional k-vector spaces, m = dimV , n = dimW . We consider the
affine space of linear maps Homk(V,W ). More precisely, Homk(V,W ) is the k-scheme,
isomorphic to Amnk , whose R-valued points for some k-algebra R are given by

Homk(V,W )(R) := HomR(V ⊗k R,W ⊗k R).

Let U ⊆ V be a k-subvector space of dimension r. Then we have for any k-algebra R
maps

(16.4.1) ρU : Homk(V,W )(R)→ Homk(U,W )(R), f 7→ f |U

which are functorial in R. Hence they define a morphism of k-schemes Homk(V,W )→
Homk(U,W ) by Yoneda’s lemma.

We choose bases (v1, . . . , vm) of V and (w1, . . . , wn) of W such that (v1, . . . , vr) is a
basis of U . These choices define isomorphisms of k-schemes Homk(V,W )

∼→Mn×m,k with

the k-scheme of (n ×m)-matrices and Homk(U,W )
∼→ Mn×r,k. Recall that we defined

in (16.3.2) the open subscheme 0∆r
n×r,k ⊂Mn×r,k of matrices of rank r. Let YU ⊂ ∆r

n×m,k
be the open subscheme which is the inverse image (Section (4.11)) of 0∆r

n×r,k under the
morphism

∆r
n×m,k ↪→Mn×m,k ∼= Homk(V,W )

ρU−→ Homk(U,W ) ∼= Mn×r,k.

In other words, YU is the open subscheme of ∆r
n×m,k of linear maps whose restriction to

U is of rank r.

Lemma 16.9. The k-scheme YU is isomorphic to an open subscheme of Ar(m+n−r)
k .

Proof. There are bijections, functorial in a k-algebra R

YU (R) = {A = (B,B′) ∈Mn×r(R)×Mn×(m−r)(R) = Mn×m(R) ; rk(B) = rk(A) = r }
∼→ { (B,C) ∈Mn×r(R)×Mr×(m−r)(R) ; rk(B) = r }
= 0∆r

n×r,k(R)×Mr×(m−r),k(R),

where the isomorphism is given by (B,B′) 7→ (B,B−1B′). This makes sense as B
yields an isomorphism onto its image which contains the image of B′. The inverse
isomorphism is given by (B,C) 7→ (B,BC). Thus YU is isomorphic to an open subscheme

of Mn×r,k ×kMr×(m−r),k ∼= Ar(n+m−r)
k .

Remark 16.10. The union of the open subschemes YU , where U runs through the set of
r-dimensional subspaces of km, is the scheme 0∆r

n×m,k of (n×m)-matrices of rank r.
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This shows in particular that 0∆r
n×m,k is reduced (without using the reducedness of

∆r
n×m,k for which we did not give a proof).

Proposition 16.11. For the determinantal schemes one has dim ∆r
n×m,k = r(m+n− r)

and, for r > 0, dim ∆r
n×m,+,k = r(m+ n− r)− 1.

Proof. Let U be any r-dimensional subvector space of km. Then YU ⊂ ∆r
n×m,k is open

and non-empty. As ∆r
n×m,k is irreducible by Remark 16.8, YU is a dense. Therefore

we have dim ∆r
n×m,k = dimYU by Theorem 5.22 (3). Using Lemma 16.9, we see that

dimYU = dimAr(m+n−r)
k = r(m+ n− r). The second equality follows from Lemma 5.39

because ∆r
n×m,k is the affine cone of ∆r

n×m,+,k.

(16.5) Smooth locus of determinantal varieties (Chapter 6).

Let k be a field. We now study the question where the determinantal k-scheme ∆ = ∆r
n×m,k

is smooth over k. For r = min(m,n) we have ∆ = Mn×m,k ∼= Anmk and thus ∆ is smooth
over k in this case. For r = 0 we find ∆ = Spec k which is again smooth over k. In general
recall the open subscheme 0∆ = 0∆r

n×m,k of matrices of rank = r of ∆ defined in (16.3.2).

Proposition 16.12. Assume 0 < r < min(n,m). The locus of smooth points (over k) of
∆ is given by

∆sm = 0∆.

Proof. By Remark 16.10, 0∆ has an open covering by the subschemes YU , where U
runs through the set of r-dimensional k-subvector spaces of kn. The k-schemes YU are
isomorphic to open subschemes of some affine space over k (Lemma 16.9), in particular
YU is smooth over k. Therefore 0∆ is smooth over k. This shows 0∆ ⊆ ∆sm.

To show ∆sm ⊆ 0∆ it suffices to show by Theorem 6.28 that for every closed point
x ∈ ∆ \ 0∆ we have dimκ(x) Tx(∆/k) > dim ∆. We consider x as a κ(x)-valued point of
(∆ \ 0∆)⊗k κ(x). Then the relative tangent space Tx(∆/k) is the Zariski tangent space
Tx(∆ ⊗k κ(x)) (Remark 6.12). Now ∆ ⊗k κ(x) is the determinantal scheme ∆r

n×m,κ(x)

and Proposition 5.38 shows that dim ∆ = dim ∆⊗k κ(x). Replacing ∆ by ∆⊗k κ(x) and
k by the finite extension κ(x) we may therefore assume that x is a k-rational point.

We use Example 6.5 to show that for every k-rational point x ∈ ∆r−1
n×m,k = ∆ \ 0∆

one has dimTx(∆) = nm (> dim ∆ by Proposition 16.11). For subsets J ⊆ {1, . . . ,m}
and I ⊆ {1, . . . , n} with #I = #J = r + 1 we set dI,J := det(TI,J), where TI,J is the
submatrix of the (n×m)-matrix of indeterminates (Tij) whose rows (resp. columns) are
those indexed by elements of I (resp. of J). Thus by definition ∆ = V (Ir+1) where Ir+1

is the ideal generated by all elements dI,J and Example 6.5 shows that

Tx(∆) = Ker(A(x) : knm −→ kN ),

where A(x) is the matrix

A(x) =

(
∂dI,J
∂Tij

(x)

)
I,J
i,j

∈MN×nm(k)

and where N =
(
n
r+1

)(
m
r+1

)
is the number of pairs of subsets I and J as above. We write

I = {i1 < · · · < ir+1} and J = {j1 < · · · < jr+1}. Then
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dI,J =
∑

π∈Sr+1

sgn(π)Ti1,jπ(1)
· · ·Tir+1,jπ(r+1)

and for 1 ≤ i ≤ n and 1 ≤ j ≤ m we obtain as partial derivative

∂dI,J
∂Tij

=


0, if i /∈ I or j /∈ J ;∑
π∈Sr+1

π(s)=t

sgn(π)Ti1,jπ(1)
· · · T̂is,jπ(s)

· · ·Tir+1,jπ(r+1)
, if i = is and j = jt .

All these partial derivatives are elements of the ideal Ir. Therefore for x ∈ ∆r−1
n×m,k = V (Ir)

we see that A(x) = 0.

Remark 16.13. As ∆r is a closed subscheme of the k-scheme Mn×m,k, the tangent
space TA(∆r) in a point A ∈ ∆r(k) is a subvector space of TA(Mn×m,k) = Mn×m(k).
The proof of Proposition 16.12 shows that for 0 < r < min(n,m) and A /∈ 0∆r one has
TA(∆r) = Mn×m(k). For a smooth point A one can again use Example 6.5 to calculate
TA(∆r) as a subvector space of Mn×m(k). Here we state the result only in the case
n = m = r + 1 where ∆r is simply the vanishing scheme of the determinant. In this case
an easy calculation shows that for a matrix A ∈ 0∆r(k)

TA(∆r) = {B ∈Mm(k) ; (Ã, B) = 0 },

where Ã is the adjoint matrix of A and ( , ) is the perfect bilinear form on Mn(k) given
by ((aij), (bij)) =

∑
i,j aijbij .

Proposition 16.12 shows that for 0 < r < min(n,m) the singular locus ∆sing of non-
smooth points in ∆ = ∆r

n×m,k is the closed subset ∆r−1
n×m,k. Thus by Proposition 16.11

we have

(16.5.1) dim ∆− dim ∆sing = n+m− 2r + 1 ≥ 3

Remark 16.14. As ∆ is irreducible and as smooth points are regular, we see that all
points x ∈ ∆ with dim O∆,x ≤ 2 are regular. In particular, ∆ is regular in codimension
1. One can show that ∆ is always normal (in fact it is Cohen-Macaulay [BV] (5.14),
in particular S2 and hence normal by Serre’s criterion Proposition B.81). In the case
n = m = r + 1, where ∆ is a hypersurface in Mn×m,k, this follows from Proposition 6.41.

(16.6) Determinantal schemes of linear maps (Chapter 8).

Until now we considered the locus of matrices of rank ≤ r, i.e., of linear maps between
free modules with a chosen basis. The language of quasi-coherent modules over schemes
will allow us to redefine (and generalize) determinantal varieties in a basis-free way. This
uses systematically the exterior product.

Proposition 7.48 shows that a linear map u between finitely generated free modules
has rank ≤ r (i.e., all r + 1-minors vanish) if and only if

∧r+1
(u) = 0. Thus we may

generalize the determinantal schemes as follows.
Let S be a scheme, let E and F be quasi-coherent OS-modules, and let r ≥ 0 be an

integer. We define a functor
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(16.6.1)

∆r
E→F : (Sch/S)

opp → (Sets),

(f : T → S) 7→ {u ∈ HomOT (f∗E , f∗F ) ;

r+1∧
(u) = 0 }.

If E = Om
S and F = On

S , then ∆r
E→F is the functor h∆ attached to the scheme

∆ = ∆r
n×m,S (Section (4.1)).

Remark 16.15. For arbitrary quasi-coherent OS-modules E and F and for any morphism
f : T → S (yielding a morphism hT → hS of functors) we have by definition

(16.6.2) ∆r
E→F ×hS hT = ∆r

f∗E→f∗F ,

where the left hand side is the fiber product of functors (Example 8.3).

In general, the functor ∆r
E→F will not be representable. But we have the following

result.

Lemma 16.16. Assume that E and F are finite locally free. Then the functor ∆r
E→F is

representable by an S-scheme.

We will denote the representing S-scheme again by ∆r
E→F . We call schemes of this

type again determinantal schemes .
It can be shown (using the construction of quasi-coherent bundles in Chapter 11) that

∆r
E→F is representable if E is an arbitrary quasi-coherent OS-module (Exercise 16.2).

Proof. If f : T → S is any S-scheme and (Ui) is a Zariski covering, then for every

homomorphism of OT -modules u : f∗E → f∗F the exterior power
∧r+1

(u) vanishes if

and only if
∧r+1

(u|Ui) =
∧r+1

(u)|Ui = 0 for all i (the first equality is the functoriality of
the isomorphism (7.20.6), where the scheme morphism is the inclusion Ui ↪→ T ). This
shows that ∆r

E→F is a Zariski sheaf (for any E and F ). Thus by Theorem 8.9 the question
whether ∆r

E→F is representable is Zariski-local on S. Using (16.6.2) we may therefore
assume that E = Om

S and F = On
S for some integers n,m ≥ 0. But in this case ∆r

E→F is
representable by ∆r

n×m,S .

In ∆r
n×m we defined the open subscheme 0∆r

n×m of matrices whose rank is equal to r.
To understand this condition in basis free terms we use the following result.

Lemma 16.17. Let R be a ring and let u : M → N be a homomorphism of R-modules.
Assume that M is free of m and N is free of rank n and let A be the matrix of u with
respect to some bases of M and N . Let 1 ≤ r ≤ n be an integer. Then the following
assertions are equivalent.
(i) The image of u is a direct summand of N of rank r.
(ii) All (r + 1)-minors of A are zero and the ideal generated by the r-minors of A is R

itself.
(iii) The image of

∧r
(u) is a direct summand of

∧r
N of rank 1.

Proof. We use the chosen bases to identify M with Rm and N with Rn. All assertions can
be checked after localization. Thus we may in addition assume that R is a local ring. Let
k be its residue field. The image of u is generated by the column vectors v1, . . . , vm ∈ Rn
of A. Then the image of

∧r
(u) is generated by the vectors vI for I ∈ Fr(m) (with the

notation introduced in Section (7.20)). We also denote the image of vi in Rn ⊗R k by v̄i.
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“(i) ⇒ (iii)”. Let Im(u) be a direct summand of rank r. Then Im(u) is a free R-module.
After renumbering we may assume the images of v1, . . . , vr in Rn⊗Rk generate Im(u)⊗Rk.
Then Nakayama’s lemma implies that v1, . . . , vr generate Im(u) and hence form a basis
of Im(u) which can be completed to a basis of N . Then v1 ∧ · · · ∧ vr is a basis of Im(

∧r
u)

which can be completed to a basis of
∧r

N .
“(iii) ⇒ (ii)”. Assertion (iii) implies that there exists some I ∈ Fr(m) such that vI is

a free generator of Im(
∧r

u) and that all vJ for J ∈ Fr(m) are a multiples aJvI of vI . We
claim that vK = 0 for all K ∈ Fr+1(m). Indeed, write K = J ∪{l} with J ∈ Fr(m). Then
vK = ±vJ ∧ vl = ±aJ(vI ∧ vl). If l ∈ I we obtain vK = 0. Otherwise fix i ∈ I, and set
I ′ := I \ {i} and J ′ := I ′ ∪ {l} ∈ Fr(m). Then vI ∧ vl = ±vI′ ∧ vl ∧ vi = ±aJ′vI ∧ vi = 0.

The claim shows that all (r+ 1)-minors of A are zero. As Im(
∧r

u) is a direct summand
we see that the image v̄I of vI in (

∧r
N) ⊗R k is nonzero, i.e., the matrix in Mn×r(k)

with column vectors v̄i for i ∈ I has rank r. Therefore it has a nonzero r-minor. The
corresponding r-minor of A is then invertible.

“(ii) ⇒ (i)”. Let I ∈ Fr(m) such that the matrix AI with column vectors vi, i ∈ I,
has an invertible r-minor, say the determinant of AI,J for some J ∈ Fr(n). As all (r+ 1)-
minors vanish, Im(u) is generated by { vi ; i ∈ I } and hence Im(u) = Im(uI), where
uI : Rr → Rn is the linear map defined by AI . Then the submodule of Rn generated by
the standard basis vectors el for l /∈ J is a complement of Im(uI). This shows that Im(u)
has a complement of rank n− r.

Let E and F be finite locally free OS-modules. We assume that E and F have constant
rank m and n, respectively. Finally let r be an integer with 0 ≤ r ≤ min(n,m).

Define a subfunctor 0∆r
E→F of ∆r

E→F whose value on an S-scheme f : T → S is given
by

(16.6.3) 0∆r
E→F (T ) := {u ∈ ∆r

E→F (T ) ; Coker(u) is locally free of rank n− r }

By Proposition 8.10, Coker(u) is locally free of rank n− r if and only if Im(u) is locally a
direct summand of f∗F of rank r.

Proposition 16.18. The inclusion 0∆r
E→F ↪→ ∆r

E→F is representable by an open
immersion, i.e., 0∆r

E→F is representable by an open subscheme of the S-scheme ∆r
E→F .

Proof. As the property “open immersion” is local on the target and in particular local on
S, we may assume that S = SpecR is affine and that E = M̃ and F = Ñ , where M = Rm

and N = Rn. But in this case Lemma 16.17 shows that 0∆r
E→F (T ) = 0∆r

n×m,S(T ) (16.3.2)
by Proposition 16.6.

The proof shows that if E and F are free modules, 0∆r
E→F is the scheme 0∆r

n×m,S .

(16.7) Separatedness and smooth bundles of determinantal schemes (Chap-
ter 9).

From now on we fix the following notation. Let S be a scheme, E and F finite locally
free OS-modules, and let r ≥ 0 be an integer. Let ∆ = ∆r

E→F be the corresponding
determinantal scheme over S.



517

Remark 16.19. There exists an open affine covering (Ui)i of S such that E |Ui
∼= Omi

S

and F |Ui
∼= Oni

S . Thus ∆×S Ui ∼= ∆r
ni×mi,Ui is affine for all i. In particular ∆×S Ui is

separated over Ui by Remark 9.8. As “separated” is local on the target (Proposition 9.13),
we see that ∆r

E→F is separated over S.

We will now define a basis-free variant of the locus where a certain minor is invertible.
To do this we start with a general construction. For all quasi-coherent OS-modules G and
H we define functors

(16.7.1)
Hom(G ,H ) : (Sch/S)

opp → (Sets), (h : T → S) 7→ HomOT (h∗G , h∗H ),

Isom(G ,H ) : (Sch/S)
opp → (Sets), (h : T → S) 7→ IsomOT (h∗G , h∗H ).

Lemma 16.20. Let G and H be finite locally free OS-modules. Then Hom(G ,H )
and Isom(G ,H ) are represented by S-schemes which are smooth and affine over S.
Isom(G ,H ) is an open subscheme of Hom(G ,H ) which is schematically dense if rk(G ) =
rk(H ).

In fact, one can show that Hom(G ,H ) is representable if H is finite locally free and
G is an arbitrary quasi-coherent OS-module; see Exercise 11.8.

Proof. Clearly both functors are Zariski-sheaves. Thus all assertions are local on S
and we may assume that S = SpecR is affine and that G = Om

S and H = On
S . But

then Hom(G ,H ) is isomorphic to the R-scheme Mn×m,R ∼= AnmR . In particular it is
smooth and affine over S. The scheme Isom(G ,H ) is either empty (if m 6= n) or
isomorphic to GLn,R (if m = n). In the second case, GLn,R is the principal open set of
Mn×n,R ∼= SpecR[(Tij); 1 ≤ i, j ≤ n] defined by the determinant det. Hence GLn,R is
also affine. As one coefficient of the polynomial det is not a zero divisor, det is not a
zero-divisor (in fact, all coefficients of det are ±1). Thus GLn,R is schematically dense in
Mn×n,R by Remark 9.24.

Now let U ⊆ E be a locally direct summand of rank r and let V ⊆ F be a locally direct
summand such that F/V is locally free of rank r. We obtain a morphism of S-schemes,
defined on T -valued points for an S-scheme h : T → S by:

(16.7.2)
σU ,V : ∆r

E→F → Hom(U ,F/V ),

(u : h∗E → h∗F ) 7→ (h∗U ↪→ h∗E
u−→ h∗F � h∗(F/V ))

We set

(16.7.3) YU ,V := σ−1
U ,V (Isom(U ,F/V )).

If E = Om
S , F = On

S , U = OJ
S for J ∈ Fr(m), and V = O

{1,...,n}\I
S for I ∈ Fr(n), then

σU ,V is the morphism which sends a matrix A to the (r× r)-submatrix AI,J . In this case

(16.7.4) YI,J := YU ,V

is the locus of matrices where det(AI,J) is invertible.
The formation of YU ,V is compatible with base change: If g : S′ → S is a morphism of

schemes, then we have an identity of open subschemes of ∆r
E→F ×S S′ = ∆r

g∗E→g∗F :

(16.7.5) YU ,V ×S S′ = Yg∗U ,g∗V .
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The morphism σU ,V is the composition of the following two morphisms, defined on
(h : T → S)-valued points,

(16.7.6)
ρU : ∆r

E→F → Hom(U ,F ), u 7→ u|h∗U ,

πV : Hom(U ,F )→ Hom(U ,F/V ), v 7→ (h∗U
v−→ h∗F � h∗F/V ).

Remark 16.21. The morphism ρU and πV are surjective on R-valued points for any
affine S-scheme h : SpecR→ S because in this case one can choose complements of h∗U
in h∗E and of h∗V in h∗F . Therefore σU ,V is surjective on R-valued points. In particular
ρU , πV , and σU ,V are surjective (Proposition 4.8).

For every (h : T → S)-valued point w ∈ Hom(U ,F/V )(T ) the additive group of
HomOT (h∗U , h∗V ) acts by addition simply transitively on π−1

V (w). This action is functo-
rial in T . Thus if T = SpecR is affine, π−1

V (w) is non-empty and any choice of an element
in π−1

V (w) yields an isomorphism of the T -scheme Hom(h∗U , h∗V ) with the fiber product
of

Hom(U ,F )

πV

��
T

w // Hom(U ,F/V )

In particular we see that for every open affine subscheme T of Hom(U ,F/V ) we have
an isomorphism of T -schemes

(16.7.7) π−1
V (T ) ∼= Hom(h∗U , h∗V ) = Hom(U ,V )×S T.

Similarly, for every (h : T → S)-valued point v ∈ Hom(U ,F )(T ) we have the following
action of the additive group HomOT (h∗(E /U ), h∗U ), which we consider as a subgroup
of HomOT (h∗E , h∗E ):

HomOT (h∗(E /U ), h∗U )× ρ−1
U (v)→ ρ−1

U (v),

(a, u) 7→ u+ u ◦ a.

This is an action because for all a, a′ ∈ HomOT (h∗(E /U ), h∗U ) ⊂ HomOT (h∗E , h∗E ) we
have a ◦ a′ = 0. In fact ρU is the basis-free variant of the morphism (16.4.1). Now assume
that v has rank r, i.e. v ∈ 0∆r

h∗U→h∗V . Then the same argument as in Lemma 16.9
shows that this action is simply transitive. As for πF above we deduce for all open affine
subschemes T of 0∆r

U→F ⊂ Hom(U ,F ) the existence of an isomorphism of T -schemes

(16.7.8) ρ−1
U (T ) ∼= Hom(h∗(E /U ), h∗U ) = Hom(E /U ,U )×S T.

We define the locus of homomorphisms u whose restriction to U have rank r:

(16.7.9) YU := ρ−1
U (0∆r

U→F ).

Using Lemma 16.20 and Remark 16.21 we deduce from (16.7.7) and (16.7.8) the following
result.

Proposition 16.22. The morphisms

πV : Hom(U ,F )→ Hom(U ,F/V ),

ρU : YU → 0∆r
U→F
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are surjective, affine, and smooth of relative dimension r(rk(F )− r) and (rk(E )− r)r,
respectively.

In fact, one can deduce from (16.7.7) and (16.7.8) the stronger assertion that πV and
ρU |YU can be endowed with the structure of a geometric vector bundles in the sense of
Definition 11.6.

Corollary 16.23. Assume that E and F are of constant rank m ≥ 1 and n ≥ 1,
respectively and that 0 ≤ r ≤ min(m,n). The S-schemes YU ,V , YU , and 0∆r

E→F are all
smooth of relative dimension r(m+ n− r) over S.

Corollary 16.24. The locus of points of ∆r
E→F that are smooth over S is 0∆r

E→F .

Proof. The locus of points of ∆r
E→F that are smooth over S contains 0∆r

E→F by Corol-
lary 16.23. Assume there existed a smooth point x ∈ ∆r

E→F \ 0∆r
E→F . Let s be its

image in S. As smoothness is stable under base change, x is a point of the fiber
(∆r

E→F \ 0∆r
E→F ) ⊗S κ(s) which is smooth over κ(s) but this is a contradiction to

Proposition 16.12.

Remark 16.25. It can be shown that the open subschemes YU ,V are schematically dense
in ∆r

E→F . Indeed, in Proposition 16.34 we will see that ∆r
E→F is flat over S. As formation

of YU ,V is compatible with base change by (16.7.5), we may assume that S = Spec k
for a field k (Remark 9.25). But in this case YU ,V is open and non-empty in an integral
scheme (Remark 16.8) and thus schematically dense.

In particular, the open subschemes 0∆r
E→F and YU are schematically dense in ∆r

E→F

because they contain YU ,V .

Remark 16.26. (Birational equivalence class of determinantal schemes) Let R be a ring
and S = SpecR. Assume E = Om

S and F = On
S . With the notation of (16.2.1) we then

have
∆r

E→F
∼= ∆r

n×m,R = SpecBrn×m,R.

We set ∆ = ∆r
n×m,R and B = Brn×m,R. To exclude trivial cases we assume that 1 ≤ r ≤

min(m,n).
Fix subsets J ⊆ {1, . . . ,m} and I ⊆ {1, . . . , n} with #I = #J = r. Let

(16.7.10) dI,J : ∆→ A1
R

be the morphism of R-schemes which is given on R′-valued points (R′ some R-algebra)
by sending a matrix A ∈ ∆r

n×m,R(R′) to the determinant of the submatrix AI,J . We
consider dI,J as an element of B. Then YI,J (16.7.4) is the locus in ∆r

n×m,R, where dI,J
is invertible, i.e., YI,J = SpecB[1/dI,J ].

It is a special case of Lemma (6.4) of [BV] that there is an isomorphism

(16.7.11) ϕ : B[1/dI,J ] ∼= R[T1, . . . , Ts][δ
−1]

of R-algebras, where s = r(m+ n− r) and

(16.7.12) δ = ϕ(dI,J) ∈ R[T1, . . . , Ts].

If R is an integral domain, ϕ can be chosen such that δ is a prime element in R[T1, . . . , Ts].
In this case ∆r

n×m,R is birationally isomorphic to AsR.
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(16.8) Finiteness properties of determinantal schemes (Chapter 10).

Proposition 16.27. The structure morphism ∆r
E→F → S is of finite presentation.

Proof. The property “of finite presentation” is local on the target. Thus we may assume
that S = SpecR is affine and that E = Om

S and F = On
S . But then ∆r

E→F = ∆r
n×m,R is

an affine R-scheme which is defined in Mn×m,R ∼= AnmR be finitely many equations. Thus
∆r

E→F is of finite presentation.

Remark 16.28. If S = SpecR is affine and R is an R0-algebra for some ring R0 (e.g.,
R0 = Z), then R is the inductive limit of the finitely generated R0-subalgebras Rλ.
Let S0 = SpecR0 and Sλ = SpecRλ and sλ : S → Sλ be the canonical morphism. By
Theorem 10.60 there exists an index λ and finite locally free OSλ-modules Eλ and Fλ

such that s∗λEλ
∼= E and s∗λFλ

∼= F . Thus we have an isomorphism of S-schemes

∆r
Eλ→Fλ

×Sλ S ∼= ∆r
E→F .

(16.9) Determinantal schemes, Flattening stratification, and Fitting stratifi-
cation (Chapter 11).

Let S be a scheme. The flattening stratification of an OS-module H can also be expressed
using determinantal schemes – at least if H is of finite presentation.

Let H be an OS-module and assume that there exists an exact sequence of OS-modules

(16.9.1) E
u−→ F →H → 0,

where E and F are finite locally free OS-modules of constant rank. This implies that
H is of finite presentation and in particular quasi-coherent. Conversely if H is of finite
presentation, then such a sequence exists whenever S is affine.

The morphism u corresponds to an S-scheme morphism iu : S → Hom(E ,F ) (16.7.1).
Let 0 ≤ r ≤ rk(F ) =: n be an integer. We consider the determinantal schemes ∆n−r

E→F
and 0∆n−r

E→F as subschemes of finite presentation of Hom(E ,F ). We set

F≥r(u) := i−1
u (∆n−r

E→F ), F=r(u) := i−1
u (0∆n−r

E→F ).

Then F≥r(u) is a closed subscheme of finite presentation of S. Moreover F=r(u) :=
F≥r(u) \ F≥r+1(u) is open in F≥r(u). We think of F≥r(u) (resp. F=r(u)) as the locus in
S, where Coker(u) = H has rank ≥ r (resp. = r).

Let us make this more precise. By the definition of 0∆r
E→F (16.6.3), a morphism

f : T → S of schemes factors through F=r(u) if and only if the cokernel of f∗(u) is
locally free of rank r. But Coker(f∗(u)) = f∗H . Thus F=r(u) is part of the flattening
stratification for H (Section (11.8))

F=r(u) = F=r(H ).

In particular, the subscheme F=r(u) depends only on H and not on the choice of the
presentation (16.9.1). The same assertion is true for the closed subschemes F≥r(u):
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Lemma 16.29. Let E ′
u′−→ F ′ →H → 0 be a second presentation of H by finite locally

free modules. Then F≥r(u) = F≥r(u
′).

Proof. The equality of subschemes can be checked locally and thus we may assume that
S = SpecR, H = P̃ , E = M̃ , F = Ñ , E ′ = M̃ ′, F ′ = Ñ ′, where M = Rm, N = Rn,
M ′ = Rm

′
, N ′ = Rn

′
are free R-modules. Then u and u′ are given by linear maps A

and A′ with A ∈Mn×m(R) and A′ ∈Mn′×m′(R), where we identify linear maps between
standard free modules and matrices. We obtain exact sequences of R-modules

Rm
A−→ Rn

g−→ P → 0, Rm
′ A′−→ Rn

′ g′−→ P → 0.

Let B : Rn
′ → Rn and B′ : Rn → Rn

′
be linear maps with g′ = gB and g = g′B′. Then

C :=

(
In 0
B′ In′

)(
In −B
0 In′

)
defines an automorphism of Rn ⊕Rn′ such that the following diagram commutes

Rm ⊕Rn′
A⊕In′ // Rn ⊕Rn′

(g,0) //

C
��

P // 0

Rn ⊕Rm′ In⊕A
′
// Rn ⊕Rn′

(0,g′) // P // 0.

The ideal generated by the (n− r)-minors of A is the same as the ideal generated by the
(n+ n′ − r)-minors of A⊕ In′ and hence F≥r(A) = F≥r(A⊕ In′). Similarly, we see that
F≥r(A

′) = F≥r(In⊕A′). Moreover, the ideal generated by the (n+n′−r)-minors of A⊕In′
is also the ideal generated by all (n+n′−r)-minors of all matrices (dij)1≤i≤n+n′−r,1≤j≤n+n′ ,
where di = (di,1, . . . , di,n+n′) are vectors of Ker(g, 0) for i = 1, . . . , n+n′−r. Similarly, the
ideal generated by the (n+n′−r)-minors of In⊕A′ can be described via (n+n′−r)-tuples
of vectors in Ker(0, g′). As C induces an isomorphism Ker(g, 0)

∼→ Ker(0, g′), we find
F≥r(A⊕ In′) = F≥r(In ⊕A′).

For every morphism f : T → S we have f−1(F≥r(u)) = F≥r(f
∗u) because the formation

of determinantal schemes is compatible with base change. In particular we have for every
open subscheme U of S an equality F≥r(u) ∩ U = F≥r(u|U ) of closed subschemes of U .
This shows the following result.

Proposition 16.30. Let S be a scheme and let H be an OS-module of finite presenta-
tion.
(1) For every integer r ≥ 0 there exists a unique closed subscheme F≥r(H ) of S such that

for all open subschemes U of S and for all exact sequences E
u−→ F →H |U → 0 of

OU -modules, where E and F are finite locally free, one has F≥r(H ) ∩ U = F≥r(u).
(2) One has a chain of closed subschemes of finite presentation

(16.9.2) . . . ⊆ F≥r(H ) ⊆ F≥r−1(H ) ⊆ . . . ⊆ F≥0(H ) = S

and F=r(H ) = F≥r(H ) \ F≥r+1(H ).
(3) For every morphism f : T → S of schemes one has

f−1(F≥r(H )) = F≥r(f
∗H ).
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For r ≥ 0 we also write F>r(H ) instead of F≥r+1(H ). The quasi-coherent ideal of
OS corresponding to the closed subscheme F>r(H ) is called the r-th Fitting ideal of H
and is denoted by Fittr H . If S = SpecR is affine and H = P̃ for an R-module of finite
presentation, Fittr P denotes the ideal of R corresponding to Fittr H ⊆ OS . We call
the chain of closed subschemes (16.9.2) the Fitting stratification of S with respect to H .
There is an equality of closed subsets of S

F>rH = { s ∈ S ; dimκ(s) H (s) > r } = V (Ann(

r+1∧
H )).

Thus the radicals of the ideals Fittr H and Ann(
∧r+1 H ) are equal. In fact, it can be

shown (e.g., [BE]) that

Ann(

r+1∧
H )n−r+1 ⊆ Fittr H ⊆ Ann(

r+1∧
H ),

where n ≥ 0 is an integer such that there exists an open covering (Ui) of S and a surjection
On
Ui
�H |Ui for all i (such an n need not exist if S is not quasi-compact; in this case we

set Ann(
∧r+1 H )n−r+1 = 0).

Remark 16.31. The fact that F>r−1H \F>rH is F=rH of the flattening stratification
can be expressed as follows. For every morphism f : T → S the inverse image f∗H is
locally free of rank r if and only if f∗(Fittr H ) = OT and f∗(Fittr−1 H ) = 0.

For finitely generated modules M over a principal ideal domains the Fitting ideals
determine the elementary divisors of M and hence the isomorphism class of M (Exer-
cise 16.4). Over more general rings this does not hold: All finitely generated projective
modules of a fixed rank have the same Fitting ideals. But even if R is a ring, where all
finitely generated projective modules are free, the Fitting ideals of M do not determine
M up to isomorphism in general.

(16.10) Divisor class group of determinantal schemes (Chapter 11).

Let k be a field, let n,m and 0 < r < min(n,m) be integers, and let ∆ = ∆r
n×m,k be the

corresponding determinantal scheme. Fix subsets J ⊆ {1, . . . ,m} and I ⊆ {1, . . . , n} with
#I = #J = r. We use the notation of Remark 16.26. Let dI,J : ∆→ A1

k be the function
on ∆ that sends a matrix A to the determinant of the submatrix AI,J . Then the principal
open subscheme ∆[d−1

I,J ] of ∆, where dI,J is invertible, is YI,J . By Remark 16.26 there is an

isomorphism ∆[d−1
I,J ] ∼= Spec k[T1, . . . , Ts][δ

−1] which sends dI,J to δ. As k[T1, . . . , Ts][δ
−1]

is a factorial ring (Proposition B.75 (1)), we have by Example 11.44

Pic(∆[d−1
I,J ]) = Cl(∆[d−1

I,J ]) = 0.

All irreducible components X1, . . . , Xt of the closed subscheme V (dI,J) of ∆ have codi-
mension 1 (Theorem 5.32). Thus Proposition 11.42 tells us that there is a surjection

π :

t⊕
i=1

Z[Xi]� Cl(∆).

We want to determine t and the kernel of π. Before giving the answer to this in general,
we calculate an explicit example.
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Example 16.32. Consider the case m = n = 2 and r = 1. Then ∆ = SpecB with
B := k[a, b, c, d]/(ad − bc). We choose J = I = {1} and thus dI,J = a. Thus V (dI,J) =
SpecB/(a) = Spec k[b, c, d]/(bc) and we see that V (dI,J ) has two irreducible components,
namely the vanishing scheme X1 := V (a, b) of the ideal generated by the 1-minors in
the same row as a and the vanishing scheme X2 := V (a, c) of the 1-minors in the same
column as a. Each of them is isomorphic to A2

k. In Z1(∆) we have

[X1] + [X2] = cyc(dI,J)

which is zero in Cl(∆). This is the only relation: Assume that λ1[X1] + λ2[X2] = cyc(f)
in Z1(∆) for λ1, λ2 ∈ Z and some f ∈ K(∆)×. As [X1] and [X2] are in the kernel of
Z1(∆)→ Z1(∆[a−1]), the image of cyc(f) in Z1(∆[a−1]) is zero, i.e., f is a unit in B[1/a].
But in this case the isomorphism (16.7.11) takes the form

ϕ : B[1/a]
∼→ k[a, b, c][1/a]

Thus (after possibly multiplying f with some nonzero element in k) we find f = aµ for
some µ ∈ Z. Therefore we have in Z1(∆)

λ1[X1] + λ2[X2] = cyc(f) = µ cyc(a) = µ([X1] + [X2])

and hence λ1 = λ2 = µ. This shows Cl(∆) = Z[X1] = Z[X2] ∼= Z.

For arbitrary m,n, 0 < r < min(m,n), and I, J we obtain a similar result (although
the calculations are much more involved, see [BV] §8): Let X1 be the vanishing scheme in
∆ where all r-minors of the (r ×m)-submatrix with rows in I vanish, and let X2 be the
vanishing scheme in ∆ where all r-minors of the (n × r)-submatrix with columns in J
vanish. Then X1 and X2 are integral subschemes of ∆ of codimension 1, and they are the
irreducible components of V (dI,J). There is an exact sequence of free abelian groups

(16.10.1) 0→ Z([X1] + [X2]) −→ Z[X1]⊕ Z[X2]
π−→ Cl(∆)→ 0.

In particular Cl(∆) ∼= Z.

(16.11) Affineness of ∆ and 0∆ (Chapter 12).

Let S be a scheme, let E and F be finite locally free OS-modules and let r ≥ 0 be an
integer. For every S-scheme h : T → S there are functorial bijections

HomS(T,V(E ⊗F∨))
(11.3.4)

= Γ(T, h∗(E ∨ ⊗F ))
(7.5.4)

= HomOT (h∗E , h∗F ).

Thus we can identify the S-scheme Hom(E ,F ) (16.7.1) with the quasi-coherent bundle
V(E ⊗F∨). As E ⊗F∨ is finite locally free, Hom(E ,F ) is a vector bundle over S.

In particular, Hom(E ,F ) and its closed subscheme ∆r
E→F are affine over S. Thus

∆r
E→F

∼= Spec(Sym(E ⊗F∨)/Ir+1),

where Ir+1 is a quasi-coherent ideal of the quasi-coherent OX -algebra Sym(E ⊗F∨).
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The open subscheme 0∆r
E→F is only affine over S in trivial cases. If E and F are of

constant rank m and n, respectively, and 0 < r < min(m,n), then 0∆r
E→F is not affine

over S. Indeed if this was the case, then the open immersion 0∆r
E→F ↪→ ∆r

E→F would
be affine by Proposition 12.3 (3). As the property “affine” is stable under base change
Spec k → S, where k is a field, and as the formation of the determinantal schemes are
compatible with base change, this would imply that 0∆ := 0∆r

n×m,k ↪→ ∆ := ∆r
n×m,k is

affine and hence that 0∆ is an open affine subscheme of ∆. But the complement of 0∆r
n×m,k

in ∆r
n×m,k is ∆r−1

n×m,k which is closed and irreducible of codimension ≥ 3 (16.5.1). As ∆

is normal (Remark 16.14), the restriction map Γ(∆,O∆)→ Γ(0∆,O∆) is an isomorphism
by Theorem 6.45. Thus if 0∆ was affine, the inclusion 0∆ ↪→ ∆ would be an isomorphism;
contradiction. In fact, it is not necessary to use that ∆ is normal, to obtain a contradiction
(see Exercise 12.18).

(16.12) Projective determinantal schemes (Chapter 13).

If E and F are (globally) free modules over a scheme S of constant rank, we defined
in Section (16.3) “projective variants” ∆r

n×m,+,S of ∆r
n×m,S . We will now globalize this

construction to arbitrary finite locally free OS-modules.
As remarked in Section (16.11) we have ∆r

E→F = Spec A , where A is the quotient
of the graded quasi-coherent OS-algebra Sym(E ⊗F∨) by a quasi-coherent ideal Ir+1.
We claim that Ir+1 is homogeneous. Indeed, this can be checked locally on S and
thus we may assume S = SpecR affine and E = Om

S , F = On
S for integers n,m ≥ 0.

Identifying Sym E ⊗F∨ with the quasi-coherent graded algebra corresponding to the
R-algebra R[(Tij)1≤i≤n,1≤j≤m], the quasi-coherent ideal Ir+1 corresponds to the ideal
Ir+1 generated by the (r + 1)-minors of the (n×m)-matrix whose (i, j)-th component
is Tij (16.2.1). This shows the claim. Thus A is a graded quasi-coherent OS-algebra.
Clearly, A is generated by A1, and A1 is an OS-module of finite type (because the same
assertions hold for Sym(E ⊗F∨)). We set

(16.12.1) ∆+ := ∆r
E→F ,+ := Proj A .

Then, using the language introduced in Section (13.9), ∆ is the affine cone of ∆+. We
call these scheme projective determinantal schemes .

The surjection Sym(E ⊗F∨)� A yields a closed immersion ∆+ ↪→ P(E ⊗F∨). Thus
we see:

Proposition 16.33. The S-scheme ∆+ is projective over S. In particular it is proper
over S.

(16.13) Flatness of determinantal schemes (Chapter 14).

Let S be a scheme, let E and F be finite locally free OS-modules and let r ≥ 0 be an
integer. Let ∆ := ∆r

E→F be the corresponding determinantal scheme and ∆+ := ∆r
E→F ,+

be its projective variant.

Proposition 16.34. The schemes ∆ and ∆+ are flat over S.

Proof. We first show that ∆ is flat over S. We may work locally on S and can thus assume
that ∆ = ∆r

n×m,R for a ring R. As ∆r
n×m,R = ∆r

n×m,Z ⊗Z R and flatness is compatible
with base change, we may assume R = Z. By Proposition 14.3 (5) we may replace Z
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by Z(p) for some prime number p. Thus we may assume that R is a discrete valuation
ring. Let s ∈ S = SpecR be the special point and η ∈ S be the generic point and let ∆s

and ∆η be the special and the generic fiber, respectively. The special fiber ∆s is integral
(Remark 16.8). Thus by Proposition 14.17 it suffices to show that the generic point ξ of
∆s lies in the closure of ∆η. But ξ lies in the open subscheme 0∆r

n×m,R which is smooth
(Corollary 16.23) and in particular flat (Theorem 14.24). Thus ξ is even in the closure of
the generic fiber of 0∆r

n×m,R.

The S-scheme ∆ is the affine cone of ∆+. As ∆ is flat over S, the pointed affine cone ∆0

is also flat over S. The projection ∆0 → ∆+ is smooth and surjective (Remark 13.38) and
in particular faithfully flat (Theorem 14.24). Therefore ∆+ is flat over S by Corollary 14.12.

In fact, a more constructive study of determinantal schemes shows that ∆r
n×m,R =

SpecB, where B is an R-algebra which is free as R-module (and in particular flat over
R); see [BV] Theorem (5.3).

Corollary 16.35. Let S be locally noetherian. If S is reduced (resp. irreducible, resp. nor-
mal, resp. Cohen-Macaulay), then ∆r

E→F and ∆r
E→F ,+ are reduced (resp. irreducible,

resp. normal, resp. Cohen-Macaulay).

Proof. If the affine cone ∆ = ∆r
E→F has any of the above properties, the same holds

for ∆r
E→F ,+ by Remark 14.62. The structure morphism f : ∆ → S is flat and of finite

presentation and hence open. Replacing S by its image, we may assume that f is
faithfully flat. All fibers of f are normal, Cohen-Macaulay and geometrically integral
(Remark 16.14 and Remark 16.8). Thus the corollary follows from Proposition 14.59 and
Remark 14.61.

Example 16.36. Let σ : P(E ) ×S P(F∨) → P(E ⊗ F∨) be the Segre embedding
(Section (8.8.6) and Remark 8.19). Clearly σ factors through ∆1

E→F ,+. In fact σ yields an

isomorphism σ′ : P(E )×SP(F∨)
∼→ ∆1

E→F ,+. Indeed, we know the result already if S is the
spectrum of a field (Example 16.7). As the formation of σ and the determinantal scheme is
compatible with base change, this implies that σ′ is an isomorphism on all fibers over S. But
P(E )×SP(F∨) is proper and flat over S (Corollary 13.42 and Example 14.2) and ∆1

E→F ,+

is proper over S (Proposition 16.33). Thus σ′ is an isomorphism by Proposition 14.28.

Cubic surfaces and a Hilbert modular surface

In this part of the example chapter we study some surfaces: cubic surfaces (starting
with the Clebsch cubic surface) and an example of a Hilbert modular surface. See [Ha3]
V.4, [Bea] Chapter IV, [Ge], [Hu].

In this example k will always denote a field. For simplicity we assume that k is
algebraically closed of characteristic zero although most arguments are also valid for fields
of characteristic > 5.



526 16 Examples

Figure 16.1: A picture of the (points in R3 of) the Clebsch cubic surface. On the right,
the 27 lines are marked.

(16.14) The Clebsch cubic surface (Chapter 1).

Let

C := V+(X0 +X1 +X2 +X3 +X4, X
3
0 +X3

1 +X3
2 +X3

3 +X3
4 ) ⊂ P4(k).

The variety C is named the Clebsch cubic surface surface after A. Clebsch who studied it
around 1870. Since V+(X0 +X1 +X2 +X3 +X4) ∼= P3(k), we can also consider C as a
closed subset, defined by one homogeneous polynomial of degree 3, in P3(k):

C ∼= V+(X3
0 +X3

1 +X3
2 +X3

3 − (X0 +X1 +X2 +X3)3) ⊂ P3(k).

The open subsets D+(X0 +X1 +X2 +X3 −Xi), i = 0, . . . , 3, cover P3(k), so to check
that C is a projective variety (i.e., that C is irreducible), it is enough to check, for each i,
that

C ∩D+(X0 +X1 +X2 +X3 −Xi) ⊂ D+(X0 +X1 +X2 +X3 −Xi) ∼= A3(k)

is an affine variety. We check that it is defined by an irreducible polynomial. By symmetry,
it is enough to consider the case i = 0. (As coordinates on D+(X1 +X2 +X3) ∼= A3(k)
we take X0

X1+X2+X3
, X1

X1+X2+X3
, X2

X1+X2+X3
.) The dehomogenization amounts to setting

X1 +X2 +X3 = 1, so the polynomial we have to consider is

f0 = X3
0 +X3

1 +X3
2 + (1−X1 −X2)3 − (X0 + 1)3 = −3

(
(X0 +

1

2
)2 − g

)
where

g = (X2 −
1

2
)2 − (X2 − 1)X2

1 − (X2
2 − 1)2X1 ∈ k[X1, X2].

Since g is not a square in k[X1, X2], it follows that f0 is irreducible.
Let ζ ∈ k be a primitive 5-th root of unity. The k-variety C contains the following 27

lines in P4(k) (and similarly, via the identification V+(X0 +X1 +X2 +X3 +X4) ∼= P3(k),
contains 27 lines of P3(k)):
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(1) The line V+(X0, X1+X2, X3+X4) and all its images under the action of the symmetric
group S5 by permutation of the coordinates. These are 15 lines altogether.

(2) The line through (1 : ζ : ζ2 : ζ3 : ζ4) and (1 : ζ−1 : ζ−2 : ζ−3 : ζ−4), and all its images
under the action of the symmetric group S5 by permutation of the coordinates. These
are 12 lines altogether.

These containments are easily checked in terms of the explicit equations of C. In fact,
the lines in this list are the only ones on C:

Theorem 16.37. The Clebsch cubic surface C contains precisely these 27 lines.

See also Corollary 16.42 which shows that there are only finitely many lines on any
“smooth” cubic surface. For the notion of smoothness, we refer to Chapter 6. Compare also
the discussion in Section (16.22). Note that the situation is much different for quadrics in
P3(k): Every quadric in P3(k) contains infinitely many lines, see Exercise 4.19.

One checks easily that there exist precisely 10 points in C which lie on 3 of the lines.
These points are called Eckardt points .

(16.15) A Hilbert modular surface (Chapter 5).

Another example that we study is a special case of a Hilbert modular surface. We will
explain this terminology in Section (16.33). Here we define H simply via equations:

H := V+(σ2, σ4) ⊂ P4
k,

where σi denotes the i-th elementary symmetric polynomial in X0, . . . , X4 (which we use
as homogeneous coordinates on P4

k), i.e.,

σ2 =
∑

0≤i<j≤4

XiXj

σ4 =X1234 +X0234 +X0134 +X0124 +X0123,

where we use X1234 as a short-hand notation for X1X2X3X4 etc.
If σ2 were reducible, then it would be the product of two linear polynomials, and it is

easy to see that this is not the case. Therefore V+(σ2) is integral and has dimension 3.
By Proposition 5.40, it follows that every irreducible component of H has dimension 2.
In fact, we have

Proposition 16.38. The k-scheme H is irreducible.

Proof. We denote by C = V (σ2, σ4) ⊂ A5
k the cone over H. The morphism C \ {0} → H

induces a bijection of the sets of irreducible components. It follows that every irreducible
component of C is 3-dimensional, and that it is enough to show that C is irreducible.

Consider the morphism

f : C → A3, (x0, . . . , x4) 7→ (σ1(x), σ3(x), σ5(x)).

The morphism f is surjective, and all fibers of f are finite sets. In fact, more is true:
The theory of elementary symmetric polynomials shows that the k-algebra extension
k[σ1, . . . , σ5] ⊂ k[X0, . . . , X4] is finite, and hence the homomorphism k[σ1, σ3, σ5] →
k[X0, . . . , X4]/(σ2, σ4) which is precisely the homomorphism corresponding to f , is fi-
nite too. It follows that for every irreducible component C ′ ⊆ C, the homomorphism
k[σ1, σ3, σ5]→ Γ(C ′) is finite, so that dim f(C ′) = 3 by Proposition 5.12. In other words,
the generic point of C ′ maps to the generic point η of A3

k.
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It is therefore enough to show that the generic fiber f−1(η) of f is irreducible. This
fiber is the spectrum of the ring

k(T1, T2, T3)⊗k[T1,T2,T3] k[X0, . . . , X4]/(σ2, σ4),

where the homomorphism k[T1, T2, T3]→ k[X0, . . . , X4]/(σ2, σ4) is the one corresponding
to f , i.e., T1 7→ σ1, T2 7→ σ3, T3 7→ σ5.

This ring is a localization of the ring k[X0, . . . , X4]/(σ2, σ4), and in the localization,
we can rewrite the equations σ2 = σ4 = 0 as

X0 = −(σ′1)−1σ′2, X0 = −(σ′3)−1σ′4,

where σ′i denotes the i-th elementary symmetric polynomial in X1, . . . , X4. This shows
that the ring in question is isomorphic to a localization of

k[X1, X2, X3, X4]/(σ′3σ
′
2 − σ′1σ′4)

Thus it is sufficient to show that the latter ring is a domain, or in other words that the
polynomial σ′3σ

′
2 − σ′1σ′4 is irreducible. Viewing it as a quadratic polynomial in X1, this

irreducibility can be checked without too much difficulty.

(16.16) The Clebsch cubic surface as a smooth k-scheme (Chapter 6).

The computations in Section (16.14) show that the Clebsch cubic surface C = V+(X0 +
X1 + X2 + X3 + X4, X

3
0 + X3

1 + X3
2 + X3

3 + X3
4 ) ⊂ P4

k is given in P3
k as the vanishing

scheme of one irreducible homogeneous polynomial. Therefore C is an integral k-scheme
and it follows from Proposition 5.40 that C has dimension 2.

Then C is smooth over k: In fact, the points where the smoothness condition is
violated are the points in C ∩ V+(3X2

i − 3X2
j ; i 6= j), and this set is empty; in fact, even

V+(X0 + · · ·+X4) ∩ V+(3X2
i − 3X2

j ; i 6= j) = ∅.

(16.17) Lines on smooth cubic surfaces (Chapter 6).

A cubic surface is a hypersurface of P3
k defined by a homogeneous polynomial f 6= 0 of

degree 3.

Proposition 16.39. Let S ⊂ P3
k be a smooth cubic surface. Let h be a linear polynomial

in the homogeneous coordinates on P3
k, defining a hyperplane H = V+(h). Then the

schematic intersection V+(f, h) of S and H is reduced. In other words, it is defined
(inside H ∼= P2

k) by a cubic polynomial which is either irreducible, or has a linear and an
irreducible quadratic factor, or has three distinct linear factors.

Proof. Let W,X, Y, Z be the homogeneous coordinates on P3
k. The intersection V+(f, h)

is given, inside H, by a polynomial of degree 3. If this polynomial is not reduced, then it
must have a multiple linear factor. This linear factor corresponds to a line L ⊂ V+(f, h).
After a change of coordinates, we may assume that h = W , and that L = V+(W,X).
Write f = g1(X,Y, Z)+Wg2(W,X, Y, Z). The above condition translates to the condition
that X2 divides g1.
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In this situation, one easily checks that all points of V+(W,X, g1) are singular points of
S. This is a contradiction to the assumption that S is smooth over k, because V+(W,X, g1)
is the zero locus of a homogeneous polynomial of degree 2 in V+(W,X) ∼= P1

k, and hence
is non-empty.

Corollary 16.40. Let S ⊂ P3
k be a smooth cubic surface. Let s ∈ S be a closed point of

S. Then there exist at most 3 lines of P3
k which contain s and are contained in S. If there

are two or three such lines, then they are coplanar, i.e., they all lie in some hyperplane of
P3
k.

Proof. Let T = Tx(S ⊂ P3
k) be the projective tangent space of S in the point s (Sec-

tion (6.7)). Because S is smooth of dimension 2, this is a 2-dimensional linear subspace
of P3

k. Every line containing s and contained in S gives rise to a line in the hyperplane
T ⊂ P3

k. This proves that all such lines are coplanar, and Proposition 16.39 shows that
there are at most 3 lines in S ∩ T .

Lemma 16.41. Let S ⊂ P3
k be a smooth cubic surface. Let L ⊂ S be a line. Then there

exist precisely 5 hyperplanes H ⊂ P3
k such that L ⊂ H and that H ∩ S is the union of

three different lines.

Proof. To ease the notation, we use W , X, Y , Z as homogeneous coordinates on P3
k. After

a change of coordinates, we may assume that the line L is given as L = V+(Y,Z). Let
f be a homogeneous polynomial with S = V+(f). Since L ⊂ S by assumption, Y or Z
occur in every monomial in f , so we can write

f = AW 2 + 2BWX + CX2 + 2DW + 2EX + F,

where A,B,C,D,E, F ∈ k[Y,Z] and A,B,C are linear, D,E are quadratic, and F is
cubic.

All hyperplanes H ⊂ P3
k containing L are of the form H = V+(αY − βZ). Let us first

assume that β 6= 0; then we can even assume that β = 1, i.e., H = V+(αY − Z) ∼= P2
k,

where we can use W,X, Y as homogeneous coordinates in P2, and S ∩H is defined inside
H by the cubic polynomial

fH := A(Y, αY )W 2 + 2B(Y, αY )WX + C(Y, αY )X2

+ 2D(Y, αY )W + 2E(Y, αY )X + F (Y, αY )

= Y
(
A(1, α)W 2 + 2B(1, α)WX + C(1, α)X2

+ 2D(1, α)WY + 2E(1, α)XY + F (1, α)Y 2
)
.

Since the polynomials A, . . . , E are homogeneous, we can conclude that for (α : β) ∈ P1(k)
the intersection H ∩ S consists of three lines if and only if the quadric V+(q) is the union
of two lines, where

q = A(β, α)W 2 + 2B(β, α)WX+C(β, α)X2 + 2D(β, α)WY + 2E(β, α)XY +F (β, α)Y 2.

This statement even holds without the assumption that β 6= 0. By Proposition 16.39,
V+(q) is reduced, so it is singular if and only if it is the union of two distinct lines. Now q
is singular if and only if the matrix of the corresponding bilinear form does not have full
rank, cf. Example 6.16 (3). This means that the set of points (α : β) ∈ P1(k) such that
the intersection H ∩ S is singular is precisely the zero set of the polynomial
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∆ = det

 A B D
B C E
D E F

 ∈ k[Y, Z].

Note that ∆ is homogeneous of degree 5. Thus we have to show that V+(∆) ⊂ P1
k consists

of precisely 5 points, or in other words, that ∆ does not have a double zero. To do so, we
have to use the assumption that S is smooth.

Let us consider a zero of the polynomial ∆. After another change of coordinates, we
may assume that the zero is given by Z = 0, i.e., (β : α) = (1 : 0), H = V+(Z). We
have to show that ∆ is not divisible by Z2. Let P ∈ P3(k) be the singular point of
V+(q) ⊂ H ⊂ P3

k. First assume that P ∈ L, i.e., all the three lines which make up H ∩ S
go through the point P . We can then change coordinates such that q = X2 + Y 2 (so
P = (1 : 0 : 0 : 0)). This means that A, B, D, and E are all divisible by Z, but C and F
are not. We obtain that

∆ ≡ ACF 6≡ 0 mod Z2.

Similarly, if P /∈ L, then we may assume that q = WX (so P = (0 : 0 : 1 : 0)), and

∆ ≡ B2F mod Z2.

Here B is not divisible by Z, and since P is a smooth point of S, we have that F is not
divisible by Z2. The lemma is proved.

With the notation of the lemma, we obtain that there exist exactly 10 lines contained in
S which meet L (and are different from L). They can be numbered as 5 pairs (Li, L

′
i) of

lines, i = 1, . . . , 5, such that for all i the lines L, Li, L
′
i are coplanar (i.e., the intersection

of the i-th hyperplane of the lemma is L ∪ Li ∪ L′i), and that for i 6= j we have

(Li ∪ L′i) ∩ (Lj ∪ L′j) = ∅.

From this point, by a mostly combinatorial argument, one can prove that S contains
exactly 27 lines; see [Bea] Ch. IV. We content ourselves with the following result:

Corollary 16.42. Let S ⊂ P3
k be a smooth cubic surface. Then S contains at most finitely

many lines of P3
k.

Proof. Assume that L1 is a line contained in S. (If no such line exists, then the statement
of the corollary is satisfied. But in fact, we will see in Theorem 16.45 that every smooth
cubic hypersurface contains a line.) Lemma 16.41 implies that there exists a hyperplane
H ⊂ P3

k such that the intersection H ∩ S is the union of three distinct lines L1, L2, L3.
Every line of P3

k meets H, therefore every line L ⊂ S meets at least one of L1, L2, L3.
It is therefore enough to show that there exist only finitely many lines in S which meet
L1. But we know from Lemma 16.41 that there are only finitely many hyperplanes in P3

k

which contain L1 and another line of S.

(16.18) Singularities of the Hilbert modular surface H (Chapter 6).

We want to describe the singular points of H = V+(σ2, σ4) ⊂ P4
k, where σi denotes the i-th

elementary symmetric polynomial in X0, . . . , X4. We introduce some further notation:
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σi2 =
∑

0≤a<b≤4
a,b/∈{i}

XaXb, σij2 =
∑

0≤a<b≤4
a,b/∈{i,j}

XaXb

To determine the singular points of H, we compute the partial derivatives

∂σ2

∂Xi
= σ1 −Xi

∂σ4

∂Xi
= σ3 −Xiσ

i
2

and the (2× 2)-minors of the Jacobian matrix. The minor corresponding to the columns
i, j is

Mij =
∂σ2

∂Xi

∂σ4

∂Xj
− ∂σ2

∂Xj

∂σ4

∂Xi

= (σ1 −Xi)(σ3 −Xjσ
j
2)− (σ1 −Xj)(σ3 −Xiσ

i
2)

= (Xj −Xi)(σ3 − σ1σ
ij
2 −Xij(σ1 −Xi −Xj))

= (Xj −Xi)((Xj − σ1)X2
i + (Xj − σ1)2Xi + σ3 − σ1σ

j
2),

where we have written σi2 = σij2 + Xj(σ1 −Xi −Xj), and similarly for σj2, to get from
the second to the third line. Note that by Example 6.16 (2) we can in fact compute the
singular locus by using the homogeneous equations defining H.

The singular locus ofH is the set V+(Mij , i, j)∩H. Now consider x1, . . . , x4 ∈ k such that
x = (x0 : · · · : x4) ∈ X(k) is a singular point of H. Write σ1(x) := σ1(x0, . . . , x4) =

∑
xi;

with analogous notation we have σ3(x), and σ2(x) = 0. Because σ2(x) = 0, the xi cannot
be all equal; in particular, there exists j with xj 6= σ1(x), and by symmetry we may
assume that j = 0. Since the chosen point is assumed to be singular, in particular all
the minors Mi0, i = 1, . . . , 4 vanish. Now if i ∈ {1, . . . , 4} with xi 6= x0, then Mi0(x) = 0
implies that xi is a zero of the quadratic polynomial

(x0 − σ1(x))T 2 + (x0 − σ1(x))T + σ3(x)− σ1(x)σ0
2(x) ∈ k[T ].

This polynomial can have at most two distinct zeros, and we conclude that the set
{x0, x1, x2, x3, x4} has at most three elements.

Now we distinguish cases: If three of the coordinates of x are equal, then it is easy to
see that we must have x ∈ S, where

S := {(1 : 0 : 0 : 0 : 0), (0 : 1 : 0 : 0 : 0), (0 : 0 : 1 : 0 : 0), (0 : 0 : 0 : 1 : 0), (0 : 0 : 0 : 0 : 1)},

and these five points are easily seen to lie in V+(Mij , i, j)∩H, so they are singular points
of H.

Otherwise, we may assume, after possibly renumbering again, that x0 = x1, x2 = x3.
One shows by an explicit computation that V+(X0−X1, X2−X3)∩V+(Mij , i, j)∩H = ∅,
so this case does not contribute any singular points. Therefore we see that

Hsing := H \Hsm = S.
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In particular, we see that the singular locus of H is 0-dimensional. In other words, H is
regular in codimension 1, and we can use this to show that H is a normal variety. In fact,
we know that H is of dimension 2 and is defined by 2 equations in P4

k. For the local rings
of H, this means that they are quotients of a 4-dimensional regular local ring by an ideal
generated by 2 elements. These 2 elements form a regular sequence because of dimension
reasons. By Proposition B.86, all the local rings are Cohen-Macaulay rings. Therefore it
follows from Serre’s criterion for normality, Proposition B.81, that H is normal.

(16.19) Smooth cubic surfaces are rational (Chapter 9).

Lemma 16.43. Let S ⊂ P3
k be a smooth cubic surface which contains a line of P3

k. Then
S contains two disjoint lines of P3

k.

Proof. Let L ⊂ S be a line. By Lemma 16.41 we find two hyperplanes H1, H2 ⊂ P3
k which

contain L and intersect S in three lines. Pick lines Li ⊂ Hi ∩ S, i = 1, 2, which are lines
different from L. Because of Proposition 16.39 we have L ∩L1 ∩L2 = ∅. Furthermore, for
i ∈ {1, 2}, L and any point of Li \ L spans Hi, so the assumption that H1 6= H2 implies
that L1 ∩ L2 = ∅.

Proposition 16.44. Let S ⊂ P3
k be a smooth cubic surface. Then S is rational, i.e., S

and P2
k are birationally equivalent.

Proof. Let L1, L2 ⊂ S be disjoint lines of P3
k. Clearly it is enough to prove that S and

L1 × L2
∼= P1

k × P1
k are birationally equivalent (Exercise 9.18). We begin by constructing

a rational map ϕ : S 99K L1 × L2. For every closed point x ∈ P3
k \ (L1 ∪ L2), the plane

generated by x and L2 meets L1 in a unique point ϕ1(x), and symmetrically, the plane
generated by x and L1 meets L2 in a unique point ϕ2(x). Computing these intersection
points in terms of equations of S, L1, L2, one sees that their coordinates are given by
rational functions, so that we obtain a morphism

P3
k \ (L1 ∪ L2)→ L1 × L2, x 7→ (ϕ1(x), ϕ2(x)).

By restriction we get the desired rational map ϕ : S 99K L1 × L2.
Now we construct a rational map ψ : L1 × L2 99K S. Given p1 ∈ L1(k), p2 ∈ L2(k),

let L ⊂ P3
k be the unique line through p1 and p2. There exist only finitely many lines

contained in S (Corollary 16.42) and therefore except for finitely many pairs (p1, p2), the
line L is not contained in S. This means that L ∩ S is given inside L ∼= P1

k as the zero set
of a non-vanishing homogeneous polynomial of degree 3, i.e., L meets S in three points
p1, p2 and ψ(p1, p2). (We count the intersection points with multiplicities.)

It is clear that ϕ and ψ are inverse to each other where they are defined.

The domain of definition of P3
k 99K L1 × L2 is P3

k \ (L1 ∪ L2), but one can show that
the map ϕ : S 99K L1 × L2 extends to a morphism S → L1 × L2.

(16.20) Picard group of the Clebsch cubic surface (Chapter 11).

Each of the 27 lines on the Clebsch cubic surface C is a divisor on C, and we obtain a map
Z27 → Pic(C). One can show that this homomorphism is surjective. It is not injective,
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however: Assume that H1, H2 ⊂ P3
k are different hyperplanes which each intersect C in

the union of three lines L1j resp. L2j , j = 1, 2, 3 (compare Proposition 16.39). In the
case at hand, we could take H1 = V+(X0), H2 = V+(X1), for instance, but the same
argument applies to every smooth cubic surface. Then the divisors [L11] + [L12] + [L13]
and [L21] + [L22] + [L23] are linearly equivalent, because the divisors [H1] and [H2] of P3

k

are linearly equivalent.
One can show that Pic(C) ∼= Z7, see [Ha3], Proposition V.4.8. See also the sketchy

discussion in Section (16.21).

(16.21) Cubic surfaces in P3
k as blow-ups (Chapter 13).

Let us make a remark, without any proofs, about Proposition 16.44 where we constructed,
given a smooth cubic surface S over k, a birational map S → P1

k ×k P1
k. As stated there,

this rational map actually extends to a morphism S → P1 × P1 (of course, its inverse
does not extend to a morphism). Now one can show that this morphism S → P1 × P1 can
actually be identified with the blow-up of 5 points in P1 × P1.

Furthermore, it is not hard to check that the k-scheme obtained as the blow-up of a
point in P1 × P1 is isomorphic to the scheme obtained by blowing up 2 points in P2

k. As a
consequence, we can also view S as the blow-up of 6 points in P2. Conversely, whenever
p1, . . . , p6 ∈ P2(k) are such that no three pi lie on a line of P2

k, and not all six lying on a
quadric, then the blow-up of P2

k in the points p1, . . . , p6 is isomorphic to a smooth cubic
surface in P3

k.
Using the description of S as a blow-up π : S → P2

k, we can outline why Pic(S) ∼= Z7.
In fact, we have an exceptional divisor over each of the blown-up points, each of which
gives rise to an element of Pic(S), and also the pull-back π∗O(1). These seven elements
can be shown to be a Z-basis of Pic(S). See [Ha3] V.4, in particular Proposition V.4.8,
and [Bea] Chapter IV.

(16.22) Lines on cubic surfaces (Chapter 14).

A dimension argument now allows us to show that any (not necessarily smooth) cubic
surface contains a line.

Theorem 16.45. Let X ⊂ P3
k be a cubic surface, i.e., X = V+(f) for some homogeneous

polynomial f of degree 3. Then X contains a line of P3
k.

Proof. Let P be the projective space of homogeneous polynomials in T0, . . . , T3 of degree
3 over k, up to scalars, i.e., P ∼= P19. Let G = Grass2,4 be the Grassmannian of lines in
P3
k. We know that dimG = 4 (see Corollary 8.15).
We attach to each k-valued point p ∈ P (k) its zero set V+(p) ⊂ P3

k. Then

Z(k) := {(`, p) ∈ G(k)× P (k); ` ⊂ V+(p)}

is a closed subvariety (in the sense of Chapter 1) of (G × P )(k), i.e., it is the set of
k-valued points of a unique reduced closed subscheme Z ⊂ G× P .

The projections give rise to morphisms α : Z → G, β : Z → P . We first study the
fibers of α. It is clear that all fibers of α over closed points are isomorphic (formally, the
group PGL4(k) acts on P3

k, and hence on G, P and Z, the action on G(k) is transitive
and α is equivariant with respect to this action). So let us compute the fiber over
the line ` = V+(T0, T1) ⊂ P3

k. This line is contained in a cubic V+(p) if and only if



534 16 Examples

p(0, 0, T2, T3) ∈ k[T2, T3] is the zero polynomial, i.e., if and only if the coefficients of T 3
2 ,

T 2
2 T3, T2T

2
3 and T 3

3 vanish. Therefore all fibers of α over closed points are isomorphic to
the projective space of dimension dimP − 4. It follows, for instance from Theorem 14.112,
that all fibers of α have dimension dimP − 4. Using Corollary 14.121, we obtain that
dimZ = dimP .

Now consider the morphism β : Z → P . The statement of the theorem amounts to
the surjectivity of β. If β is not surjective, then its image, which is closed because β is
a proper morphism, and irreducible, has codimension ≥ 1. By Proposition 14.109 (2)
and the semi-continuity of fiber dimensions (Theorem 14.112), we would find that all
non-empty fibers of β have dimension ≥ 1.

Therefore it suffices to find a single point p ∈ P (k) such that β−1(p) is non-empty and
finite. Take p to be the point corresponding to a smooth cubic surface (e.g., the Clebsch
cubic) and use Corollary 16.42.

Note that the morphism β in the proof of the theorem also has fibers which are not finite:
for instance the singular cubic V+(T0T1T2) which is just the union of three hyperplanes
contains infinitely many lines. But for smooth cubic surfaces, the existence of a line
implies the following result, as indicated after Lemma 16.41.

Theorem 16.46. Let X ⊂ P3
k be a smooth cubic surface. Then X contains exactly 27

different lines of P3
k.

Cyclic quotient singularities

In this part of the chapter we will study some quotients of surfaces by cyclic groups. In
this example k will always denote an algebraically closed field of characteristic zero.

(16.23) A cyclic quotient singularity (Chapter 1).

Figure 16.2: The solution set (in R3) of
the equation U3 − ST = 0.

Let A = k[X3, Y 3, XY ] considered as a
k-subalgebra of B = k[X,Y ], and let
f : A2(k) → Z be the corresponding mor-
phism of schemes. Writing A as the quo-
tient k[S, T, U ]/(U3 − ST ) (via S 7→ X3,
T 7→ Y 3, U 7→ XY ), we can write Z ∼=
V (U3 − ST ) ⊂ A3(k). Note that the poly-
nomial U3 − ST is irreducible, so that Z is
in fact an affine variety.

We continue to view Z as a closed sub-
variety of A3(k). For z = (0, 0, 0) ∈ Z, the
fiber f−1(z) is the single point (0, 0), but
for all other points z ∈ Z, the fiber f−1(z)
consists of 3 different points.

In fact, if we let the group G of third roots of unity in k× (so G ∼= Z/3) act on A2(k)
by ζ · (x, y) = (ζx, ζ2y), then the fibers of f are exactly the G-orbits. So we can consider
Z as the “quotient” A2(k)/G; compare Sections (12.7) and (16.28).



535

(16.24) A resolution of a cyclic quotient singularity (Chapter 3).

From now on we consider Z as the scheme

Z := Spec k[S, T, U ]/(U3 − ST ) ∼= Spec k[X3, Y 3, XY ]

and we think of Z as the quotient of A2
k by the group of third roots of unity (this

will be made more precise in Section (16.28)). We will see that Z has an “isolated
singularity” in 0 (Section (16.26)) and that there is a natural way to “resolve this
singularity” (Section (16.29)).

Here we will define this resolution by a gluing process. Consider the following gluing
datum: We set U1 = U2 = U3 = A2

k, where as coordinates on Ui we use ui, vi. We glue

U1 ⊃ D(u1) ∼= D(u2) ⊂ U2 via u2 = u−1
1 , v2 = u2

1v1,

U1 ⊃ D(v1) ∼= D(v3) ⊂ U3 via v3 = v−1
1 , u3 = v2

1u1,

U2 ⊃ D(u2v2) ∼= D(u3v3) ⊂ U3 via u3 = u3
2v

2
2 , v3 = u−2

2 v−1
2 ,

and denote the scheme obtained by gluing by Z̃. We have maps

U1 → Z, (u1, v1) 7→ (u1v
2
1 , u

2
1v1, u1v1),

U2 → Z, (u2, v2) 7→ (u3
2v

2
2 , v2, u2v2),

U3 → Z, (u3, v3) 7→ (u3, u
2
3v

3
2 , u3v3),

which glue to a morphism
π : Z̃ → Z.

One checks that the restriction π−1(Z \ {(0, 0, 0)})→ Z \ {(0, 0, 0)} is an isomorphism.
The closed subscheme π−1((0, 0, 0)) (with the reduced scheme structure) can be identified
with the union (inside a P2

k) of two projective lines intersecting in a single point.

(16.25) Fibers of a cyclic quotient singularity (Chapter 4).

Let A = k[XY,X3, Y 3] ∼= k[U, T, S]/(U3 − TS), and Z = SpecA. Let f : A2
k → Z be the

morphism corresponding to the inclusion A ↪→ k[X,Y ]. We compute the fibers f−1(z) as
k-schemes for the closed points z ∈ Z(k). Consider Z as V (U3 − TS) ⊂ A3

k, and write
z = (s, t, u) accordingly. By definition, we have

f−1(z) = Spec k[X,Y ]⊗A A/(U − u, T − t, S − s) = k[X,Y ]/(XY − u,X3 − t, Y 3 − s).

If z = (0, 0, 0) (with respect to the coordinates S, T , U), then

f−1(0, 0, 0) = Spec k[X,Y ]/(XY,X3, Y 3),

a scheme which topologically has a single point, but whose affine coordinate ring is a
5-dimensional k-vector space (with basis 1, X, Y,X2, Y 2).

On the other hand, let z = (s, t, u) 6= (0, 0, 0), with t 6= 0 (otherwise s 6= 0, which leads
to a symmetric situation). Then it is easy to see that f−1(z) ∼= Spec k[X]/(X3 − t) and
thus f−1(z) ∼= Spec k3 because the polynomial X3 − t has three distinct zeros. Therefore
f−1(z) is the union of three copies of Spec k in this case. In particular, its affine coordinate
ring has dimension 3. So this dimension (which is the number of points in the fiber counted
with multiplicity, cf. Section (5.14)), jumps at the point (0, 0, 0). This reflects the fact
that the morphism f is not flat, see Section (16.30).
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(16.26) Singularities of a cyclic quotient singularity (Chapter 6).

We will now study the singularities of Z = Spec[S, T, U ]/(U3−ST ). The partial derivatives
are

∂(U3 − ST )

∂S
= −T, ∂(U3 − ST )

∂T
= −S, ∂(U3 − ST )

∂U
= 3U2,

and the only point (of Z) where they all vanish is (0, 0, 0). Therefore we find that the
smooth locus of Z is Zsm = Z \ {(0, 0, 0)}. The tangent space at the singular point (0, 0, 0)
has dimension 3.

Recall the isomorphism A := k[S, T, U ]/(U3 − ST ) ∼= k[X3, Y 3, XY ] ⊂ k[X,Y ] (see
Section (16.23)). It shows that we can identify A with the subring of polynomials invariant
under the transformation X 7→ ζX, Y 7→ ζ2Y , where ζ ∈ k is a fixed primitive 3rd root
of unity. One checks that the field of fractions of A admits an analogous description as a
subfield of k(X,Y ). Using this, it is easy to see that A is integrally closed in its field of
fractions, i.e., that Z is normal.

The scheme Z̃ constructed in Section (16.24) has by definition an open covering of
schemes isomorphic to A2

k. In particular Z̃ is smooth over k.

(16.27) Separatedness of the resolution (Chapter 9).

Proposition 9.15 allows us to check that the scheme Z̃ defined in Section (16.24) is
separated. For instance, with the notation of Section (16.24), U1 ∩ U2 is the affine open
D(u1) ⊂ U1, and its coordinate ring k[u1, u

−1
1 , v1] is obviously generated by u1, v1,

u2 = u−1
1 , v2.

In Section (16.29) we will see that Z̃ is a blow-up (Chapter 13) of Z in its singular
point. This also shows that Z̃ is separated.

(16.28) Cyclic quotient surface singularities (Chapter 12).

Let V = A2
k, and fix natural numbers 0 < a < r. Let G be the group of r-th roots of unity

in k×, so G ∼= Z/r non-canonically. We consider the G-action on V given by

ζ · v =

(
ζ

ζa

)
v.

Correspondingly, ζ ∈ G acts on k[X,Y ] (according to the normalization in Section (12.7))
by ζ · X = ζ−1X and ζ · Y = ζ−aY . Let Z := Za,r := V/G be the quotient of this
action, i.e., Z = Spec k[X,Y ]G, and let p : A2

k → Z be the finite surjective quotient
morphism corresponding to the inclusion k[X,Y ]G ⊂ k[X,Y ]. Clearly Z is integral and
dimZ = dimA2

k because p is finite and surjective (Proposition 12.12). By Example 12.48,
Z is normal.

The normality of Z implies that the singular locus of Z has codimension ≥ 2 (Propo-
sition 6.40). As dimZ = 2, there exist at most finitely many singular points in Z. If
p(x, y) ∈ Z(k) be a singular point, it is easy to convince oneself that then all points
p(αx, αy), α ∈ k, are singular as well. Therefore the only point of Z which is possibly
singular is p(0, 0). The singularity at this point is called a cyclic quotient singularity.

In all non-trivial cases the point p(0, 0) is in fact a singular point (because the group G,
seen as a subgroup of GL2(C), is not generated by pseudo-reflections unless it is trivial).
See the references in Remark 12.31.
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Proposition 16.47. The monomials

XiY j , 0 ≤ i, j ≤ n, (i, j) 6= (n, n), i+ aj ≡ 0 mod n,

are a generating system of the k-algebra k[X,Y ]G.

Proof. It is clear that all monomials XiY j with i + aj ≡ 0 mod n are a k-basis of
k[X,Y ]G. Furthermore, we can write every monomial XiY j ∈ k[X,Y ]G with i > n, or
j > n, or i = j = n, as a product of Xn, Y n and other monomials of the form XiY j with
0 ≤ i, j ≤ n, (i, j) 6= (n, n) and i+ aj ≡ 0 mod n.

Example 16.48. The simplest example is r = 2, a = 1, in which case we have G ∼= Z/2,
k[X,Y ]G = k[X2, XY, Y 2] ∼= k[S, T, U ]/(U2 − ST ), the final isomorphism being given
by S 7→ X2, T 7→ Y 2, U 7→ XY . The spectrum of this ring can be identified with the
“nilpotent cone”, i.e., the variety of nilpotent matrices of trace 0 in M2×2,k.

Example 16.49. Now let us consider the case r = 3, a = 2. Here G ∼= Z/3, and

k[X,Y ]G = k[X3, XY, Y 3] ∼= k[S, T, U ]/(U3 − ST ),

the isomorphism being given by S 7→ X3, T 7→ Y 3, U 7→ XY . This is exactly the example
considered above in Sections (16.23), (16.24), (16.25), (16.26).

Example 16.49 shows that the generating system given in the proposition is not
minimal in general. One can find a minimal generating system using the Hirzebruch-Jung
algorithm which relates the invariant ring to the development of r

r−a as a continued
fraction a1 − 1/(a2 − 1/ . . . ). See [Ri].

(16.29) The resolution as blow-up (Chapter 13).

We continue the study of the cyclic quotient singularity Z = Spec k[U, T, S]/(U3 − TS).
As we have seen before, the singular locus of Z is {(0, 0, 0)} = V (S, T, U). Let us compute
the blow-up Z̃ of Z with respect to the ideal (S, T, U).

Similarly as described in Example 13.93, we can cover Z̃ by 3 charts DU , DS , DT ,
corresponding to the three generators U , T , S of the ideal under consideration:
(1) To describe DU , we introduce new variables U ′ = U , T ′ = T

U , S′ = S
U , and obtain

DU = Spec k[U ′, T ′, S′]/((U ′)3 − (U ′T ′)(U ′S′), U ′-torsion)

= Spec k[U ′, T ′, S′]/(U ′ − T ′S′) ∼= Spec k[T ′, S′] = A2
k.

Inside this chart, the exceptional divisor is given by U = T = S = 0, i.e., in terms of
the right hand side, as V (T ′S′) ⊂ A2

k. Geometrically, it is the union of the coordinate
axes.

(2) To describe DT , we introduce new variables U ′ = U
T , T ′ = T , S′ = S

T , and obtain

DT = Spec k[U ′, T ′, S′]/((U ′T ′)3 − S′(T ′)2, T ′-torsion)

= Spec k[U ′, T ′, S′]/((U ′)3T ′ − S′) ∼= k[U ′, T ′],

where the exceptional divisor is V (T ′).
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(3) Since everything is symmetric with respect to T and S, the third case is analogous to
the second one, and we obtain DS

∼= k[U ′, S′], and the exceptional divisor is V (S′).
Analyzing how the three charts are glued, we see that π : Z̃ → Z is precisely the morphism
constructed in Section (16.24). In particular, we find that the exceptional divisor is the
union of two projective lines, intersecting “transversally” (see Exercise 6.7) in a single
point. Note in particular that the exceptional divisor is not irreducible.

By Corollary 13.97 the morphism π : Z̃ → Z is birational projective surjective and an
isomorphism over the smooth locus of Z. As Z̃ is smooth over k, the morphism π is a
resolution of singularities in the sense of Section (13.23).

(16.30) Non-flatness of quotients (Chapter 14).

The computation of the schematic fibers of the quotient morphism f : A2
k → Z =

Spec k[X3, Y 3, XY ] shows that the finite morphism f is not flat (otherwise f would be
finite locally free and its degree (12.6.1) would be constant). Note that we cannot apply
Corollary 14.129 because Z is not regular.

The resolution of singularities π : Z̃ → Z is an isomorphism of the smooth locus of
Z but the fiber over the singular point has dimension 1. Thus π cannot be open by
Theorem 14.116 and a fortiori π is not flat (Theorem 14.35).

Abelian varieties

In this example we will touch upon some basic properties of projective varieties with a
group structure which are called abelian varieties. We will also make some remarks on
“moduli spaces of abelian varieties” (without any proofs).

(16.31) Smoothness of algebraic group schemes (Chapter 6).

Let k be a field. For group schemes (Section (4.15)) over k smoothness is easy to check
(see also Exercise 16.8).

Proposition 16.50. Let G be a group scheme locally of finite type over a field k. Then
G is smooth over k if and only if G is geometrically reduced.

Proof. The condition is clearly necessary. To show that it is sufficient, we may assume
that k is algebraically closed (Remark 6.30 (2)). As G is reduced, Theorem 6.19 shows
that the smooth locus of G is non-empty. Furthermore, the group G(k) acts by scheme
automorphisms on G via the multiplication map, and the induced action on G(k) is clearly
transitive. Thus we see that every closed point of G is smooth over k. As the closed points
are very dense, G is smooth over k.

It can be shown (e.g., [DG] II, §6, 1.1) that if char(k) = 0, then every group scheme
locally of finite type over k is automatically smooth. In positive characteristic there are
plenty of examples of non-smooth group schemes (see for instance Exercise 16.6).
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Proposition 16.51. Let k be a perfect field, G a group scheme locally of finite type over
k. Then Gred is closed k-subgroup scheme of G which is smooth over k.

Proof. As k is perfect, the k-scheme Gred is geometrically reduced (Corollary 5.57) and
Gred ×Gred is reduced (Proposition 5.49). Therefore the multiplication m : G×k G→ G
induces a morphism mred : Gred × Gred → Gred. The inversion i : G → G and the unit
e : Spec k → G induce k-morphisms ired : Gred → Gred and ered : Spec k → Gred. The
functoriality of ( )red (Proposition 3.51) implies that (Gred,mred, ired, ered) is a group
scheme over k. It is smooth by Proposition 16.50.

Corollary 16.52. Let G be a group scheme locally of finite type over a field k. Then G
is geometrically irreducible if and only if G is connected.

Proof. We only have to show that G is geometrically irreducible if G is connected. By defi-
nition G(k) 6= ∅. This implies that G is geometrically connected (Exercise 5.23). Therefore
we may assume that k is algebraically closed and it suffices to show that G is irreducible.
Replacing G by Gred we may assume that G is smooth over k (Proposition 16.51). Then
G is regular (Theorem 6.28) and in particular all local rings of G are integral domains.
Therefore G is connected if and only if G is irreducible (Exercise 3.16).

(16.32) Abelian varieties (Chapter 12).

Proper connected smooth group schemes are called abelian varieties:

Definition 16.53. Let k be a field. An abelian variety over k is a k-group scheme which
is connected, geometrically reduced and proper over k.

Remark 16.54. An abelian variety is automatically smooth and geometrically integral
over k (Proposition 16.50 and Corollary 16.52).

Proposition 16.55. (Rigidity Lemma) Let k be a field, and let X be a geometrically
reduced, geometrically connected proper k-scheme such that X(k) 6= ∅. Let Y be an integral
k-scheme, and let Z be a separated k-scheme. Let f : X × Y → Z be a morphism such
that for some y ∈ Y (k), f |X×Specκ(y) factors through a k-valued point z ∈ Z(k). Then f
factors through the projection p2 : X × Y → Y .

Proof. Let x ∈ X(k), viewed as a morphism Spec k → X, and consider the morphisms f
and g := f ◦ (x× idY )◦p2 from X×Y to Z. It suffices to show that f = g or, equivalently,
that the subscheme Eq(f, g) of X × Y , where these morphisms coincide, is equal to
X × Y . Let U ⊂ Z be an open affine neighborhood of z. Because X is proper over k, the
projection p2 : X ×Y → Y is closed. By hypothesis p−1

2 (y) ⊆ f−1(U), and therefore there
exists an open neighborhood V of y in Y such that p−1

2 (V ) ⊆ f−1(U) (Remark 12.57).
Let y′ ∈ V . Then the restriction of f to X ×k Specκ(y′) ⊂ X × Y yields a morphism
X ⊗k κ(y′) → U ⊗k κ(y′) of κ(y′)-schemes, which factors through a κ(y′)-valued point
by Corollary 12.67. This shows that Eq(f, g) contains all points of X × V , and hence
contains the dense open subset X ×V . Moreover Eq(f, g) is closed because Z is separated
(see Definition 9.7 (ii)). Because X × Y is reduced (Proposition 5.49), Eq(f, g) = X × Y
(Corollary 9.9).
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The proposition remains true without the condition that X(k) 6= ∅. One can prove
this by applying a base change to a suitable extension field of k first, and then using the
descent techniques of Chapter 14.

Corollary 16.56.
(1) Let A, B be abelian varieties over the field k, and let f : A→ B be a morphism of

k-schemes, such that f maps the unit element eA ∈ A(k) of A to the unit element eB
of B. Then f is a homomorphism of group schemes (Definition 4.42).

(2) Let A be an abelian variety over the field k. Then for every k-scheme S, the group
A(S) is commutative. Equivalently, if s : A × A → A × A denotes the morphism
(x, y) 7→ (y, x), then A is commutative in the sense that m ◦ s = m.

Proof. Consider the morphism

g : A×A // B ×B mB // B,

where the morphism A × A → B × B is defined as (f ◦mA)× (iB ◦mB ◦ (f × f)). In
terms of S-valued points, g maps (a1, a2) to f(a1a2)(f(a1)f(a2))−1, so the statement of
part (1) is equivalent to g(A×A) = {eB}. By the group axioms, we have g({eA} ×A) =
g(A× {eA}) = {eB}, so applying Proposition 16.55 twice we find that g factors through
the first, and through the second projection A × A → A. This implies that g must be
constant, as desired.

The second part now follows immediately, because the first part shows that the
inversion morphism i : A → A mapping each element to its inverse is a group scheme
homomorphism.

(16.33) Moduli spaces of abelian varieties (Chapter 13).

In Definition 16.53 we have defined the notion of abelian variety over a field k. In the
following paragraphs we go through a number of technical definitions which enable us to
state a theorem which relates a “parameter space” of abelian varieties with additional
structure to the surfaces H = V+(σ2, σ4) ⊂ P4

k and, less directly, to the Clebsch cubic
surface C.

The rough underlying idea of these parameter spaces, or moduli spaces, is to define a
scheme M such that M (k) is the set of isomorphism classes of abelian varieties over k.
However, there are several technical problems with this idea. First of all, an equality of
sets alone is not a very interesting statement, so it is more appropriate to define M as a
functor on the category of k-schemes. To this end, one introduces the notion of abelian
scheme which is the correct notion of a family of abelian varieties. An abelian scheme
over a scheme S is a proper smooth group scheme A over S such that all fibers of the
structure morphism A→ S are abelian varieties, i.e., are geometrically connected. Now
we could consider the functor

S 7→ {isomorphism classes of abelian schemes over S}.
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Unfortunately, this functor is not representable. One of the main problems is that abelian
schemes always admit non-trivial automorphisms. These automorphisms allow us to
define abelian schemes (over suitable S) which are isomorphic locally on S, but are not
isomorphic. This means that the above functor is not a Zariski sheaf, and a fortiori is
not representable (Section (8.3)). The situation becomes better if we consider abelian
schemes with additional data (where isomorphisms have to respect the additional data, so
that in the end there are fewer isomorphisms). We will sketch the ingredients one uses for
the definition of representable moduli functors of abelian varieties, but only for abelian
varieties over a field, rather than for abelian schemes.

One can show that every abelian variety over k admits an ample line bundle, and hence
is a projective k-scheme. Let us assume for simplicity that k is algebraically closed. Let
A be an abelian variety over k. A polarization of A is an equivalence class of ample line
bundles on A, where we call line bundles L , L ′ equivalent, if the line bundle L ⊗L −1 is
translation invariant, i.e., t∗x(L ⊗L −1) ∼= L ⊗L −1 for every x ∈ A(k). Here tx denotes
the (right) multiplication by x, i.e., tx : A→ A, a 7→ ax. While our definition is specific
for abelian varieties, the resulting equivalence relation is so-called algebraic equivalence
and can be defined for more general varieties.

For an abelian variety A over k, we denote by End(A) its ring of endomorphisms
of A, i.e., of all scheme morphisms A → A which respect the group law. Addition in
End(A) is induced from the group law on A, and multiplication is given by composition
of homomorphisms. If k has characteristic 0, then “generically” abelian varieties have
endomorphism ring Z.

Here we are interested in abelian varieties with more endomorphisms. For the situation
we have in mind, fix a real quadratic field K := Q(

√
d), d > 1 a square-free integer, and

denote by OK its ring of integers, i.e., the integral closure of Z in K.

Definition 16.57. Let k be an algebraically closed field of characteristic 0. A polarized
abelian variety with real multiplication by OK over k is an abelian variety A over k
together with a polarization and a ring homomorphism ι : OK → End(A), such that for
some ample line bundle L in the equivalence class corresponding to the polarization, the
following condition holds:

For every f ∈ ι(OK) and every x ∈ A(k),

f∗t∗xL ⊗L ∼= t∗f(x)L ⊗ f
∗L .

While polarizations are essential for the representability, the tool to eliminate auto-
morphisms is the notion of level structure. For n ∈ Z we have the morphism [n] : A→ A,
x 7→ x + · · · + x = nx, i.e., we add x to itself n times. As A is a commutative group
scheme, [n] is a homomorphism of group schemes. Its kernel is denoted by A[n]. It is a
closed subgroup scheme of A. See Definition 4.45.

Definition 16.58. Let A be an abelian variety over an algebraically closed field k of
characteristic 0. A full level n-structure on A is an isomorphism

A[n](k)
∼→ (Z/nZ)2 dimA.

of abstract groups.

It is not clear that for a given A there exists a level structure (but this is true). If k
has characteristic p > 0, and p divides n, then there never exists a level structure in the
above sense, so one has to resort to more advanced techniques.
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Theorem 16.59. Let K = Q(
√

5). Let X = V+(σ2, σ4) ⊂ P4, and let X0 ⊂ X be the
smooth locus, i.e., the complement of the 5 points (1 : 0 : 0 : 0 : 0), (0 : 1 : 0 : 0 : 0), . . . ,
(0 : 0 : 0 : 0 : 1) (see Section (16.18)). Then there is a natural bijection

X0(C) =


polarized abelian varieties with

real multiplication by OK ,
of dimension 2,

and with a full level 2-structure

 / ∼=

This is a very deep theorem, which involves complex analytic methods as well as
arithmetic ingredients (more precisely, Hilbert modular forms). See [Ge], VIII, Theorem
(2.1). As mentioned above, the key point here is to make proper sense of the word natural
above. One way to do so is the functorial point of view which amounts to defining a moduli
functor of polarized abelian schemes with real multiplication and level structure. In the
situation at hand, there is a second interesting method: Via the embedding X0 ⊂ P4

C,
we can view X0(C) as a complex manifold. One can show that there is a surjective
holomorphic map H2 → X0(C), where H = { z ∈ C ; Im z > 0 } is the complex upper
half plane. Furthermore, via this morphism one can identify X0(C) with the quotient of
H2 under the action of a certain discrete group.

The theorem admits vast generalizations. Restricting ourselves to the setup above, called
the case of Hilbert modular surfaces, one finds the following general picture, independently
of K and of the choice of level structure. In fact, there are many more choices for the
level structure than just the full level n-structures defined above. The moduli space X0

obtained from the corresponding moduli problem is a surface over k. Unlike in the case
above, X0 is not smooth in general. It may have cyclic quotient singularities, but no other
singularities. There is a natural compactification X ⊃ X0 which is normal, and such that
X \X0 is a finite set of closed points. These points are singular in X. By blowing up the
singular points in a suitable way, one obtains a resolution of singularities X̃ → X.

Let us go back to the case discussed above, i.e., fix K = Q(
√

5) and the level structure
as above. In this case there exists a morphism X̃ → C, where C ⊂ P3

k denotes the Clebsch

cubic surface, which identifies X̃ with the blow-up of C in the ten Eckardt points, i.e., the
ten points on C in which three of the 27 lines intersect. It is a typical phenomenon that
X̃ is the blow-up of some other smooth surface, i.e., X̃ is not “minimal”.

(16.34) Inflexion points (Chapter 6).

Let k be an algebraically closed field.

Definition 16.60. Let C ⊂ P2
k be a one-dimensional closed subscheme. A point x ∈ C(k)

is called an inflexion point (or flex), if C is smooth at x and the projective tangent space
L := Tx(C ⊂ P2/k) of C in x, i.e., the line in P2

k tangent to C in x, has intersection
multiplicity ix(C,L) ≥ 3.

Example 16.61. Assume that C is a cubic curve, i.e., C = V+(f) where f is of degree 3.
Let x ∈ C(k) be an inflexion point of C. After a change of coordinates we may assume
that x = (0 : 1 : 0) and that the line L as in the definition is L = V+(Z). These two
facts translate to the condition that the monomials Y 3 and XY 2 do not occur in f , and
that Y 2Z occurs with a coefficient 6= 0 which we may assume to be = 1 (where we use
X, Y , Z as homogeneous coordinates on P2

k). Identifying L ∼= P1
k (with homogeneous
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coordinates X, Y ), the scheme-theoretic intersection C ∩ L is given by the polynomial
f(X,Y, 0) which by the above has the form aX3 + bX2Y (a, b ∈ k). We have to check
whether this polynomial, or more precisely its dehomogenization obtained by setting
Y = 1, has (at least) a triple zero at X = 0, and obviously this is the case if and only if
b = 0. In other words, if f is a homogeneous polynomial of degree 3, then (0 : 1 : 0) is a
flex if and only if the monomials Y 3, XY 2 and X2Y do not occur in f , and Y 2Z does
occur with a non-zero coefficient.

To handle the case of a general curve C = V+(f) ⊂ P2
k, one looks at the Hessian matrix

Hf =

(
∂2f

∂Xi∂Xj

)
i,j=0,1,2

∈M3×3(k[X0, X1, X2]),

where we now use homogeneous coordinates labeled by X0, X1, X2. We then have

Proposition 16.62. Assume that char k 6= 2. A point x ∈ C = V+(f) ⊂ P2
k is a flex of

C if and only if x is a smooth point of C and detHf (x) = 0.

The proof of the proposition is not particularly hard, but because we will apply it only
for cubic curves, we restrict to that case.

Proof. [if deg f = 3] In Example 16.61 we have seen that the point x = (0 : 1 : 0) is a
flex of C if and only certain monomials in the homogeneous coordinates do, resp. do not,
occur. It is a straightforward computation to check that this is equivalent to the condition
that x is a smooth point of C and that detHf (0, 1, 0) = 0.

Now the proposition follows from the compatibility of the Hessian matrix with change
of coordinates in P2

k. In fact, if A ∈ GL3(k), then one checks using the chain rule for
differentiation that, denoting by A the induced automorphism of P2

k as well,

Hf◦A(x) = At ·Hf (Ax) ·A,

so in particular we see that a point x is a flex of C if and only if A(x) is a flex of A(C).

Corollary 16.63. Assume that char k 6= 2. Let C = V+(f) ⊂ P2
k be a smooth curve of

degree deg f ≥ 3. Then C has a flex.

Proof. Since all points of C are smooth, it is enough to show that C ∩ V+(detHf ) 6= ∅.
This follows from Bézout’s theorem (Theorem 5.61) because our assumption on the degree
of f ensures that detHf is not constant.

(16.35) Elliptic Curves (Chapter 15).

Let k be an algebraically closed field. Let E ⊂ P2
k be an integral curve of degree 3,

i.e., a curve defined by an irreducible cubic polynomial, and assume that E has a flex
(Definition 16.60). As Corollary 16.63 shows, this is always true if E is smooth and
char k 6= 2. (One can show using the theorem of Riemann and Roch, Theorem 15.35, that
the assumption on the characteristic of k can be dropped.)

After a change of variables, we may assume that E = V+(f), where f is a cubic
homogeneous polynomial of the special form (“Weierstrass form”)
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f = Y 2Z + a1XY Z + a3Y Z
2 −X3 − a2X

2Z − a4XZ
2 − a6Z

3,

i.e., that the monomials Y 3, X2Y , XY 2 do not occur, and the coefficients of Y 2Z and
X3 are scaled to 1. See Example 16.61 and note that the irreducibility of f ensures that
the monomial X3 must occur, since otherwise f would be divisible by Z.

From now on, we always assume that E = V+(f) with f of the above form. We then
have E ∩ V+(Z) = {(0 : 1 : 0)} (as sets).

Let us compute the smooth locus of E in the special case that char k 6= 2, and that
a1 = a3 = 0, i.e.,

f = Y 2Z −X3 − a2X
2Z − a4XZ

2 − a6Z
3.

In fact, under the assumption char k 6= 2, one can always arrange that a1 = a3 = 0 by a
suitable change of variables. The partial derivatives of the above polynomial are

∂f

∂X
= −3X2 − 2a2XZ − a4Z

2,
∂f

∂Y
= 2Y Z,

∂f

∂Z
= Y 2 − a2X

2 − 2a4XZ − 3a6Z
2.

One sees easily that the point (0 : 1 : 0) is not singular. On the other hand, consider
E ∩D+(Z). To study this affine piece of E we set Z = 1. By Lemma 6.1 (or by passing to
the dehomogenized equations) we see that the singular locus of X ∩D+(Z) is the common
zero locus of f and ∂f

∂X , ∂f
∂Y , where we always plug in Z = 1. The equation 2Y = 0 implies

that y = 0 at every singular point (x : y : 1) of E. The remaining equations then say
precisely that x must be a multiple root of the polynomial X3 + a2X

2 + a4X + a6. So
we see that E is smooth if and only if this polynomial does not have a multiple zero.
(Furthermore, since a cubic polynomial has at most one double zero, we also see that a
curve E as above has got at most one singular point, cf. Exercise 6.25.)

Now we come back to the general case, and we assume that E is smooth. As a side
remark, we note that Bézout’s Theorem 5.61 shows that every curve in P2

k is connected,
and hence every smooth curve is irreducible. We denote by o the point (0 : 1 : 0) ∈ E(k).

Every line L ⊂ P2
k intersects E in three points (counted with multiplicities), again by

Bézout’s theorem. We define a map m : E(k)×E(k)→ E(k) as follows: Given p, q ∈ E(k),
let L1 be the unique line in P2

k through p and q. (In case p = q, we let L1 be the tangent
line to E in this point, which is uniquely determined because of the smoothness condition.)
Let r be the third point of intersection of E and L1. If the intersection multiplicities of
E and L1 are not all = 1, then r will be one of the points p, q (in fact, we may even
have r = p = q). Similarly, let L2 be the line through o and r, and define m(p, q) to
be the third intersection point of L2 and E. See Figure 16.3. This gives rise to a map
m : E(k)× E(k)→ E(k) and writing down the construction in terms of an equation for
E, it is easy to see that m comes from a morphism m : E ×k E → E.

For every p ∈ E(k), we have m(p, o) = m(o, p) = p, and for any p1, p2 ∈ E(k) we have
m(p1, p2) = m(p2, p1). If p ∈ E(k), and q is the third point of intersection of E and
the line through p and o, then m(p, q) = o. In fact, mapping p 7→ q defines a morphism
i : E → E. Altogether, we have almost proved that m, i and o define the structure of a
group scheme on E, the only missing piece being the associativity of m. It is true that
m is associative, but this is harder to prove. An elegant proof can be given using the
Riemann-Roch theorem. We will take up this theme again in Volume II. Altogether we see
that E is a projective integral group scheme over Spec k, in other words, E is an abelian
variety.
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Figure 16.3: The (R-valued points of the) elliptic curve given in P2 by the homogeneous
equation Y 2Z −X3 −X2Z − 1

10Z
3 = 0. On the right, the construction of the group law

is illustrated. The point m = m(p, q) is the result of adding p and q. The point o lies on
the line of infinity of P2 and therefore is not visible in the picture. The line through a
point r and through o is the vertical line passing through r.

Conversely, one can show that every one-dimensional abelian variety over k is isomorphic
to a smooth curve of degree 3 in P2

k. These curves are called elliptic curves. This name
originates from a (not very close) relationship to ellipses: Computing the arc length of an
ellipse leads to the computation of “elliptic integrals”. These integrals cannot be solved in
terms of elementary functions, but only by “elliptic functions”. These are, in some sense,
rational functions on elliptic curves.

For a detailed treatment of elliptic curves and their arithmetic, see [Kn], [Si].

Exercises

Exercise 16.1. Let k be a field and n ≥ 1 an integer. Show that

det :=
∑
σ∈Sn

sgn(σ)T1σ(1) · · ·Tnσ(n)

is an irreducible polynomial in R := k[(Tij)1≤i,j≤n]. Deduce that R/(det) is an integral
domain.

Exercise 16.2. Let S be a scheme, let E be a quasi-coherent OS-module, and let F be
a finite locally free OS-module. Show that the functor ∆r

E→F (16.6.1) is representable by
a closed subscheme of Hom(E ,F ) and that the closed immersion ∆r

E→F ↪→ Hom(E ,F )
is of finite presentation.
Hint : Exercise 11.8.

Exercise 16.3. Let S be a scheme, let E and F be finite locally free OS-modules of
constant rank m and n, respectively, and let r be an integer with 1 ≤ r ≤ min(n,m).
Define morphisms of S-schemes
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Im: 0∆r
E→F → Grassn−r(F ), Ker: 0∆r

E→F → Grassm−r(E )

on T -valued points (T any S-scheme) by sending an OT -linear map u to its image (resp. its
kernel). Show that the morphisms Im and Ker are surjective and smooth.

Exercise 16.4. Let R be a principal ideal domain and let M be a finitely generated
R-module. Recall (e.g., [BouAII] VII, 4.4, Theorem 2) that there is a unique integer n ≥ 0
and a unique chain of ideals R ) (a1) ⊇ (a2) ⊇ · · · ⊇ (as) ) (0) such that

M ∼= Rn ⊕
s⊕
i=1

R/(ai).

Show that

FittrM =


0, if r < n;

(a1a2 · · · ar−n+1), if n ≤ r < n+ s;

R, if r ≥ n+ s.

and deduce that the isomorphism class of M is uniquely determined by the Fitting ideals
of M .

Exercise 16.5. What are the inertia and the ramification degrees at all points of the
quotient morphism f : A2

k → Z = Spec k[X3, Y 3, XY ]?

Exercise 16.6. Let k be a field, p ≥ 0 its characteristic, and let n ≥ 1 be an integer. Let µn
be the group scheme of n-th root of unity over k, i.e. µn(R) is the group { a ∈ R× ; an = 1 }
for every k-algebra R. Its underlying scheme is Spec k[T ]/(Tn−1). Show that µn is smooth
over k if and only if p does not divide n.

Exercise 16.7. Let k be a field and let G be a k-group scheme locally of finite type. Let
G′ be a connected component of G.
(1) Show that G′ is irreducible and of finite type over k. Show that G′ is geometrically

irreducible if G′(k) 6= ∅.
(2) Show that G is equidimensional.
(3) Show that the geometric number of connected components of G′ is equal to the

geometric number of irreducible components of G′.
(4) Let k = Q and G = µp the group scheme of p-th root of unity for a prime number p

(Exercise 16.6). Show that G has two connected components and that the geometric
number of connected components is p.

Exercise 16.8. Let k be a field, let G be a k-group scheme locally of finite type,
and let e ∈ G(k) be its unit section. Show that G is smooth over k if and only if
dimk Te(G) = dimG.



A The language of categories

We assume that the reader is familiar with the concept of a category and of a functor.
In this appendix we briefly fix some notation and recall some results which are used in
Volume I. Everything in this appendix can be found in any of the standard text books to
category theory, such as [McL], [Mit], or [Sch]. We avoid any discussion of set-theoretical
difficulties and refer for this to the given references.

(A.1) Categories.

Recall that a category C consists of (1) a collection of objects, (2) for any two objects X
and Y a collection HomC(X,Y ) = Hom(X,Y ) of morphisms from X to Y , (3) for every
object X an element idX ∈ Hom(X,X), (4) for any three objects X, Y , Z a composition
map ◦ : Hom(X,Y )×Hom(Y, Z)→ Hom(X,Z), such that composition of morphisms is
associative, and the elements idX are neutral elements with respect to composition. We
write f : X → Y if f is a morphism from X to Y .

Remark A.1. As we stated above, we are deliberately vague here regarding set-theoretic
foundations, specifically regarding the question what is meant by a collection. As is well
known, a too naive view on this leads to contradictions quickly – Russell’s paradoxon
concerning the collection of all collections which do not contain themselves being a well-
known one. Another obvious problem is that one would like to attach a cardinality to each
set (possibly infinite, of course), but the collection of all sets, say, obviously cannot have
a cardinality in a meaningful way. The usual way out of these problems is to formalize
the notion of set by a system of axioms (like the system given by Zermelo and Fraenkel,
plus the axiom of choice (ZFC)) which formulates certain minimal existence requirements
(specifically, one requires the existence of a set which is infinite) and certain constructions
that can be used to construct further sets from given ones. The collection of all sets, for
instance, is then an object which cannot be accessed within this system of axioms, and is
called a class (or a proper class when one wants to stress that it is a class, but not a set).

With a framework like this in place, the notion of collection above could be replaced by
the notion of class to obtain a very general notion of category. There are obvious variants:
Allowing the collection of objects to be a class, but requiring that all Hom(X,Y ) are sets,
one arrives at the notion of locally small category. For instance, the category of sets is
locally small. Restricting further, a small category is a category where the objects as well
as the morphisms form sets.

Since constructions based on proper classes rather than sets are “dangerous” (more
formally: not covered by the axiomatic framework of set theory), it is sometimes necessary
to artificially restrict to locally small, or even small categories. There are (at least) two
standard ways to do so. One is Grothendieck’s notion of universe (see e.g. [KS]) where
one, roughly speaking, fixes a (very large) set, called the universe, and then considers only
objects contained in the given universe. For certain constructions, it might be necessary
to switch to a larger universe. The other, similar, approach is to fix a large cardinal, and
then to only consider sets of cardinality less than the given cardinal. Cf. [St] 0007, 000H.

© Springer Fachmedien Wiesbaden GmbH, part of Springer Nature 2020
U. Görtz und T. Wedhorn, Algebraic Geometry I: Schemes, Springer Studium 
Mathematik – Master, https://doi.org/10.1007/978-3-658-30733-2

https://stacks.math.columbia.edu/tag/0007
https://stacks.math.columbia.edu/tag/000H
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Both approaches work well for a theory like algebraic geometry because typically one is
only interested in sets (groups, rings, schemes, . . . ) with bounded cardinality. On the
other hand, both approaches have the draw-back that they involve a choice of some kind
and that it might sometimes be painful to check (or: not be true) that all constructions
are independent of this choice.

If f : X → Y is a morphism, then a morphism g : Y → X is called a section (resp. a
retraction) if f ◦ g = idY (resp. if g ◦ f = idX).

A morphism f : X → Y is called an isomorphism if there exists a morphism g : Y → X
such that f ◦ g = idY and g ◦ f = idX . We often write f : X

∼→ Y to indicate that f is an
isomorphism. We also write X ∼= Y and say that X and Y are isomorphic if there exists
an isomorphism X

∼→ Y .
A subcategory of a category C is a category C′ such that every object of C′ is an object

of C and such that HomC′(X
′, Y ′) ⊆ HomC(X

′, Y ′) for any pair (X ′, Y ′) of objects of C′,
compatibly with composition of morphisms and identity elements. The subcategory C′ is
called full if HomC′(X

′, Y ′) = HomC(X
′, Y ′) for all objects X ′ and Y ′ of C′.

For every category C the opposite category , denoted by Copp, is the category with the
same objects as C and where for two objects X and Y of Copp we set HomCopp(X,Y ) :=
HomC(Y,X) with the obvious composition law.

A morphism f : X → Y in a category C is called monomorphism (resp. epimorphism) if
for every object Z left composition with f is an injective map Hom(Z,X)→ Hom(Z, Y )
(resp. right composition with f is an injective map Hom(Y, Z)→ Hom(X,Z)). We often
write f : X ↪→ Y (resp. f : X � Y ) to indicate that f is a monomorphism (resp. epimor-
phism). Every isomorphism is a monomorphism and an epimorphism. The converse does
not hold in general.

An object Z in C is called final (resp. initial), if HomC(X,Z) (resp. HomC(Z,X)) has
exactly one element for all objects X. For any two final (resp. initial) objects Z and Z ′

there is a unique isomorphism Z
∼→ Z ′.

Notation A.2. Throughout this book we use the following notation for specific cate-
gories:

(Sets) the category of sets,

Ĉ the category of all contravariant functors of C to the category of sets (see also
Section (4.2)),
(Ring) the category of (commutative) rings,
(A-Mod) the category of A-modules for a ring A,
(R-Alg) the category of (commutative) R-algebras for a ring R,
(Sch) the category of schemes (see Section (3.1)),
(Sch/S) the category of S-schemes for a scheme S (if S = SpecR is affine we also
write (Sch/R)) (see Section (3.1)).
(Aff) the category of affine schemes (see Section (2.11)).
(OX -Mod) the category of OX -modules for a sheaf of rings OX (see Section (7.1)).

(A.2) Functors, equivalence of categories, adjoint functors.

Given categories C and D, a (covariant) functor F : C → D is given by attaching to each
object C of C an object F (C) of D, and to each morphism f : C → C ′ in C a morphism
F (f) : F (C)→ F (C ′), compatibly with composition of morphisms and identity elements.
A contravariant functor from C to D is by definition a covariant functor F : Copp → D,
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where Copp is the opposite category of C. Sometimes we use the notation F : C → D for a
contravariant functor, in which case we explicitly state that F is contravariant.

If F is a functor from C to D and G a functor from D → E , we write G ◦ F for the
composition.

For two functors F,G : C → D we call a family of morphisms α(S) : F (S)→ G(S) for
every object S of C functorial in S or a morphism of functors if for every morphism
f : T → S in C the diagram

F (T )
α(T ) //

F (f)

��

G(T )

G(f)

��
F (S)

α(S) // G(S)

commutes. With this notion of morphism we obtain the category of all functors from C to
D. We denote by Ĉ the category of all contravariant functors of C into the category of
sets.

A functor F : C → D is called faithful (resp. fully faithful) if for all objects X and Y of
C the map HomC(X,Y )→ HomD(F (X), F (Y )), f 7→ F (f) is injective (resp. bijective).
The functor F is called essentially surjective if for every object Y of D there exists an
object X of C and an isomorphism F (X) ∼= Y .

A functor F : C → D is called an equivalence of categories if it is fully faithful and
essentially surjective. This is equivalent to the existence of a quasi-inverse functor G, i.e.,
of a functor G : D → C such that G ◦ F ∼= idC and F ◦ G ∼= idD. Similarly, considering
contravariant functors, we obtain the notion of an anti-equivalence of categories .

Let F : C → D and G : D → C be functors. Then G is said to be right adjoint to F
and F is said to be left adjoint to G if for all objects X in C and Y in D there exists a
bijection

HomC(X,G(Y )) ∼= HomD(F (X), Y )

which is functorial in X and in Y . If a functor F (resp. a functor G) has a right adjoint
functor (resp. a left adjoint functor), this adjoint functor is unique up to isomorphism. If
F is an equivalence of categories, then a quasi-inverse functor is right adjoint and left
adjoint to F .

(A.3) Inductive and projective limits.

Ordered sets.

Let I be a set.
(1) A relation ≤ on I is called partial preorder or simply preorder , if i ≤ i for all i ∈ I

and i ≤ j, j ≤ k imply i ≤ k for all i, j, k ∈ I.
(2) A preorder ≤ is called partial order or simply order if i ≤ j and j ≤ i imply i = j for

all i, j ∈ I.
(3) A preorder ≤ is called filtered if for all i, j ∈ I there exists a k ∈ I with i ≤ k and

j ≤ k.
(4) A partial order ≤ is called total order if for all i, j ∈ I one has i ≤ j or j ≤ i.

Every preordered set I can be made into a category, again denoted by I, whose objects
are the elements of I and for two elements i, j ∈ I the set of morphisms HomI(i, j)
consists of one element if i ≤ j and is empty otherwise. There is a unique way to define a
composition law in this category.
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Projective Limits and Products.

Let I be a preordered set and let C be a category. A projective system in C indexed by
I is a functor Iopp → C. In other words, it is a tuple (Xi)i∈I of objects in C together
with morphisms ϕij : Xj → Xi for all i, j ∈ I with i ≤ j such that ϕii = idXi and
ϕij ◦ ϕjk = ϕik for all i ≤ j ≤ k.

A projective limit (or simply limit) of a projective system ((Xi)i∈I , (ϕij)i≤j) in C
is an object X in C together with a family of morphisms (ϕi : X → Xi)i∈I such that
ϕi = ϕij ◦ϕj for all i ≤ j which is final with this property, i.e., if (Y, (ψi)i∈I) is a tuple of
an object Y and morphisms ψi : Y → Xi such that ψi = ϕij ◦ ψj for all i ≤ j, then there
exists a unique morphism ψ : Y → X such that ϕi ◦ ψ = ψi for all i ∈ I. A projective
limit (X, (ϕi)i) need not exist, but if it exists, then it is uniquely determined up to unique
isomorphism, and is denoted by

lim
←−
i∈I

Xi.

Example A.3.
(1) If I is endowed with the discrete order, i.e., i ≤ j if and only if i = j, then∏

i∈I
Xi := lim

←−
i∈I

Xi

is called the product of the family (Xi)i∈I .
(2) If I consists of three elements j1, j2, k whose nontrivial order relations are k ≤ j1 and

k ≤ j2, then
Xj1 ×Xk Xj2 := lim

←−
i∈{j1,j2,k}

Xi

is called the fiber product ; see also Section (4.4).
(3) For I = ∅, the notion of projective limit is the same as that of final object of C.

Example A.4.
(1) Let C be the category of sets. Then

∏
i∈I Xi is the usual cartesian product, and the

final object is the singleton, i.e., the set consisting of one element. For an arbitrary
preordered set I the projective limit of a projective system ((Xi)i∈I , (ϕij)i≤j) exists
and is given by

X = lim
←−
i∈I

Xi = { (xi)i∈I ∈
∏
i∈I

Xi ; ϕij(xj) = xi for all i ≤ j },

where the maps ϕi : X → Xi are the restrictions of the projections
∏
iXi → Xi.

(2) Let C be the category of groups, the category of rings, or the category of left or
right R-modules for a fixed (not necessarily commutative) ring R. Then projective
limits always exist and can be constructed as follows: The underlying set of the
projective limit of a projective system in C is the projective limit in the category of
sets. Multiplication, addition, or scalar multiplication is defined componentwise. The
existence of inverses and neutral elements (as appropriate) is clear.
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Inductive Limits and Sums.

Now consider the dual notion of projective limits, i.e., the notion obtained by “reversing
all arrows”: Let I be a preordered set and let C be a category. An inductive system in
C indexed by I is a projective system in Copp. In other words, it is a tuple (Xi)i∈I of
objects in C together with morphisms ϕji : Xi → Xj for all i, j ∈ I with i ≤ j such that
ϕii = idXi and ϕkj ◦ ϕji = ϕki for all i ≤ j ≤ k.

An inductive limit (or colimit) of an inductive system ((Xi)i∈I , (ϕji)i≤j) in C is an object
X in C together with a family of morphisms (ϕi : Xi → X)i∈I such that ϕi = ϕj ◦ ϕji
for all i ≤ j which is initial with this property, i.e., if (Y, (ψi)i∈I) is a tuple of an object
Y and morphisms ψi : Xi → Y such that ψi = ψj ◦ ϕji for all i ≤ j, then there exists
a unique morphism ψ : X → Y such that ψ ◦ ϕi = ψi for all i ∈ I. An inductive limit
(X, (ϕi)i) is uniquely determined up to unique isomorphism (if it exists) and it is denoted
by

lim
−→
i∈I

Xi.

Example A.5.
(1) If I is endowed with the discrete order, i.e., i ≤ j if and only if i = j, then∐

i∈I
Xi := lim

−→
i∈I

Xi

is called the sum or the coproduct of the family (Xi)i∈I .
(2) If I = ∅, then the inductive limit is the same as an initial object of C.

Example A.6.
(1) Let C be the category of sets. Then

∐
i∈I Xi is the disjoint union of the Xi, and the

initial object is the empty set. In the category of sets, arbitrary inductive limits exist.
(2) If C is the category of topological spaces, then

∐
i∈I Xi is the disjoint union of Xi

endowed with the unique topology such that the induced topology on Xi is the given
one and such that Xi is open and closed in

∐
i∈I Xi for all i ∈ I.

(3) Let C be the category of groups, the category of rings, or the category of left or right
R-modules for a fixed (not necessarily commutative) ring R. Let ((Xi)i, (ϕji)i≤j) be
an inductive system in C such that I is a filtered preordered set. Then the underlying
set of the inductive limit in C is the disjoint union

∐
i∈I Xi of sets modulo the following

equivalence relation: For x ∈ Xi and x′ ∈ Xi′ we say x ∼ x′ if there exists an element
j ≥ i, i′ such that ϕji(xi) = ϕji′(x

′). This is an equivalence relation because I is
filtered. Multiplication resp. addition of two equivalence classes [x] and [x′] is done by
choosing representatives x ∈ [x] and x′ ∈ [x′] such that x, x′ ∈ Xi (which is possible
because I is filtered) and then multiply resp. add x and x′ in Xi. Scalar multiplication
is defined by scalar multiplication on representatives.

(4) Let R be a commutative ring and let C be the category of R-algebras. Then the sum
in C of two R-algebras A and B is the tensor product A⊗R B.

Limits and adjoint functors.

Let C and D be two categories and let F : C → D be a functor. If F admits a left adjoint
functor G (i.e., F is right adjoint to G), then F commutes with projective limits: For
every projective system ((Xi)i, (ϕij)i≤j) in C such that its projective limits exists, the
projective limit of ((F (Xi))i, (F (ϕij))i≤j) exists and the canonical morphism
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F (lim
←−
i∈I

Xi)→ lim
←−
i∈I

F (Xi)

is an isomorphism. Dually, a functor which admits a right adjoint commutes with inductive
limits.

(A.4) Additive and abelian categories.

Additive categories.

An additive category is a category C such that for any pair (X,Y ) of objects the set
HomC(X,Y ) is endowed with the structure of an abelian group such that
(a) the composition law is bilinear,
(b) there exists a final object in C,
(c) for any pair (X,Y ) of objects there exists the coproduct of X and Y which is then

usually denoted by X ⊕ Y with morphisms i : X → X ⊕ Y and j : Y → X ⊕ Y and
called the direct sum of X and Y ; in other words for every object Z the homomorphism

HomC(X ⊕ Y,Z)→ HomC(X,Z)×HomC(Y,Z), u 7→ (u ◦ i, u ◦ j)

is bijective.
In an additive category C the final object is also an initial object. Generally an object
which is initial and final is called a zero object and is denoted by 0. In an additive category,
all finite direct sums exist. Moreover, for every finite family (Xi)i objects in C the product∏
iXi exists and the canonical morphism

⊕
iXi →

∏
iXi is an isomorphism.

If C is an additive category, the opposite category Copp is again additive.
Let C and D be additive categories. A functor F : C → D is called additive if for all

objects X and Y the map F : HomC(X,Y )→ HomD(F (X), F (Y )) is a homomorphism
of abelian groups.

Kernel, cokernel and abelian categories.

Let C be an additive category and let u : X → Y be a morphism. An object Ker(u)
together with a morphism i : Ker(u) → X (resp. an object Coker(u) together with a
morphism p : Y → Coker(u)) is called kernel of u (resp. cokernel of u) if u ◦ i = 0
(resp. p ◦ u = 0) and if for every object Z the map

HomC(Z,Ker(u))→ { f ∈ HomC(Z,X) ; u ◦ f = 0 }, g 7→ i ◦ g
(resp. HomC(Coker(u), Z)→ { f ∈ HomC(Y, Z) ; f ◦ u = 0 }, g 7→ g ◦ p)

is bijective. Note that Ker(u) = 0 (resp. Coker(u) = 0) is equivalent to saying that u is a
monomorphism (resp. an epimorphism). If u has a cokernel p : Y → Coker(u) and p has
a kernel, we call the kernel of p the image of u and denote it by Im(u)→ Y . Similarly,
if u has a kernel i : Ker(u)→ X and i has a cokernel, we call this cokernel the coimage
of u and denote it by X → Coim(u). If Coim(u) and Im(u) exist, there exists a unique
morphism ū : Coim(u)→ Im(u) such that

X

��

u // Y

Coim(u)
ū // Im(u)

OO
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commutes.
An additive category C is called abelian if for any morphism u : X → Y the kernel and

the cokernel of u exist and the induced morphism ū : Coim(u)→ Im(u) is an isomorphism.

Exact sequences.

Let C be an abelian category. A sequence of morphism

X
u−→ Y

v−→ Z

is called exact if v ◦ u = 0 and the induced morphism Im(u)→ Ker(v) is an isomorphism.
More generally, any sequence of morphism is called exact if any successive pair of
morphisms is exact.

Let C and D be abelian categories. An additive functor F : C → D is left exact (resp.
right exact) if for any exact sequence 0 → X ′ → X → X ′′ (resp. X ′ → X → X ′′ → 0)
the sequence 0 → F (X ′) → F (X) → F (X ′′) (resp. F (X ′) → F (X) → F (X ′′) → 0) is
exact. The functor F is exact if it is right exact and left exact. A functor F is exact if
and only if for all exact sequences X

u−→ Y
v−→ Z the sequence

F (X)
F (u)−→ F (Y )

F (v)−→ F (Z)

is exact.
If the additive functor F has a left adjoint (resp. a right adjoint) functor G : D → C,

then F is left exact (resp. right exact). In particular, any additive equivalence of abelian
categories is exact.
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In this appendix we collect some results from commutative algebra that are needed in
our exposition. We will not give any proofs (except if we were not able to find a suitable
textbook reference in which case we give a proof at the end of the appendix). Definitions
and results are ordered by topic but not necessarily by logical dependence. Often references
are given for whole sections supplemented to references within the section if the result
is not contained in the main reference. Sometimes results follow immediately from the
definitions and in this case there are no references.

We assume that the reader is familiar with the following basic notions.
• rings, modules, and their homomorphisms;
• basic constructions with modules: submodules and quotient modules (in particular

ideals and quotient rings), sum and intersection of submodules, direct sum, product,
tensor product, inductive limit, projective limit;

• localization of rings and of modules, prime ideals, maximal ideals;
• complexes and exact sequences;
• algebras over a ring.
All rings are commutative with 1, unless explicitly stated otherwise, and all ring

homomorphisms send 1 to 1.

(B.1) Basic definitions for rings.

As a reminder we collect in this section some basic definitions about rings. The main
reference is [AM] Chapter 1. Let A be a ring.

An element a ∈ A is called
(1) zero divisor , if there exists 0 6= b ∈ A with ab = 0;
(2) regular , if a is not a zero divisor;
(3) unit , if there exists b ∈ A with ab = 1;
(4) nilpotent , if there exists an integer n ≥ 1 with an = 0;
(5) irreducible, if it is not a unit and if a = bc implies that b or c is a unit;
(6) prime, if the principal ideal (a) is a prime ideal (equivalently, a is not a unit and if a

divides bc, then a divides b or c);
(7) idempotent , if a2 = a.
The units of A form an abelian group under multiplication, denoted by A×.

A ring A is called
(1) (integral) domain or simply integral , if A 6= 0 and A has no zero divisors 6= 0;
(2) field , if A 6= 0 and every element 6= 0 is a unit;
(3) local , if A has exactly one maximal ideal;
(4) semi-local , if A has finitely many maximal ideals;
(5) reduced , if A has no nilpotent elements 6= 0;
(6) principal ideal domain , if A is an integral domain and every ideal of A is generated

by a single element.

© Springer Fachmedien Wiesbaden GmbH, part of Springer Nature 2020
U. Görtz und T. Wedhorn, Algebraic Geometry I: Schemes, Springer Studium 
Mathematik – Master, https://doi.org/10.1007/978-3-658-30733-2
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An ideal a ⊂ A is called
(1) prime ideal , if a 6= A and if a, b /∈ a⇒ ab /∈ a for all a, b ∈ A (equivalently, A/a is an

integral domain);
(2) maximal ideal , if a 6= A and there exists no ideal b with a ( b ( A (equivalently, A/a

is a field);
(3) nilpotent , if there exists an integer n ≥ 1 such that an = 0;
(4) principal ideal , if a can be generated by one element.

Every proper ideal a ( A is contained in a maximal ideal of A. The set of prime ideals
of A is denoted by SpecA.

Proposition B.1. (Chinese remainder theorem) Let a1, . . . , an ideals of A such that
ai + aj = A for all i 6= j. Then

⋂
i ai =

∏
i ai and the projections A → A/ai yield an

isomorphism of rings

A/
∏
i

ai
∼→
∏
i

A/ai.

For an ideal a ⊆ A we call

(B.1.1) rad a := { f ∈ A ; ∃r ∈ Z≥0 : fr ∈ a } =
⋂

p ⊇ a prime

p

the radical of a. An ideal a is called radical ideal if a = rad a (equivalently, A/a is reduced).
For an ideal a of A the following implications hold

a maximal ideal⇒ a prime ideal⇒ a radical ideal.

The radical of the zero ideal consists of all nilpotent elements and is called the nilradical
of A, denoted by nil(A). If nil(A) is generated by finitely many elements, it is nilpotent.
We call

r(A) := { a ∈ A ; ∀b ∈ A : 1− ab ∈ A× } =
⋂

m ⊂ A maximal

m

the Jacobson radical of A.
If A is a local ring, we denote by mA its maximal ideal and by κ(A) = A/mA its residue

field . A homomorphism of local rings ϕ : A → B is called local , if ϕ(mA) ⊆ mB. As a
shortcut for “let A be a local ring with maximal ideal m”, we sometimes write “let (A,m)
be a local ring”.

Proposition B.2.
(1) Let p be a prime ideal containing a (finite) product

∏
i ai of ideals ai of A. Then

p ⊇ ai for some i. If p =
⋂
i ai or p =

∏
i ai, then p = ai for some i.

(2) (prime ideal avoidance) Let p1, . . . , pr be prime ideals and let a be an ideal with
a ⊆

⋃
i pi, then a ⊆ pi for some i.

Algebras.

An A-algebra B is a ring B together with a ring homomorphism ϕ : A→ B. We usually
suppress the homomorphism ϕ from the notation and write ab instead of ϕ(a)b for a ∈ A
and b ∈ B. Multiplication with elements of A makes every A-algebra B into an A-module.
Any ring A is a Z-algebra in a unique way. We denote the A-algebra of polynomials in a
family (Ti)i∈I of indeterminates by A[(Ti)i]. Most often we will only use the case that
I = {1, . . . , n} is finite and then we write A[T1, . . . , Tn].
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Let B be an A-algebra. The A-subalgebra B generated by a family (bi)i of elements of
B is denoted by A[(bi)i] (and again we write A[b1, . . . , bn] if I = {1, . . . , n}). There is a
unique A-algebra homomorphism β : A[(Ti)i]→ A[(bi)i] with β(Ti) = bi for all i ∈ I. We
call the family (bi)i∈I algebraically independent if β is injective.

The ring of formal power series in variables T1, . . . , Tn with coefficients in A is denoted
by A[[T1, . . . , Tn]].

(B.2) Basic definitions for modules.

The main reference is [AM] Chapter 2. Let A be a ring.
Let M be an A-module and N , N ′ be submodules of M . Then

(N : N ′) := { a ∈ A ; aN ′ ⊆ N }

is an ideal of A. We call Ann(M) := (0 : M) the annihilator of M . An A-module is called
faithful if Ann(M) = 0.

We recall different versions of Nakayama’s lemma.

Proposition B.3. (Nakayama’s lemma) Let M be an A-module and let a ⊆ A be an
ideal.
(1) Assume that M is finitely generated and aM = M . Then there exists x ≡ 1 (mod a)

such that xM = 0.
(2) (see also [BouAC] II, 3.2, Corollary 1 of Proposition 4) Let u : N → M be an A-

module homomorphism. Assume that a is nilpotent or that M is finitely generated
and a is contained in the Jacobson radical of A. Then u is surjective if and only if
u⊗ idA/a : N/aN →M/aM is surjective.

(3) Assume A is local with maximal ideal m and that M is finitely generated. Then
m1, . . . ,mr ∈M generate M if and only if their images generate the (A/m)-vector
space M/mM .

Corollary B.4. ([Mat] Theorem 2.4) Let M be a finitely generated A-module and let
u : M →M be a surjective endomorphism. Then u is bijective.

Proposition B.5. (Five Lemma, [Mat] Appendix B) Consider a commutative diagram
of A-modules with exact rows

M1
//

u1

��

M2
//

u2

��

M3
//

u3

��

M4
//

u4

��

M5

u5

��
N1

// N2
// N3

// N4
// N5.

Assume that u2 and u4 are isomorphisms, u1 is surjective and u5 is injective. Then u3 is
an isomorphism.

Lemma B.6. (Snake lemma, [Mat] Appendix B) Let

M
f //

α

��

N
g //

β

��

P //

γ

��

0

0 // X
u // Y

v // Z
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be a commutative diagram of A-modules whose rows are exact sequences. Then there is
an exact sequence

Kerα
f ′ // Kerβ

g′ // Ker γ
δ // Cokerα

u′ // Cokerβ
v′ // Coker γ

where f ′, g′, u′, v′ are the maps induced by f , g, u, and v, and where the “boundary map”
δ is defined as follows: Let c ∈ Ker γ, let b ∈ N with g(b) = c, let x ∈ X with u(x) = β(b),
and define δ(c) as the image of x in Cokerα.

Free modules.

An A-module M if called free if there exists an isomorphism A(I) :=
⊕

i∈I A
∼→ M for

some set I. If A 6= 0, the cardinality of I is uniquely determined by M and called the
rank of M . In A(I) the family (ei)i∈I , where ei ∈ A(I) is the element whose j-th entry is
δij for all i, j ∈ I, is a basis, called the standard basis of A(I).

Length of a module ([AM] Chap. 6).

Am A-module M 6= 0 is called simple if it has no submodules other than 0 and M itself
(equivalently, M ∼= A/m, where m is a maximal ideal of A). A composition series of an
A-module M is a chain

0 = M0 ⊂M1 ⊂ · · · ⊂Ml = M

of submodules such that Mi/Mi−1 is simple for all i = 1, . . . , l.
If M has a composition series the tuple of the isomorphism classes of Mi/Mi−1 depends

up to order only on M . In particular the integer l depends only on M . It is called the
length of M and denoted by lgA(M). If M does not have a composition series, we set
lgA(M) :=∞.

If 0 → M ′ → M → M ′′ → 0 is an exact sequences of A-modules, then M is of
finite length if and only if M ′ and M ′′ are of finite length. In this case lgA(M) =
lgA(M ′) + lgA(M ′′).

Torsion of a module.

Let A be an integral domain and let M be an A-module. Then

Mtors := {m ∈M ; ∃ 0 6= a ∈ A : am = 0 }

is a submodule of M , called torsion module of M . The module M is called torsion-free, if
Mtors = 0.

(B.3) Finiteness conditions for modules and algebras.

Definition B.7. Let M be an A-module.
(1) M is called finitely generated or of finite type if there is a surjection An �M for

some integer n ≥ 0.
(2) M is called of finite presentation if there is an exact sequence Am → An →M → 0

for some integers n,m ≥ 0.

Every A-module of finite presentation is of finite type. The converse holds if A is
noetherian.
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Proposition B.8. Let 0→M ′ →M →M ′′ → 0 be an exact sequence of A-modules.
(1) ([Mat] Exercise 2.5) If M ′ and M ′′ are of finite type (resp. of finite presentation),

then M is of finite type (resp. of finite presentation).
(2) ([Mat] Theorem 2.6) If M is of finite type and M ′′ is of finite presentation, then M ′

is of finite type.
(3) ([Mat] Exercise 2.5) If M is of finite presentation and M ′ is of finite type, then M ′′

is of finite presentation.

Definition B.9. Let B be an A-algebra.
(1) B is called finitely generated or of finite type if there exists a surjective homomorphism

of A-algebras π : A[T1, . . . , Tn]→ B.
(2) B is called of finite presentation if there exists π as above such that Ker(π) is a

finitely generated ideal.

Every A-algebra of finite presentation is of finite type. The converse holds, if A is
noetherian by Hilbert’s basis theorem (Proposition B.34).

Lemma B.10. (see Section (B.17) below) Let R be a ring, and let (Aλ)λ∈Λ be a filtered
inductive system of R-algebras. Let A = lim

−→
Aλ. Furthermore, let B be an A-algebra of

finite presentation. Then there exists λ ∈ Λ and an Aλ-algebra Bλ of finite presentation
such that B ∼= Bλ ⊗Aλ A.

Proposition B.11. (see Section (B.17) below) Let A
ϕ−→ B

π−→ C be ring homomor-
phisms.
(1) If B is an A-algebra of finite presentation and C is a B-algebra of finite presentation,

then C is an A-algebra of finite presentation.
(2) Let C be an A-algebra of finite presentation and let B be a finitely generated A-algebra.

Then C is a B-algebra of finite presentation. If π : B → C is surjective, then Ker(π)
is a finitely generated ideal of B.

Definition B.12. An A-algebra B is called finite if B is finitely generated as an A-module.

Clearly, any finite A-algebra is finitely generated.

Proposition B.13. (see Section (B.17) below) A finite A-algebra B is of finite presen-
tation as A-module if and only if B is of finite presentation as A-algebra.

Definition B.14. An A-algebra B is called essentially of finite type, if it is isomorphic
to the localization of an A-algebra of finite type.

(B.4) Projective, flat and faithfully flat modules.

Let A be a ring.

Definition/Proposition B.15. ([Mat] Appendix B) An A-module P is called projective
if it satisfies the following equivalent conditions.
(i) The functor Hom(P,−) is right exact, i.e., for every surjective homomorphism of

A-modules p : M �M ′ and every homomorphism u′ : P →M ′ there exists a homo-
morphism u : P →M with p ◦ u = u′.

(ii) For every surjection p : M → P there exists a homomorphism i : P →M such that
p ◦ i = idP .

(iii) P is a direct summand of a free A-module.
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Definition/Proposition B.16. ([BouAC] I, 2.3, Proposition 1 and Proposition 4) An
A-module M is called flat if it satisfies the following equivalent conditions.
(i) For every exact sequence N ′ → N → N ′′ of A-modules the tensored sequence

N ′ ⊗M → N ⊗M → N ′′ ⊗M is exact.
(ii) For every finitely generated ideal a ⊂ A the homomorphism a⊗M →M , a⊗m 7→ am

is injective.
(iii) For every exact sequence 0 → E → F → M → 0 of A-modules and for every

A-module N the tensored sequence 0→ E ⊗N → F ⊗N →M ⊗N → 0 is exact.
(iv) For every exact sequence 0→ E → F →M → 0 of A-modules, E is flat if and only

if F is flat.

Definition/Proposition B.17. ([Mat] Theorem 7.2) An A-module M is called faithfully
flat if it satisfies the following equivalent conditions.
(i) A sequence N ′ → N → N ′′ of A-modules is exact if and only if the tensored sequence

N ′ ⊗M → N ⊗M → N ′′ ⊗M is exact.
(ii) M is flat and for every A-module N the equality M ⊗A N = 0 implies N = 0.
(iii) M is flat and for every maximal ideal m of A we have M 6= mM .

Example B.18. Let A → B be a local homomorphism of local rings and let M be a
nonzero finitely generated B-module which is flat over A. Then M is a faithfully flat
A-module. Indeed, by Proposition B.17 it suffices to show that mM 6= M , where m is the
maximal ideal of A. But by hypothesis mB is contained in the maximal ideal of B and
thus mM = M would imply M = 0 by Nakayama’s lemma (Proposition B.3).

An A-algebra B is called flat (resp. faithfully flat) if B is flat (resp. faithfully flat) as
an A-module.

Example B.19. For n ≥ 0 the polynomial ring A[T1, . . . , Tn] is a faithfully flat A-algebra
(because every nonzero free module is faithfully flat). If A is noetherian, the ring of formal
power series A[[T1, . . . , Tn]] is a faithfully flat A-algebra ([BouAC] III, 3.4, Corollary 3
of Theorem 3) and for a maximal ideal m of A one has A[[T1, . . . , Tn]]/mA[[T1, . . . , Tn]] =
(A/m)[[T1, . . . , Tn]].

The following permanence properties follow immediately from the definitions.

Proposition B.20. Let P be one of the properties “of finite type”, “of finite presentation”,
“free”, “projective”, “flat”, “faithfully flat”.
(1) If M and N are A-modules with the property P, then M ⊗A N has property P.
(2) Let ϕ : A→ B be a ring homomorphism and let M be an A-module having the property

P. Then the B-module B ⊗AM has property P.
(3) Every filtered inductive limit of flat modules is again flat.
(4) If (Mi)i∈I is a family of A-modules, then

⊕
iMi is projective (resp. flat) if and only

if Mi is projective (resp. flat) for all i.

Every free module is projective, and every projective module is flat. In particular, if
A = k is a field, every k-vector space is flat. Every flat module over an integral domain is
torsion-free.

Proposition B.21. ([BouAC] II, 5.3, Proposition 5 with Proposition B.29) Let A be a
semi-local ring and let M be a finitely presented flat module such that the dimensions
dimκ(m)M/mM are equal for all maximal ideals m. Then M is free.
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Proposition B.22. ([Mat] Theorem 7.5) Let ϕ : A→ B be a faithfully flat ring homo-
morphism. Then ϕ is injective and a = ϕ−1(ϕ(a)B) for every ideal a of A.

(B.5) Localization.

The main reference is [AM] Chapter 3. Let A be a ring and M an A-module. Let S ⊆ A
be a multiplicative subset (i.e., 1 ∈ S and a, b ∈ S ⇒ ab ∈ S). We denote the localization
of A (resp. M) with respect to S by S−1A (resp. S−1M). Elements in S−1A are denoted

by a
s for a ∈ A and s ∈ S. Two elements a

s ,
a′

s′ ∈ S
−1A are equal if and only if there

exists t ∈ S with tas′ = ta′s. Analogous notation is used for S−1M . The usual formulas
for adding and multiplying fractions define on S−1A a ring structure and on S−1M the
structure of an S−1A-module.

If f ∈ A and p ⊂ A is a prime ideal, we set

(B.5.1)
Af := S−1

f A, Mf := S−1
f M,

Ap := (A \ p)−1A, Mp := (A \ p)−1M

where Sf = { fr ; r ≥ 0 } with the convention f0 := 1.
The ring homomorphism

ι = ιS : A→ S−1A, a 7→ a

1

is called the canonical homomorphism. We have ι(S) ⊆ (S−1A)× and ι is universal with
this property: If ϕ : A→ B is any ring homomorphism with ϕ(S) ⊆ B×, then there exists
a unique ring homomorphism ψ : S−1A→ B such that ψ ◦ ι = ϕ. This characterizes the
pair (S−1A, ι) uniquely up to unique isomorphism.

The following assertions follow immediately from the definition.
(1) ι : A→ S−1A is an isomorphism if and only if S ⊆ A×.
(2) ι is injective if and only if S consists only of regular elements. In this case two elements

a
s ,

a′

s′ ∈ S
−1A are equal if and only if as′ = a′s.

(3) S−1A = 0 if and only if S contains a nilpotent element of A (⇔ 0 ∈ S).
If u : M → N is a homomorphism of A-modules, the map S−1u : S−1M → S−1N

sending m
s to u(m)

s is a homomorphism of S−1A-modules. Therefore M 7→ S−1M yields
a functor from the category of A-modules to the category of S−1A-modules.

Proposition B.23. Let S be a multiplicative set of a ring A.
(1) The homomorphism S−1A ⊗A M → S−1M , a

s ⊗ m 7→
am
s is an isomorphism of

S−1A-modules for every A-module M .
(2) The A-algebra S−1A is flat.
(3) The functor M 7→ S−1M is exact and commutes with direct sums, filtered inductive

limits, and tensor products.

Every ideal of S−1A is of the form S−1a for some ideal a ⊆ A, and the map p 7→ S−1p
defines a bijection

(B.5.2) { p ⊂ A prime ideal ; p ∩ S = ∅ } ↔ {prime ideals of S−1A}.

Write S ≤ T if for every prime ideal p of A, p ∩ T = ∅ implies p ∩ S = ∅. This defines a
partial preorder on the set of multiplicative subsets. Using that the group of units in a
ring is the complement of the union of all prime ideals and the universal property of the
localization, we obtain:
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Lemma B.24. Let S, T ⊆ A be multiplicative subsets. There exists a (necessarily unique)
A-algebra homomorphism ιT,S : S−1A→ T−1A if and only if S ≤ T . In particular, this
is the case if S ⊆ T .

In particular, we have for a prime ideal p and an element f ∈ A \ p a homomorphism
Af → Ap and the induced homomorphism

(B.5.3) lim
−→

f∈A\p

Af → Ap

is an isomorphism of A-algebras. Using Proposition B.23 we also obtain for all A-modules
M an isomorphism, functorial in M ,

(B.5.4) lim
−→

f∈A\p

Mf
∼→Mp.

The set S of regular elements in A is multiplicative and we call FracA := S−1A the
ring of total fractions . If A is an integral domain (and hence S = A \ {0}), FracA is a
field, called the field of fractions of A.

For every prime ideal p of A the canonical homomorphism A → Ap/pAp induces an
isomorphism

(B.5.5) Frac(A/p)
∼→ Ap/pAp

and κ(p) := Ap/pAp is called the residue field at p.

(B.6) Local-global principles.

The main reference is [AM] Chapter 3.

Proposition B.25. ([BouAC] II, 3.3, Theorem 1) For a sequence M → N → P of
A-modules the following assertions are equivalent.
(i) The sequence M → N → P is exact.
(ii) For all prime ideals p of A the sequence Mp → Np → Pp is exact.
(iii) For all maximal ideals m of A the sequence Mm → Nm → Pm is exact.

In particular, a morphism u : M → N of A-modules is injective (resp. surjective) if and
only if up : Mp → Np is injective (resp. surjective) for all prime ideals p of A. Applying
this to N = 0 one obtains:

Corollary B.26. M = 0 if and only if Mm = 0 for all maximal ideals m of A.

Proposition B.27. ([Mat] Theorem 7.1) Let ϕ : A → B be a homomorphism of rings
and let N be a B-module (also considered as A-module via ϕ). The following assertions
are equivalent.
(i) N is a flat A-module.
(ii) For every prime ideal q of B the localization Nq is a flat Aϕ−1(q)-module.
(iii) For every maximal ideal n of B the localization Nn is a flat Aϕ−1(n)-module.

Proposition B.28. (Lemma 3.20 in the main text; [BouAC] II, 5.1, Corollary of Propo-
sition 3) Let f1, . . . , fr ∈ A be elements that generate the unit ideal and let M be an
A-module. Then M is finitely generated (resp. of finite presentation) if and only if for all
i the Afi-module Mfi is finitely generated (resp. of finite presentation).
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Proposition B.29. ([Mat] Theorem 7.12 and Corollary) For an A-module M the following
assertions are equivalent.
(i) M is finitely generated and projective.
(ii) M is of finite presentation and Mp is a free Ap-module for all prime ideals p of A.
(iii) M is of finite presentation and Mm is a free Am-module for all maximal ideals m of

A.
(iv) M is flat and of finite presentation.

Let n ≥ 0 be an integer. A finitely generated projective A-module M is said to be
of rank n if rkAp

Mp = n for all prime ideals p of A. For a discussion of the properties
of projective and flat modules, respectively, in the non-finitely generated case, we refer
to [RG]; see also [Dr] and [St] 058B which fixes an error in [RG].

Let A be an integral domain. For every A-module M one has S−1(Mtors) = (S−1M)tors.
This implies:

Proposition B.30. For an A-module M the following assertions are equivalent.
(i) M is torsion-free.
(ii) Mp is torsion-free for all prime ideals p of A.
(iii) Mm is torsion-free for all maximal ideals m of A.

(B.7) Noetherian and Artinian modules and rings.

Let A be a ring.

Definition/Proposition B.31. ([AM] Proposition 6.1 and Proposition 6.2) An A-
module M is called noetherian, if it satisfies the following equivalent conditions.
(i) Any ascending chain N0 ⊆ N1 ⊆ . . . of submodules becomes stationary (i.e., there

exists an integer r ≥ 0 such that Ni = Nr for all i ≥ r).
(ii) Any non-empty subset of submodules of M has a maximal element.
(iii) Every submodule of M is finitely generated.

An A-module M is called Artinian if any non-empty subset of submodules of M has
a minimal element (equivalently, every descending chain N0 ⊇ N1 ⊇ . . . of submodules
becomes stationary).

Proposition B.32. ([AM] Proposition 6.3) Let 0 → M ′ → M → M ′′ → 0 be an exact
sequence of A-modules. Then M is noetherian (resp. Artinian) if and only if M ′ and M ′′

are noetherian (resp. Artinian).

An A-module M is noetherian and Artinian if and only if M is of finite length ([AM]
Proposition 6.8).

The ring A is called noetherian (resp. Artinian) if A as an A-module is noetherian
(resp. Artinian). Thus a ring is noetherian if and only if every ideal is finitely generated.
Every Artinian ring is noetherian (an analogous statement for modules does not hold).

Proposition B.33.
(1) ([AM] Proposition 6.5) Every finitely generated module over a noetherian (resp. Ar-

tinian) ring is itself noetherian (resp. Artinian).
(2) ([AM] Proposition 7.3; Proposition B.36 below) If the ring A is noetherian (resp. Ar-

tinian) and S ⊆ A is a multiplicative subset, then S−1A is noetherian (resp. Artinian).

https://stacks.math.columbia.edu/tag/058B
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Proposition B.34. (Hilbert’s basis theorem) ([AM] Corollary 7.7) Let A be a noetherian
ring. Then any finitely generated A-algebra B is again noetherian.

Proposition B.35. ([BouAC] III, 2.6, Corollary 6 of Theorem 2) Let A be a noetherian
ring. Then for all n ≥ 0 the ring of formal power series A[[T1, . . . , Tn]] is noetherian.

The following proposition gives a characterizations of Artinian rings.

Proposition B.36. ([AM] Chapter 8) Let A be a ring. The following are equivalent:
(i) The ring A is Artinian, i. e. it satisfies the descending chain condition for ideals.
(ii) lgA(A) <∞.
(iii) The ring A is noetherian, and every prime ideal is a minimal prime ideal.
(iv) The ring A is noetherian, and the natural map

A→
∏

p∈SpecA

Ap

is an isomorphism.
(v) The ring A is noetherian and for all prime ideals p of A, the localization Ap is

Artinian.
If A is Artinian, A has only finitely many prime ideals.

Proposition B.37. ([BouAC] II, 3.2, Corollary 2 of Proposition 5) Let A be a local
Artinian ring. Then an A-module is flat if and only if it is free.

(B.8) Completion.

The main reference is [Mat] §8. Let A be a ring and let a ⊆ A be an ideal.

Definition/Remark B.38. Let M be an A-module. The a-adic topology on M is the
coarsest topology on M such that for all m ∈ M the sets m + anM for n ≥ 0 form a
fundamental system of open neighborhoods of m.
(1) The a-adic topology on A makes A into a topological ring (i.e., addition and multipli-

cation are continuous). Moreover, M with its a-adic topology is a topological A-module
over the topological ring A (i.e., addition and scalar multiplication are continuous).

(2) The a-adic topology on M is Hausdorff if and only if
⋂
n≥0 a

nM = 0.
(3) Let ϕ : A→ B be an A-algebra, let b ⊆ B be an ideal and assume that there exists an

integer r ≥ 1 such that ϕ(ar) ⊆ b. Then ϕ is continuous with respect to the a-adic
topology on A and the b-adic topology on B.

(4) In the situation of (3), let N be a B-module endowed with the b-adic topology. Then
every A-linear homomorphism u : M → N is continuous. In particular (for B = A,
b = a, and ϕ = idA), every homomorphism of A-modules is continuous with respect
to the a-adic topology.

For an A-module M we endow M/anM with the discrete topology (which is also the
quotient topology with respect to the a-adic topology) and call the topological A-module

M̂ := M̂a := lim
←−
n

M/anM

the completion of M . For M = A we obtain a topological ring Â, and M̂ is a topological
Â-module.
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The projections M → M/anM yield a continuous homomorphism i : M → M̂ of A-
modules, called the canonical homomorphism. The canonical homomorphism A→ Â is a
continuous ring homomorphism.

Every homomorphism u : M → N of A-modules induces an Â-linear homomorphism
û : M̂ → N̂ on the a-adic completions. Thus we obtain a functor M 7→ M̂ from the
category of A-modules to the category of Â-modules.

Definition B.39. An A-module M is called a-adically complete if the canonical homo-
morphism M → M̂ is an isomorphism. In particular, A is said to be a-adically complete
if the canonical homomorphism A→ lim

←−n
A/anA is an isomorphism.

If A is a local ring, we usually endow A (and every A-module M) with the m-adic
topology, where m is the maximal ideal of A. If A (or M) is m-adically complete, we
simply say that A (or M) is complete.

Let a be again an arbitrary ideal of A. If ι : N →M is the inclusion of an A-submodule
N of M , then ι is continuous with respect to the a-adic topology, but the topology on N
induced by the a-adic topology on M may be strictly coarser than the a-adic topology on
N . The Artin-Rees lemma asserts that this cannot happen if A is noetherian and M is
finitely generated:

Proposition B.40. (Artin-Rees lemma, [Mat] Theorem 8.5) Let A be noetherian, a ⊆ A
an ideal, M a finitely generated A-module, and N ⊆M a submodule. Then there exists
an integer r > 0 such that anM ∩N = an−r(arM ∩N) for all n > r. In particular, the
a-adic topology on M induces the a-adic topology on N .

Proposition B.41. Let A be noetherian, a ⊆ A an ideal, and M a finitely generated
A-module.
(1) The a-adic completion Â is noetherian and the canonical homomorphism A→ Â is

flat.
(2) The canonical homomorphism Â⊗AM → M̂ is an isomorphism.
(3) The topology on M̂ is the a-adic topology as an A-module and the aÂ-adic topology as

an Â-module, M̂ is complete with this topology, and for all n ≥ 1 we have ([BouAC]
III, 2.12, Corollary 2 of Proposition 16)

ânM = ânM̂ = anM̂.

(4) The canonical homomorphism i : M → M̂ induces isomorphisms

anM/an+1M
∼→ anM̂/an+1M̂, M/anM

∼→ M̂/anM̂.

(5) For every exact sequence M ′ →M →M ′′ of finitely generated A-modules, the induced
sequence M̂ ′ → M̂ → M̂ ′′ of Â-modules is exact.

Proposition B.42. ([BouAC] III, 3.3, Proposition 6 and III, 3.5, Proposition 9 and
its Corollary 1) Let A be noetherian, a ⊆ A an ideal, and Â its a-adic completion. The
following assertions are equivalent.
(i) a is contained in the Jacobson radical of A.
(ii) For every finitely generated A-module M one has

⋂
n≥0 a

nM = 0.
(iii) For every finitely generated A-module M every submodule of M is closed in the

a-adic topology.
(iv) Â is a faithfully flat A-module.
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If these equivalent conditions are satisfied, then for every finitely generated A-module M
and for every submodule N one has

N = N̂ ∩M = (ÂN) ∩M.

Corollary B.43. ([BouAC] III, 3.4, Corollary of Proposition 8) Let A be a local noetherian
ring. Then Â is a complete local noetherian ring, Â is a faithfully flat A-algebra, mÂ =

mAÂ, and for every ideal b ( A we have⋂
n≥0

bn = 0 and b = b̂ ∩A.

Corollary B.44. Let A be a noetherian ring which is complete for the a-adic topology.
Then every finitely generated A-module is complete for the a-adic topology.

Lemma B.45. ([BouAC] III, 2.7, Proposition 8) Let A be a complete local noetherian
ring with maximal ideal m, and let aN ⊂ A, N ≥ 0, be a descending sequence of ideals
with

⋂
N aN = 0. Then for every n ≥ 0, there exists N with aN ⊆ mn.

Proposition B.46. ([BouAC] III, 2.13, Proposition 17; III, 3.4, Proposition 8; V, 2.1,
Corollary 3 of Theorem 1; V, 2.1, Proposition 5) Let A be a semi-local noetherian ring
with maximal ideals m1, . . . ,mn, let r(A) = m1 · · ·mr be its Jacobson radical, and let B be
a finite A-algebra.
(1) The r-adic completion Â of A is isomorphic to

∏n
i=1 Âmi , and the Âmi are complete

local noetherian rings.
(2) B is semi-local and noetherian, and the r(B)-adic topology on B coincides with the

r(A)-adic topology.
(3) If A is complete, B is complete. In this case B is a finite product of complete local

noetherian rings.

Examples B.47.
(1) Let A = R[T1, . . . , Tn] be a polynomial ring over some ring R and let a = (T1, . . . , Tn).

Then Â ∼= R[[T1, . . . , Tn]], and the topology on Â is the (T1, . . . , Tn)-adic topology.
Thus, if R is noetherian, R[[T1, . . . , Tn]] is noetherian as well.

(2) Let A be noetherian and a = (a1, . . . , an). Then the a-adic completion Â is isomorphic
to A[[T1, . . . , Tn]]/(T1 − a1, . . . , Tn − an).

(3) Every local Artinian ring is complete.

Let A be a ring, a ⊆ A be an ideal. For every A-module we set

gra(M) :=
⊕
n≥0

granM, with gran(M) := anM/an+1M.

Then gra(A) is a graded ring (see Section (13.1)), called the associated graded ring, and
gra(M) is a graded gra(A)-module, called the associated graded module. The construction
yields a functor M 7→ gra(M) from the category of A-modules to the category of graded
gra(A)-modules.
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Example B.48. ([BouAC] III, 2.3, Examples (2)) Let R be a ring, A = R[[T1, . . . , Tn]]
and a = (T1, . . . , Tn). Then gra(A) ∼= R[T1, . . . , Tn].

Proposition B.49. ([AM] Lemma 10.23) Let (A, a) and (B, b) be two rings with ideals, let
M be an A-module and N a B-module, and let u : M → N be a homomorphism of abelian
groups such that u(anM) ⊆ bnN for all n ≥ 1. We equip M and N with the a- and b-adic
topologies. Let û : M̂ → N̂ and gr(u) : gra(M)→ grb(N) be the induced homomorphisms.
If gr(u) is surjective (resp. injective), then û is surjective (resp. injective).

(B.9) Local criterion for flatness.

Let A be a ring.

Proposition B.50. ([Mat] Theorem 22.1) Let B be a noetherian A-algebra, let b ⊂ B be
an ideal that is contained in the Jacobson radical of B, and let M be a finitely generated
B-module. Suppose that M/bnM is a flat A-module for all n ≥ 1, then M is a flat
A-module.

Let a ⊂ A be an ideal and M an A-module. For all n ≥ 0 multiplication induces a
surjective homomorphism γn : an/an+1 ⊗A/a M/aM � anM/an+1M . Thus we obtain a
surjective homomorphism of gra(A)-modules

(B.9.1) γaM : gra(A)⊗gra0 (A) gra0(M)� gra(M).

Theorem B.51. ([Mat] Theorem 22.3) Let A be a ring, and let a ⊆ A be an ideal. Let
M be an A-module, and suppose that a is nilpotent, or that there exists a noetherian
A-algebra B, such that aB is contained in the Jacobson radical of B and such that the
A-module structure on M is induced from a B-module structure which makes M a finitely
generated B-module. The following are equivalent:
(i) The A-module M is flat.
(ii) The A/a module M/a is flat and the natural homomorphism (B.9.1) is an isomor-

phism.
(iii) The A/a module M/a is flat and the multiplication a⊗AM →M is injective.
(iv) For all n ≥ 1, the A/an-module M/anM is flat.

Note that in the statement of the equivalent conditions in the theorem, B does not play
a role; it just serves to impose a certain finiteness condition on M . More precisely, it is
enough to require that M is an a-adically ideal-separated A-module, i.e.,

⋂
an(b⊗M) = 0

for every finitely generated ideal b of A.
By induction one deduces easily the following corollary.

Corollary B.52. Let A be a ring with a finite filtration of ideals

0 = IN+1 ⊂ IN ⊂ · · · ⊂ I1 ⊂ I0 = A,

such that ImIn ⊆ In+m for all n, m. Let M be an A-module, and denote by grA =⊕N
n=0 In/In+1, grM =

⊕N
n=0 InM/In+1M the associated graded ring and module, re-

spectively. Suppose that M ⊗A (A/I1) is a flat A/I1-module and that the natural homo-
morphism

gr0(M)⊗gr0(A) gr(A)→ gr(M)

is injective. Then M is a flat A-module.
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(B.10) Integral ring homomorphisms.

The main reference is [AM] Chapter 5. Let A be a ring and let ϕ : A→ B be an A-algebra.

Definition/Proposition B.53.
(1) An element b ∈ B is called integral over A if it satisfies the following equivalent

conditions.
(i) There exists a monic polynomial f ∈ A[T ] such that f(b) = 0.
(ii) The A-subalgebra A[b] of B is a finite A-algebra.
(iii) There exists a finite A-subalgebra C of B that contains b.

(2) The subset A′ of elements of B that are integral over A forms an A-subalgebra of B.

The ring homomorphism ϕ : A→ B is called integral if all elements of B are integral
over A.

An A-algebra is finite if and only if it is integral and of finite type.

Proposition B.54. Let B be a finite (resp. integral) A-algebra.
(1) If C is a finite (resp. integral) B-algebra, then C is a finite (resp. integral) A-algebra.
(2) If A′ is any A-algebra, then A′ ⊗A B is a finite (resp. integral) A′-algebra.
(3) (see Section (B.17) below) Let A0 be a ring, and let A = lim

−→λ
Aλ be the filtered

inductive limit of A0-algebras Aλ. Let B0 be an A0-algebra of finite presentation such
that B := A⊗A0 B0 is a finite A-algebra. Then there exists an index λ such that the
Aλ-algebra Bλ := Aλ ⊗A0

B0 is finite.

Let B be an A-algebra. Then

(B.10.1) A′ := { b ∈ B ; b is integral over A }

is a A-subalgebra of B which is called the integral closure of A in B. If A = A′, then
A is called integrally closed in B. If A is a domain, A is called integrally closed if A is
integrally closed in its fraction field.

Proposition B.55. Let B be an A-algebra and let A′ be the integral closure of A in B.
Then for every multiplicative set S ⊂ A, the integral closure of S−1A in S−1B is S−1A′.

Theorem B.56. Let ϕ : A→ B be an integral injective ring homomorphism.
(1) Let q0 ( q1 be prime ideals of B. Then ϕ−1(q0) ( ϕ−1(q1).
(2) (going up) Let p1 ( · · · ( pr be a chain of prime ideals of A and let q1 ( · · · ( qm

(for some 0 ≤ m < r) be a chain of prime ideals of B such that ϕ−1(qi) = pi for all
i = 1, . . . ,m. Then this chain can be completed to a chain q1 ( · · · ( qr of prime
ideals of B such that ϕ−1(qi) = pi for all i = 1, . . . , r.

(3) (going down) Let A and B be integral domains and assume that A is integrally closed.
Let p1 ( · · · ( pr be a chain of prime ideals of A and let qn ( · · · ( qr (for some
1 < n ≤ r) be a chain of prime ideals of B such that ϕ−1(qi) = pi for all i = n, . . . , r.
Then this chain can be completed to a chain q1 ( · · · ( qr of prime ideals of B such
that ϕ−1(qi) = pi for all i = 1, . . . , r.

(4) ([Mat] Exercise 9.2) One has dimA = dimB.

Proposition B.57. Let A be a noetherian integrally closed domain, let L be a finite
separable extension of FracA, and let B be the integral closure of A in L. Then B is a
finite A-algebra.
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Theorem B.58. (Noether normalization theorem, [BouAC] V,3.1, Theorem 1) Let k be
a field and let A 6= 0 be a finitely generated k-algebra.
(1) There exist elements t1, . . . , td ∈ A such that the homomorphism of k-algebras

ϕ : k[T1, . . . , Td]→ A, Ti 7→ ti, is injective and finite.
(2) If a0 ⊂ a1 ⊂ · · · ⊂ ar ( A is a chain of ideals in A (r ≥ 0), then the ti in (1)

can be chosen such that ϕ−1(ai) = (T1, . . . , Th(i)) for all i = 0, . . . , r and suitable
0 ≤ h(0) ≤ h(1) ≤ · · · ≤ h(r).

(B.11) Associated Primes.

The main reference is [Mat] §6. Let A be a ring and let M be an A-module. A prime
ideal p of A is called an associated prime ideal of M if there exists an element m ∈ M
such that p = Ann(m) = { a ∈ A ; am = 0 }. The set of associated prime ideals of M is
denoted by AssM or AssAM . By definition, AssM consists of those prime ideals p such
that M contains a submodule that is isomorphic to A/p.

Proposition B.59. Let A be a noetherian ring and let M be an A-module.
(1) If M 6= 0, then AssM 6= ∅.
(2) One has

⋃
p∈AssM p = { a ∈ A ; ∃0 6= m ∈M : am = 0 }.

(3) For every multiplicative subset S of A, we have

(B.11.1) Ass(S−1M) = Spec(S−1A) ∩Ass(M),

where Spec(S−1A) = { p ⊂ A prime ideal ; p ∩ S = ∅ }.
(4) If M is finitely generated, then AssM is finite,

AssM ⊆ SuppM := { p ⊂ A prime ideal ; Mp 6= 0 },

and AssM and SuppM have the same minimal elements.
In particular AssA is finite, it contains the minimal prime ideals of A, and

⋃
p∈AssA p is

the set of zero divisors of A.

(B.12) Regular sequences and dimension.

Let A be a ring and let M be an A-module.

Definition B.60. A finite sequence (a1, . . . , an) of elements ai ∈ A is called regular
for M or M -regular if for all i = 1, . . . , n the multiplication with ai on the A-module
M/(a1M + · · ·+ ai−1M) is injective and if M/(a1M + · · ·+ anM) 6= 0.

Proposition/Definition B.61. ([BouAC10] 1.4, Corollaire 1 de Théorème 2) Let A be
a local noetherian ring with maximal ideal m, and let M be a finitely generated A-module.
Let r ≥ 0 be an integer. Then the following assertions are equivalent.
(i) The M-regular sequences (a1, . . . , ar) of elements ai ∈ m of length r are precisely

those that are maximal among the M -regular sequences of elements in m.
(ii) For every M -regular sequence (a1, . . . , ar) of elements ai ∈ m of length r the A-module

M/(a1M + · · ·+ arM) has a nonzero element which is annihilated by m.
(iii) There exists an M -regular sequence (a1, . . . , ar) of elements ai ∈ m of length r such

that M/(a1M + · · ·+ arM) has a nonzero element which is annihilated by m.
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Such an integer always exists. It is called the depth of M and denoted by depthA(M) or
simply depth(M).

There is also the following more general version of depth.

Proposition/Definition B.62. ([Mat] Theorem 16.7) Let A be a noetherian ring, M
a finite A-module and a ⊆ A an ideal such that aM 6= M . Then all maximal M -regular
sequences of elements contained in a have the same length. This number is called the
a-depth of M and denoted by depth(a,M).

Let A be a ring. Then

dimA := sup{ l ∈ N0 ; ∃p0 ( p1 ( · · · ( pl chain of prime ideals of A }

is called the Krull dimension or simply the dimension of the ring A. For a prime ideal p
of A we call

ht(p) := dim(Ap)

the height of p. It is the supremum of the lengths of chains of prime ideals of A that have
p as their maximal element. For an arbitrary ideal a ( A we set

ht(a) := inf{ ht(p) ; a ⊆ p prime ideal }.

Proposition B.63. (Krull’s principal ideal theorem) ([Mat] Theorem 13.6) Let A be a
noetherian ring. If f ∈ A, and p ⊂ A is a prime ideal which is minimal among all prime
ideals containing f , then ht p ≤ 1. Conversely, if p ⊂ A is a prime ideal of height ≤ 1,
then there exists f ∈ A such that p is minimal among all prime ideals containing f .

Corollary B.64. Let A be a local noetherian ring and a ∈ A \ A×. Then dimA/(a) ≥
dimA− 1. If a is regular, then dimA/(a) = dimA− 1.

Corollary B.65. (Theorem of Artin-Tate) (see Section (B.18) below) Let A be a noethe-
rian integral domain. Then A is semi-local of dimension ≤ 1 if and only if there exists an
f ∈ A such that Af is a field.

Proposition B.66. ([Mat] Theorem 17.2, Theorem 13.4) Let A be a local noetherian
ring. Then depthA ≤ dimA <∞.

Proposition B.67. ([Mat] Theorem 13.9) Let A be a local noetherian ring, and let Â be
the completion with respect to its maximal ideal. Then dimA = dim Â <∞.

Proposition B.68. ([Mat] Theorem 15.1) Let ϕ : A→ B be a local homomorphism of
noetherian local rings, and denote by m the maximal ideal of A. Then

dimB ≤ dimA+ dimB/mB,

and if ϕ is flat, then equality holds.

(B.13) Valuation rings.

Let A and B local rings with A ⊆ B. Then we say that B dominates A if mB ∩A = mA.
Given a field K, the set of local subrings of K is inductively ordered with respect to
domination order.
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Definition/Proposition B.69. ([BouAC] VI, 1.2, Theorem 1; §3.2) Let K be a field
and let A be a subring of K. The ring A is called a valuation ring of K if it satisfies the
following equivalent properties.
(i) For every a ∈ K× one has a ∈ A or a−1 ∈ A.
(ii) FracA = K and the set of ideals of A is totally ordered by inclusion.
(iii) A is local and a maximal element in the set of local subrings of K with respect to the

domination order.
(iv) There exists a totally ordered abelian group G and a map v : K → G∪{∞} with

(a) v(ab) = v(a) + v(b) (with g +∞ :=∞+ g :=∞ for g ∈ G).
(b) v(a+ b) ≥ min{v(a), v(b)} (where ∞ > g holds by definition for all g ∈ G).
(c) v(a) =∞⇔ a = 0.
such that A = { a ∈ K ; v(a) ≥ 0 }.

A map v : K → G ∪ {∞} satisfying (a)–(c) is called a valuation for A on K, or a
valuation on K with valuation ring A. The totally ordered abelian group v(K×) ⊆ G is
called the value group of A. It is isomorphic to the totally ordered abelian group K×/A×

and in particular unique up to isomorphism.

Corollary B.70. ([Mat] Theorem 10.2) Let K be a field, R ⊆ K be a subring, p a prime
ideal of R. Then there exists a valuation ring A of K such that R ⊆ A and mA ∩R = p.

Proposition B.71. ([Mat] Theorem 11.1, Theorem 11.2) Let A be a ring which is not
a field. Then A is called a discrete valuation ring, if it satisfies the following equivalent
properties.
(i) A is a local principal ideal domain.
(ii) A is a local one-dimensional integrally closed noetherian ring.
(iii) A is a noetherian valuation ring.
(iv) A is noetherian, local, dimA > 0, and its maximal ideal m is a principal ideal.
(v) There is a valuation v : FracA→ Z ∪ {∞} such that A = { a ∈ FracA ; v(a) ≥ 0 }.

If A is a discrete valuation ring, a generator π of the unique maximal ideal m of A
is called a uniformizing element . Every nonzero ideal of A is of the form (πn) for some
n ≥ 0. Moreover, we have

(B.13.1)
A× = { a ∈ A ; v(a) = 0 },
m = { a ∈ A ; v(a) > 0 }.

A valuation v for A as in (v) is called normalized if v is surjective (equivalently, v(π) = 1
for every uniformizing element π).

Proposition B.72. Let A be a valuation ring, K = FracA, and let v : K → G ∪ {∞} be
a valuation for A with values in some totally ordered abelian group G.
(1) ([BouAC] VI, 10.1, Proposition 1) There exists an extension of v to K(T ) (T trans-

cendental) with values in the same group G.
(2) ([BouAC] VI, 1.2, Cor. to Thm. 2) If L ⊇ K is a field extension, there exists an

extension of v to a valuation on L.
(3) ([BouAC] VI, 8.1, Corollary 3 of Proposition 1) If L ⊇ K is a finite extension and v

is discrete, then any extension of v to L is a discrete valuation.
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(B.14) Normal, factorial, regular and Cohen-Macaulay rings.

A ring A is called normal if Ap is an integrally closed integral domain for all prime
ideals p.

Proposition B.73. Let A be a ring.
(1) ([AM] Proposition 5.13) A is integrally closed if and only if A is normal and an

integral domain.
(2) If A is normal, then S−1A is normal for every multiplicative subset S ⊂ A.
(3) ([Mat] Theorem 11.5, Theorem 12.3) Let A be a noetherian integral domain. Then A

is normal if and only if
(a)

A =
⋂

p⊂A prime
ht p=1

Ap

(b) For all prime ideals p of height one, Ap is a discrete valuation ring.
(4) ([Mat] Theorem 12.4) Let A be a normal noetherian integral domain, a ∈ (FracA)×.

Then there exist only finitely many prime ideals p of A of height one with a /∈ A×p (in
other words, such that vp(a) 6= 0, where vp is a valuation for the discrete valuation
ring Ap).

(5) ([Mat] Theorem 10.3) Every valuation ring is integrally closed.
(6) ([Mat] Theorem 23.9) Let A→ B be a faithfully flat morphism of noetherian rings.

Then B is normal if and only if A is normal and if for all prime ideals p ⊂ A, the
ring B ⊗A κ(p) is normal.

(7) ([BouAC] V, 1.3, Corollary 2 of Proposition 13) If A is normal, then A[T1, . . . , Tn] is
normal.

Proposition/Definition B.74. ([Ei] 0.2) An integral domain A is called factorial or
unique factorization domain if it satisfies the following equivalent conditions.
(i) Every nonzero element f of A can be written as a product f = f1f2 · · · fr of irreducible

elements, and the fi are uniquely determined up to order and up to multiplication by
a unit ui.

(ii) Every nonzero element f of A can be written as a product f = f1f2 · · · fr of irreducible
elements, and every irreducible element is a prime element.

(iii) Every irreducible element is a prime element, and every ascending chain of principal
ideals becomes stationary.

Proposition B.75. Let A be an integral domain.
(1) ([BouAC] VII, 3.4, Proposition 3; VII, 3.5, Theorem 2) If A is factorial, then the

polynomial ring A[T1, . . . , Tn] is factorial and the localization S−1A is factorial for
every multiplicative subset S ⊂ A.

(2) ([Mat] Theorem 20.1) Let A be noetherian. Then A is factorial if and only if every
prime ideal of height 1 is a principal ideal.

(3) ([Mat] Theorem 20.2) Let A be noetherian and let S ⊂ A be a multiplicative set
generated by prime elements. Then A is factorial if and only if S−1A is factorial.

Definition/Proposition B.76. ([AM] Theorem 11.22) A local noetherian ring (A,m)
with residue field k is called regular if the following equivalent conditions are satisfied.
(i) dimA = dimk m/m

2.
(ii) grm(A) ∼= k[T1, . . . , Td].
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(iii) m can be generated by dimA elements.
A noetherian ring A is called regular, if for all maximal ideals m ⊂ A the localization Am

is a regular local ring.

For every noetherian local ring A as above one has d := dimA ≤ dimk m/m
2. Thus

A is regular if and only if m can be generated by a sequence (a1, . . . , ad) of d elements.
Such a sequence is then automatically A-regular and the homomorphism of k-algebras
k[T1, . . . , Td]→ grm(A), Ti 7→ (ai mod m2) ∈ grm1 (A) is an isomorphism.

Proposition B.77. Let (A,m) be a regular local ring with residue field k.
(1) ([Mat] Theorem 19.3) For every prime ideal p ⊂ A, the localization Ap is regular.
(2) (Theorem of Auslander-Buchsbaum, [Mat] Theorem 20.3) The ring A is a unique

factorization domain (and in particular an integral domain).
(3) ([Mat] Theorem 14.2) Let a1, . . . , ar ∈ m. Then the images of the ai in m/m2 are

linearly independent over k if and only if the quotient A/(a1, . . . , ar) is regular and
has dimension dimA− r.

(4) ([Mat] Theorem 19.5) The polynomial ring A[T ] and the ring of formal power series
A[[T ]] are regular.

(5) ([Mat] Theorem 23.7) Let A→ B be a flat local ring homomorphism of local noetherian
rings A and B. If B is regular, then A is regular. If A is regular and B/mAB is
regular, then B is regular.

(6) (by (5)) A local noetherian ring R is regular if and only if R̂ is regular.

Let R be a local noetherian ring. If dimR = 0, then R is regular if and only if R is a
field. If dimR = 1, then R is regular if and only if its maximal ideal is a principal ideal,
i.e., if and only if R is a discrete valuation ring (Proposition B.71).

Remark B.78.
(1) Every local regular ring is factorial (Theorem of Auslander-Buchsbaum). Every

factorial ring is integrally closed. In particular, every regular ring is normal.
(2) If R is normal and noetherian, then by Proposition B.73 (3) (b) the localization Rp

is regular for all prime ideals p of R of height ≤ 1 (as Rp is always a domain, Rp is
a field if the height of p is 0). In particular we see that if R is a noetherian ring of
dimension ≤ 1, then R is normal if and only if R is regular.

There exist rings R with dimR ≥ 2 that are normal but not regular; see Exer-
cise 6.23.

Definition B.79. Let A be a noetherian ring and let k ≥ 0 be an integer.
(1) We say that A satisfies (Rk) if Ap is regular for all prime ideal p with ht(p) ≤ k.
(2) We say that A satisfies (Sk) if depthAp ≥ min(ht(p), k) for all prime ideals p.
(3) A is called Cohen-Macaulay if depthAp = ht p for all prime ideals p.

Example B.80. Let A be a noetherian ring.
(1) A is Cohen-Macaulay (resp. regular) if and only if A satisfies (Sk) (resp. (Rk)) for all

k ≥ 0.
(2) Every ring satisfies (S0). A ring satisfies (S1) if and only if every associated prime

ideal is a minimal prime ideal.
(3) The ring A is reduced if and only if A satisfies (S1) and (R0).

Proposition B.81. (Serre’s normality criterion, [Mat] Theorem 23.8) A noetherian ring
is normal if and only if it satisfies (R1) and (S2).
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Proposition B.82. ([Mat] Theorem 23.9) Let A→ B be a flat local homomorphism of
local noetherian rings, and let k ≥ 0 be an integer.
(1) If B satisfies (Rk) (resp. (Sk)), then A satisfies (Rk) (resp. (Sk)).
(2) If A and B ⊗A κ(p) satisfy (Rk) (resp. (Sk)) for every prime ideal p of A, then B

satisfies (Rk) (resp. (Sk)).

Proposition B.83. ([Mat] Theorem 17.6) Let A be a noetherian ring. Then A is Cohen-
Macaulay if and only if the unmixedness property holds for A, i.e., for every ideal a ⊂ A
of height r ≥ 0 generated by r elements, all minimal prime ideals of A containing a have
the same height.

Proposition B.84. Let A be a local Cohen-Macaulay ring.
(1) ([Mat] Theorem 17.3) All associated prime ideals of A have the same height (i.e.,

SpecA has no embedded components, see Section (9.5), and is equidimensional, see
Section (5.3)).

(2) ([Mat] Theorem 17.4) Let a ( A be an ideal. Then dimA/a + depth(a, A) = dimA.

Proposition B.85. (Hartshorne’s connectedness theorem, [Ei] Theorem 18.12) Let A be
a noetherian local ring, let a1, a2 ⊂ A be ideals such that a1∩a2 is nilpotent, and that there
is no inclusion relation between the radicals of a1 and a2. Then depth(a1 + a2, A)) ≤ 1.

Proposition B.86. ([Mat] Theorem 17.3) Let A be a local noetherian ring and let a be
an ideal generated by an A-regular sequence. Then A is Cohen-Macaulay if and only if
A/a is Cohen-Macaulay. In particular, every regular ring is Cohen-Macaulay.

(B.15) Dedekind domains and principal ideal domains.

Definition/Proposition B.87. ([Mat] 11.6; [AM] Theorem 9.3) An integral domain
A is called a Dedekind domain or Dedekind ring, if it satisfies the following equivalent
properties.
(i) A is either a field or a noetherian ring such that Am is a discrete valuation ring for

every maximal ideal m.
(ii) A is normal, noetherian, and dimA ≤ 1.
(iii) A is regular and dimA ≤ 1.
(iv) Every non-zero ideal of A can be written as a finite product of prime ideals.
(v) Every non-zero ideal of A is a projective A-module of rank 1.
If A is a Dedekind domain, then the factorization in (iv) into prime ideals is unique up
to order.

Proposition B.88. ([Mat] Theorem 20.7) A ring A is a principal ideal domain if and
only if A is factorial and a Dedekind ring.

Proposition B.89. Let M be an A-module.
(1) ([BouAII] VII, §3, Corollary 3 of Theorem 1) Let A be a principal ideal domain. Then

M is free if and only if M is projective.
(2) ([BouAII] VII, 4.4, Corollary 2 of Theorem 2) Let A be a principal ideal domain, and

let M be finitely generated. Then M is free if and only if M is torsion-free.
(3) ([BouAC] I, 2.4, Proposition 3; Proposition B.30 and Proposition B.27) Let A be a

Dedekind domain. Then M is flat if and only if M is torsion-free.
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(4) (by (2), Proposition B.30 and Proposition B.29) Let A be a Dedekind domain and let
M be finitely generated. Then M is projective if and only if M is torsion-free.

Proposition B.90. (Krull-Akizuki theorem, [Mat] Theorem 11.7) Let A be a noetherian
integral domain of dimension 1, let L be a finite extension of FracA, and let B be an
A-subalgebra of L. Then B is noetherian, dimB ≤ 1, and lgA(B/b) < ∞ for every
nonzero ideal b ⊆ B.

(B.16) Field extensions.

A ring homomorphism ι : k → K of fields is called a field extension. Then ι is automatically
injective. Very often we will consider ι as inclusion and omit it from the notation.

If (Ti)i∈I is a family of indeterminates, the polynomial ring k[(Ti)i∈I ] is an integral
domain. Its field of fractions is denoted by k((Ti)i∈I). It is a field extension of k.

The dimension of the k-vector space K is denoted by [K : k] and is also called the
degree of k → K. A subextension of k → K is a k-subalgebra of K which is a field. The
intersection of a family of subfields is again a subfield. If (ai)i∈I is a family of elements ai
of K, we denote by k((ai)i∈I) the smallest subextension which contains all elements ai.

Definition B.91. A field extension ι : k → K is called
(1) finite, if ι is finite (Definition B.12).
(2) algebraic, if ι is integral (Definition B.53). An element a ∈ K is called algebraic over

k if it is integral over k.
(3) transcendental, if it is not algebraic.
(4) purely transcendental, if there exists an algebraically independent family (ti)i∈I of

elements ti ∈ K such that K = k((ti)i∈I) (equivalently K ∼= k((Ti)i∈I) for a family
(Ti)i∈I of indeterminates).

(5) finitely generated, if there exist finitely many elements a1, . . . , an ∈ K such that
K = k(a1, . . . , an).

(6) separable, if for every field extension k → L the tensor product K⊗k L is reduced. An
element a ∈ K is called separable over k if it is a root of an irreducible polynomial
f ∈ k[T ] that has only simple roots in an algebraically closed extension of k.

Separable field extensions are not necessarily algebraic but separable elements are by
definition always algebraic.

Let ι : k → K be a field extension. The set

kalg := { a ∈ K ; a is algebraic over k }
(resp. ksep := { a ∈ K ; a is separable (and algebraic) over k })

is a subextension of K and called the algebraic closure of k in K (resp. separable closure
of k in K). We say that k is algebraically closed in K (resp. separably closed in K) if
k = kalg (resp. k = ksep).

Definition B.92. An algebraic field extension ι : k → K is called
(1) inseparable, if it is not separable.
(2) purely inseparable, if k is separably closed in K.
(3) normal, if for every extension K → Ω with Ω algebraically closed and for every

homomorphism σ : K → Ω of k-algebras we have σ(K) ⊆ K.
(4) Galois, if k → K is normal and separable.
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Let k → K be an algebraic extension and let ksep be the separable closure of k in K.
Then ksep → K is purely inseparable. We set

(B.16.1) [K : k]sep := [ksep : k], [K : k]insep := [K : ksep]

and call [K : k]sep (resp. [K : k]insep) the separability degree (resp. inseparability degree)
of k → K.

Remark B.93.
(1) ([BouAII] V, 2.2, Theorem 1; V, 3.3, Proposition 3; V, 14.7, Corollary 3 of Proposi-

tion 7) Let k → K and K → L be field extensions. Then the composition k → L is
finite (resp. algebraic, resp. finitely generated) if and only if the extension k → K
and K → L have the same property.

(2) ([BouAII] V, 3.2, Theorem 2) An extension is finite if and only if it is algebraic and
finitely generated.

(3) ([BouAII] V, 15.3, Proposition 6) Every purely transcendental extension is separable.

Definition B.94. A field k is called
(1) algebraically closed, if there exists no nontrivial algebraic extension of k.
(2) separably closed, if there exists no nontrivial separable algebraic extension of k.
(3) perfect, if every field extension of k is separable (equivalently, char(k) = 0, or

char(k) = p > 0 and the Frobenius k → k, x 7→ xp is surjective).

A field is algebraically closed if and only if it is perfect and separably closed.
Let k be a field. A field extension k → K is called an algebraic closure (resp.

separable closure, resp. perfect closure) of k if K is algebraically closed (resp. sepa-
rably closed, resp. perfect) and if for every extension k → L, where L is algebraically
closed (resp. separably closed, resp. perfect), there exists a k-homomorphism K → L.

Proposition B.95. ([BouAII] V, 4.3, Theorem 2; V, 7.8, Proposition 14; V, 5.2, Propo-
sition 3) An algebraic closure (resp. separable closure, resp. perfect closure) of k always
exists and is an algebraic (resp. separable algebraic, resp. purely inseparable algebraic)
extension of k. An algebraic closure (resp. separable closure) of k is unique up to iso-
morphism of k-algebras; a perfect closure of k is unique up to unique isomorphism of
k-algebras.

Let k → Ω be an algebraically (resp. separably) closed extension of k. Then for every al-
gebraic (resp. separable algebraic) extension k → K there exists a k-algebra homomorphism
K → Ω.

Proposition/Definition B.96. Let k → K be a field extension.
(1) ([BouAII] V, 14.2, Theorem 1) There exists an algebraically independent family (ti)i∈I

of elements ti ∈ K such that K is an algebraic extension of k((ti)i∈I). Such a family
is called a transcendence basis of the field extension k → K.

(2) ([BouAII] V, 14.3, Theorem 3) Any two transcendence bases of k → K have the
same cardinality. This cardinality is called the transcendence degree and denoted by
trdegk(K).

(3) ([BouAII] V, 14.3, Corollary of Theorem 4) If K → L is a second field extension, we
have trdegk(L) = trdegk(K) + trdegK(L).

(4) ([BouAII] V, 14.7, Proposition 17) The extension k → K is finitely generated if and
only if there exists a finite transcendence basis (t1, . . . , tn) such that K is a finite
extension of k(t1, . . . , tn).
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Therefore a field extension k → K is algebraic if and only if trdegk(K) = 0.
To characterize separable extensions we recall that if A is a ring and M an A-module,

we call a Z-linear map d : A→M a derivation, if d(aa′) = ad(a′) +a′d(a) for all a, a′ ∈ A.

Proposition B.97. ([BouAII] V, 15.4, Theorem 2; V, 15.6, Theorem 4; V, 16.4, The-
orem 3; V, 16.7, Corollary of Theorem 5; V, 7.3, Proposition 6) Let k → K be a field
extension. The following assertions are equivalent.
(i) k → K is separable.
(ii) For every finite purely inseparable extension L of k, the ring K ⊗k L is reduced.
(iii) There exists a perfect extension k′ of k such that K ⊗k k′ is reduced.
(iv) For every algebraically closed extension Ω of K and for all k-linearly independent

elements a1, . . . , an ∈ K there exist k-automorphisms σ1, . . . , σn of Ω such that
det(σi(aj))i,j 6= 0.

(v) For every K-vector space V and every derivation d : k → V (considering V as a
k-vector space via k → K) there exists a derivation D : K → V which extends d.

If k → K is algebraic, Assertions (i) – (v) are equivalent to
(vi) Every a ∈ K is separable over k.

If k → K is finitely generated, Assertions (i) – (v) are equivalent to
(vii) There exists a transcendence basis (t1, . . . , tn) of K over k such that K is a finite

separable extension of k(t1, . . . , tn).

Proposition B.98. (Primitive element theorem, [BouAII] V, 7.4, Theorem 1) Every
finite separable field extension is generated by a single element.

Remark B.99. ([BouAII] V, 7.9) Let k → K be an algebraic field extension.
(1) We have

[K : k] = [K : k]sep[K : k]insep.

(2) Let Ω be an algebraically closed extension of k. Then [K : k]sep is finite if and only if
the set Homk-Alg(K,Ω) of k-embeddings K → Ω is finite, and in this case we have

[K : k]sep = # Homk-Alg(K,Ω).

(3) If K → L is a second field extension,

[L : k]sep = [L : K]sep[K : k]sep,

[L : k]insep = [L : K]insep[K : k]insep.

Lemma B.100. (see Section (B.19) below) For two field extensions k → K and k → L
we have

dim(K ⊗k L) = min(trdegk(K), trdegk(L))

(If trdegk(K) and trdegk(L) are infinite cardinals, the assertion is dim(K ⊗k L) =∞.)

Proposition B.101. (see Section (B.19) below) For a field extension k → K the following
assertions are equivalent.
(i) k is separably closed in K.
(ii) For every field extension k → L, the ring K ⊗k L has only one minimal prime ideal.
(iii) For every finite separable extension k → L, the ring K ⊗k L has only one minimal

prime ideal.
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(iv) There exists a separably closed extension k → Ω such that the ring K ⊗k Ω has only
one minimal prime ideal.

Corollary B.102. (see Section (B.19) below) For a field extension k → K the following
assertions are equivalent.
(i) k → K is purely inseparable (and in particular algebraic).
(ii) For every extension L of k there exists at most one k-embedding K → L.
(iii) For every extension L of k the ring K ⊗k L has a single prime ideal.

In the following sections we give proofs for those of the above results for which we do not
know of any easily available textbook reference.

(B.17) Proofs of results on algebras of finite presentation.

Note that if B is an A-algebra of finite presentation and A→ A′ is a ring-homomorphism,
then A′ ⊗A B is an A′-algebra of finite presentation.

Proof. (of Lemma B.10) We can write B = A[T ]/(f1, . . . , fm) with A[T ] = A[T1, . . . , Tn].
Since Λ is filtered, we find λ ∈ Λ such that all the coefficients of the fj are contained in
the image of the canonical homomorphism ϕλ : Aλ → A. We choose preimages fλj of the
fj under the homomorphism Aλ[T ]→ A[T ]. Then Aλ[T ]/(fλ1, . . . , fλm)⊗Aλ A = B, so
we can set Bλ = Aλ[T ]/(fλ1, . . . , fλm).

Remark B.103. As we can write every ring as the filtered union of its finitely generated
Z-subalgebras, we see that if B is an A-algebra of finite presentation there exists a
finitely generated Z-subalgebra A0 of A and an A0-algebra B0 of finite type such that
B ∼= A⊗A0 B0.

Proof. (of Proposition B.11) Assertion (1) follows at once from Remark B.103 using
Lemma B.10 and the fact that if B0 is a finitely generated A0-algebra and C0 is a finitely
generated B0-algebra, then C0 is a finitely generated A0-algebra.

Let us show (2). As C is a finitely generated A-algebra, C is also a finitely generated
B-algebra and we find a surjection of B-algebras β : B[T ] := B[T1, . . . , Tn]� C. To show
the first assertion of (2) it suffices to prove that Ker(β) is a finitely generated ideal. Now
by assumption there also exists a surjection of A-algebras A[X] := A[X1, . . . , Xm]� B.
Tensoring with A[T ] we obtain a surjection

α : A[X,T ]� B[T ]
β−→ C.

If Ker(α) is finitely generated, then its image Ker(β) in B[T ] is finitely generated.
Therefore it suffices to show the second assertion of (2) where π : B = A[Y1, . . . , Yr]� C
is a surjection of a polynomial algebra.

Let A0 be a finitely generated Z-subalgebra of A and C0 an A0-algebra of finite type
such that C ∼= A ⊗A0

C0. If A0 is sufficiently large, then we find yi ∈ C0 such that
1 ⊗ yi = π(Yi). If c1, . . . , ct generate C0 as A0-algebra we find polynomials Pj with
coefficients in A such that 1⊗ cj = Pj(1⊗ y1, . . . , 1⊗ yr). If A0 is sufficiently large, the
Pj have coefficients in A0 and we find, after enlarging A0 once more if necessary, that



578 B Commutative Algebra

cj = Pj(y1, . . . , yr). In particular, the yi generate C0. Then π0 : A0[Y1, . . . , Yr] → C0,
Yi 7→ yi, is a surjection whose kernel is a finitely generated ideal because A0 is noetherian.
As idA⊗π0 = π, the kernel of π is finitely generated because Ker(π) is the image of
A⊗A0 Ker(π0) in A[Y1, . . . , Yr].

Proof. (of Proposition B.13) Assume that the finite A-algebra B is of finite presentation
as a module. Thus we find an exact sequence of A-modules Am

u−→ An
p−→ B → 0. The

matrix defining u : Am → An has coefficients in some finitely generated Z-subalgebra A0

of A and thus u = idA⊗u0 for an A0-linear map u0 : Am0 → An0 and B0 := Coker(u0) is
an A0-module such that A⊗A0 B0

∼= B. Let m : B ⊗A B → B be the multiplication. For
i = 1, . . . , n set bi := p(ei), where (ei)i is the standard basis of An. Then

m(bj ⊗ bk) =
∑
i

aijkbi

with aijk ∈ A. Adjoining these elements to A0 we may assume that aijk ∈ A0 such
that m = idA⊗m0 for a homomorphism m0 : B0 ⊗A0 B0 → B0. Enlarging A0 further
we may assume that m0 is associative, commutative and unital. Then B0 is a finite A0-
algebra which is of finite presentation as A0-algebra because A0 is noetherian. Therefore
B ∼= A⊗A0

B0 is an A-algebra of finite presentation.
Conversely assume that B is of finite presentation as A-algebra. Choose finitely many

generators bi of B as an A-module. Arguing as in the last part of the proof of Proposi-
tion B.11 we find a finitely generated Z-subalgebra A0 of A, an A0-algebra B0 such that
B ∼= A⊗A0B0 and a surjection π0 : A0[T ]� B0 such that 1⊗b0i = bi, where b0i := π0(Ti).
As B is a finite A-algebra, each bi is a zero of a monic polynomial with coefficients in
A. If A0 is sufficiently large, we may assume that also bi0 is integral over A0. Then B0

is generated by finitely many integral elements and thus is a finite A0-algebra (Proposi-
tion B.53). As A0 is noetherian, B0 is of finite presentation as A0-module. Therefore B is
of finite presentation as A-module.

Proof. (of Proposition B.54 (3)) One can use the same arguments as in the second part
of the previous proof.

(B.18) Proof of a theorem by Artin and Tate.

Proof. (of Corollary B.65) Assume that A is semi-local of dimension ≤ 1. Then there are
only finitely many non-zero prime ideals m1, . . . ,mr and all of them are maximal. As A
is integral, there exists 0 6= f ∈

∏
imi. The localization Af is then an integral domain

whose only prime ideal is the zero ideal. Thus Af is a field.
Conversely, let f ∈ A such that Af is a field. Then every non-zero prime ideal contains

f . Let p1, . . . , pr be those prime ideals which are minimal with this property (there are
only finitely many because A/(f) is noetherian). Assume there existed a maximal ideal m
which contains one of the pi properly. By prime ideal avoidance (Proposition B.2), there
exists g ∈ m\

⋃
i pi. Let q be a prime ideal that is minimal among those that contain g. By

Krull’s principal ideal (Proposition B.63), q has height 1. Therefore q 6= 0 and thus f ∈ q.
Moreover q must be one of the pi because otherwise ht(q) > 1. This is a contradiction.
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Therefore such a maximal ideal m cannot exist and the pi must be the maximal ideals.
This shows that A is semi-local of dimension ≤ 1.

(B.19) Proofs of results on field extensions.

Proof. (of Lemma B.100) We may assume that trdegk(K) ≤ trdegk(L). Let T = (Ti)i∈I
be a transcendence basis of K over k. Set K ′ := k(T ). Then K ′ ⊗k L ↪→ K ⊗k L is an
integral extension and thus dim(K ′ ⊗k L) = dim(K ⊗k L) by Theorem B.56. Thus we
may assume K = k(T ). Then K ⊗k L is a localization of the ring k[T ]⊗k L = L[T ].

As K is a purely transcendental extension with trdegk(K) ≤ trdegk(L), we find a
k-embedding K ↪→ L and hence an L-algebra homomorphism K ⊗k L → L. Its kernel
is a maximal ideal m of K ⊗k L with residue field L. Moreover m ∩ L[T ] is a maximal
ideal with residue field L. It is thus generated by a family (Ti − bi)i∈I for bi ∈ L. Thus
ht(m) = ht(m∩L[T ]) ≥ #I (where #I :=∞ if I is infinite) and hence dim(K⊗kL) ≥ #I.
This proves the lemma if trdegk(K) is infinite. If n := trdegk(K) <∞, then dimK⊗kL ≤
dimL[T1, . . . , Tn] = n because K ⊗k L is a localization of L[T1, . . . , Tn].

Proof. (of Proposition B.101) We first claim that if k ↪→ L ↪→M are field extensions and
K ⊗k M has only one minimal prime ideal, then K ⊗k L has only one minimal prime
ideal. Indeed, let ι : K ⊗k L→ K ⊗kM be the induced homomorphism. Let p1 and p2 be
minimal prime ideals of K ⊗k L. There exist prime ideals q1 and q2 of K ⊗kM such that
ι−1(qi) = pi for i = 1, 2. Let q be the unique minimal prime ideal of K ⊗kM . Then for
i = 1, 2 we find q ⊆ qi and hence ι−1(q) ⊆ ι−1(qi) = pi which implies ι−1(q) = pi by the
minimality of pi. Thus p1 = p2.

In more geometric terms, we could say that the morphism SpecK⊗kM → SpecK⊗kL
is surjective as the base change of a surjective morphism, and that the source of this
morphism is irreducible by assumption. Therefore the target is irreducible.

Assertion (i) implies (ii) by [BouAII] V, 17.2, Corollary of Proposition 1 and clearly (ii)
implies (iv). Let L be a finite separable extension of k. There exists a k-embedding L ↪→ Ω
and therefore (iv) implies (iii) by the claim above.

It remains to show that (iii) implies (i). Let L ⊇ k be a finite separable subextension of
K. By the claim above we know that L⊗k L has a unique minimal prime ideal. As L is
separable, L⊗k L is also reduced (Proposition B.97) and hence an integral domain. As
it is a finite k-algebra, it is a field. As any nonzero ring homomorphism with a field as
domain is injective, this implies that the multiplication L⊗k L→ L, a⊗ b 7→ ab must be
bijective. This shows that L = k because otherwise dimk L⊗k L > dimk L.

Proof. (of Corollary B.102) “(iii) ⇒ (ii)”. We have Homk(K,L) = HomL(K ⊗k L,L)
and thus two different k-embeddings would define different maximal ideals of K ⊗k L.

“(i)⇒ (iii)”. Lemma B.100 implies that K⊗kL has dimension 0 and Proposition B.101
then shows that K ⊗k L has only one prime ideal.

“(ii) ⇒ (i)”. Apply (ii) to an algebraic closure L of K.
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(B.20) The resultant and the discriminant.

The reference for this section is [BouAII] IV §6 no. 6, no. 7.
Let R be a ring. Let m, n be positive integers, and consider polynomials

f = amX
m + · · ·+ a0, g = bnX

n + · · ·+ b0

in R[X] (we do not require am, bn 6= 0 at this point).

Definition B.104. The resultant of the polynomials f , g (for degrees m, n) is the
determinant of the ((m+ n)× (m+ n))-matrix

am bn

am−1 am
...

. . .
... am−1

. . .
...

. . .
...

...
. . . b0

. . .

a0

... am
. . .

. . .

a0 am−1
. . . bn

. . .
...

. . .
...

. . .
...

. . .
...

a0 b0


where empty entries are understood as 0. We denote the resultant by resm,n(f, g). If
m = deg(f), n = deg(g), then we also write res(f, g) instead.

Proposition B.105. Let f, g ∈ R[X]. Assume that f is monic and that g 6= 0. The
following are equivalent.
(i) res(f, g) ∈ R×,
(ii) there exist u, v ∈ R[X] with uf + vg = 1,
(iii) the residue class of g in R[X]/(f) lies in (R[X]/(f))×.
If R = K is a field, then the above conditions are also equivalent to
(iv) For every field extension L/K, the polynomials f and g have no common zero in L.

Definition B.106. Let f ∈ R[X] be a monic polynomial of degree m. The discriminant
of f is

disc(f) = (−1)m(m−1)/2 res(f, f ′) ∈ R.

This notion is related to the notion of discriminant of a finite free R-algebra as
follows: The discriminant disc(f) equals the discriminant of A = R[X]/(f) for the basis
1, X, . . . ,Xm−1, i.e., the determinant of the matrix (trA/R(Xi+j))i,j=1,...,m.

Proposition B.107. Let m ≥ 1. There is a unique polynomial ∆m ∈ Z[A0, . . . , Am−1]
such that for every ring R and every monic polynomial

f = Xm +

m−1∑
i=0

aiX
i ∈ R[X]

of degree m we have
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disc(f) = ∆m(a0, . . . , am−1).

Moreover, ∆m has degree 2m− 2, and is homogeneous if Ai is assigned degree m− i.

Corollary B.108.
(1) Let ϕ : R→ S be a ring homomorphism, let f ∈ R[X] be a monic polynomial, and let

ϕf be the polynomial in S[X] obtained by applying ϕ to the coefficients of f . Then
ϕ(disc(f)) = disc(ϕf).

(2) If R = K is a field and f ∈ K[X] is a monic polynomial, then disc(f) 6= 0 if and
only if f has no multiple zeros in an algebraic closure of K.



C Permanence for properties of morphisms

of schemes

Here we collect which properties of morphisms of schemes satisfy certain permanence
properties. Let P be a property of morphisms of schemes. Recall that we made the
following definitions.

(LOCS) P satisfies (LOCS) if P is local on the source, i.e., for all morphisms of schemes
f : X → Y and for every open covering (Ui)i of X the morphism f satisfies P if
and only if its restriction Ui → Y satisfies P for all i.

(LOCT) P satisfies (LOCT) if P is local on the target, i.e., for all morphisms of schemes
f : X → Y and for every open covering (Vj)j of Y the morphism f satisfies P if
and only if its restriction f−1(Vj)→ Vj satisfies P for all j.

(COMP) P satisfies (COMP) if P is stable under composition, i.e., for all morphisms of
schemes f : X → Y and g : Y → Z satisfying P, the composition g ◦ f also satisfies
P.

(BC) P satisfies (BC) if P is stable under base change, i.e., if for all morphisms of schemes
f : X → Y satisfying P and for an arbitrary morphism Y ′ → Y the base change
f(Y ′) : X ×Y Y ′ → Y ′ satisfies P.

(CANC) P satisfies (CANC) if for all morphisms of schemes f : X → Y and g : Y → Z
such that g ◦ f satisfies P, the morphism f satisfies P.

(IND) P satisfies (IND) if P is compatible with limits of projective systems of schemes
with affine transition maps. More precisely, let S0 be a quasi-compact and quasi-
separated scheme, let (Sλ)λ be a filtered projective system of S0-schemes that are
affine over S0, and let S be the projective limit. Let X0 and Y0 be S0-schemes which
are of finite presentation over S0, let f0 : X0 → Y0 be a morphism of S0-schemes.
For all λ we set Xλ := X0 ×S0

Sλ, Yλ := Y0 ×S0
Sλ, and fλ := f0 ×S0

idSλ . We
finally define X := X0×S0

S, Y := Y0×S0
S, and f := f0×S0

idS . Then we say that
P satisfies (IND) if for all data (S0, (Sλ), f0) as above the morphism f possesses P
if and only if there exists an index λ0 such that fλ possesses P for all λ ≥ λ0.

(DESC) P satisfies (DESC) if P is stable under faithfully flat descent, i.e., given a
morphism of schemes f : X → Y and a faithfully flat quasi-compact morphism
Y ′ → Y such that the base change f ′ := f(Y ′) : X ×Y Y ′ → Y ′ possesses P, then f
possesses P.

For each property for morphisms f : X → Y of schemes that we defined in the text
we list whether it satisfies the permanence properties above together with references.
Sometimes these permanences hold only under additional hypotheses. In that case we use
the notation introduced above. Permanence properties not listed do not hold (or are not
known to us to hold). Every entry starts with stating which immersions satisfy the given
property.

© Springer Fachmedien Wiesbaden GmbH, part of Springer Nature 2020
U. Görtz und T. Wedhorn, Algebraic Geometry I: Schemes, Springer Studium 
Mathematik – Master, https://doi.org/10.1007/978-3-658-30733-2



583

affine. Closed immersions; (LOCT), (COMP), (BC), (CANC) if g is separated: Proposi-
tion 12.3; (IND): [EGAIV] (8.10.5); (DESC): Proposition 14.53.

bijective. (LOCT), (COMP); (DESC): Proposition 14.50.
closed. Closed immersions; (LOCT), (COMP); (DESC): Proposition 14.51.
closed immersion. (LOCT), (COMP): Remark 3.47; (BC): Proposition 4.32; (CANC)

if g is separated: Remark 9.11; (IND): Proposition 10.75; (DESC): Proposition 14.53.
étale. Open immersions; (LOCS), (LOCT), (COMP), (BC), (CANC) if g is unramified:

Volume II; (IND): [EGAIV] (17.7.8); (DESC): [EGAIV] (17.7.3).
faithfully flat. (LOCT), (COMP), (BC): Remark 14.8; (CANC) if g is an open immer-

sion; (IND): [EGAIV] (11.2.6) + (8.10.5); (DESC): Corollary 14.12.
finite. Closed immersions; (LOCT), (COMP), (BC), (CANC) if g is separated, (IND):

Proposition 12.11; (DESC): Proposition 14.53.
finite locally free. (LOCT), (COMP), (BC), (IND), (DESC): follows from the perma-

nence properties for “finite”, “flat” and “of finite presentation”.
flat. Open immersions; (LOCS), (LOCT), (COMP), (BC): Proposition 14.3; (CANC) if

g is unramified: Volume II; (IND): [EGAIV] (11.2.6); (DESC): Corollary 14.12.
homeomorphism. (LOCT), (COMP); (DESC): Proposition 14.51.
immersion. (LOCT), (COMP): Remark 3.47; (BC): Proposition 4.32; (CANC): Re-

mark 9.11; (IND): Proposition 10.75; (DESC) if f ′ is quasi-compact: Proposi-
tion 14.53.

injective. Immersions; (LOCT), (COMP), (CANC); (DESC): Proposition 14.50.
integral. Closed immersions; (LOCT), (COMP), (BC), (CANC) if g is separated, (IND):

Proposition 12.11; (DESC): [EGAIV] (2.7.1).
isomorphism. (LOCT), (COMP), (BC); (IND): Corollary 10.64; (DESC): Proposi-

tion 14.53.
locally of finite type. Immersion; (LOCS), (LOCT), (COMP), (BC), (CANC): Propo-

sition 10.7; (IND): by definition; (DESC): Proposition 14.53.
locally of finite presentation. Open immersions; (LOCS), (LOCT), (COMP), (BC),

(CANC) if g is locally of finite type: Proposition 10.35; (IND): by definition; (DESC):
Proposition 14.53.

monomorphism. Immersions; (LOCT), (COMP), (BC), (CANC); (IND): [EGAIV]
(8.10.5); (DESC): Proposition 14.53.

of finite type. Closed immersions, immersions of locally noetherian schemes; (LOCT),
(COMP), (BC), (CANC) if g is quasi-separated (e.g., if Y is locally noetherian):
Proposition 10.7; (IND): by definition; (DESC): Proposition 14.53.

of finite presentation. Quasi-compact open immersions; (LOCT), (COMP), (BC),
(CANC) if g is quasi-separated and locally of finite type: Proposition 10.35; (IND):
by definition; (DESC): Proposition 14.53.

open. Open immersions; (LOCS), (LOCT), (COMP); (DESC): Proposition 14.51.
open immersion. (LOCT), (COMP): Remark 3.47; (BC): Proposition 4.32; (CANC) if

g is unramified: Volume II; (IND): Proposition 10.75; (DESC): Proposition 14.53.
projective. Closed immersions; (COMP) if Z is quasi-compact and quasi-separated,

(BC), (CANC) if g is separated: [EGAII] (5.5.5); (IND): [EGAIV] (8.10.5).
proper. Closed immersions; (LOCT), (COMP), (BC), (CANC) if g is separated: Propo-

sition 12.58; (IND): [EGAIV] (8.10.5); (DESC): Proposition 14.53.
purely inseparable. Immersions; (LOCT), (COMP), (BC), (CANC): [EGAInew]

(3.7.6); (IND): [EGAIV] (8.10.5); (DESC): [EGAInew] (3.7.6).
quasi-affine. Quasi-compact immersions; (LOCT), (COMP), (BC), (CANC) if g is
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quasi-separated: [EGAII] (5.1.10); (IND): [EGAIV] (8.10.5); (DESC): [EGAIV]
(2.7.1).

quasi-compact. Closed immersions, immersions of locally noetherian schemes; (LOCT),
(COMP), (BC): Proposition 10.3; (CANC) if g is quasi-separated (e.g., if Y is locally
noetherian): Remark 10.4; (IND): by definition; (DESC): Proposition 14.51.

quasi-compact and dominant. (COMP), (BC) if the base change Y ′ → Y is flat;
(DESC): [EGAIV] (2.6.4)

quasi-compact immersion. Closed immersions, immersions of locally noetherian
schemes; (LOCT), (COMP), (BC), (CANC) if g is quasi-separated (e.g., if Y
is locally noetherian): holds for “quasi-compact” and “immersion”; (IND): by defi-
nition; (DESC): Proposition 14.53.

quasi-finite. Quasi-compact immersions; (LOCT), (COMP), (BC), (CANC) if g is
quasi-separated: Proposition 12.17; (IND): [EGAIV] (8.10.5); (DESC): Proposi-
tion 14.53.

quasi-projective. Quasi-compact immersions (e.g., immersions of locally noetherian
schemes); (COMP) if Z is quasi-compact, (BC), (CANC) if g is quasi-separated:
[EGAII] (5.3.4); (IND): [EGAIV] (8.10.5).

quasi-separated. Immersions; (LOCT), (COMP), (BC), (CANC): Proposition 10.25;
(IND): [EGAIV] (8.10.5); (DESC): Proposition 14.51.

separated. Universally injective morphisms (and hence immersions); (LOCT), (COMP),
(BC), (CANC): Proposition 9.13; (IND): [EGAIV] (8.10.5); (DESC): Proposition
14.51.

smooth. Open immersions; (LOCS), (LOCT), (COMP), (BC): Proposition 6.15;
(CANC) if g is unramified: Volume II; (IND): [EGAIV] (17.7.8); (DESC):
[EGAIV] (17.7.3).

surjective. (LOCT), (COMP), (BC): Proposition 4.32; (CANC) if g is injective; (IND):
[EGAIV] (8.10.5); (DESC).

universally bijective. (LOCT), (COMP), (BC); (DESC): Remark 14.52.
universally closed. Closed immersions; (LOCT), (COMP), (BC); (CANC) if g is sepa-

rated: Remark 9.11; (DESC): Remark 14.52.
universal homeomorphism. (LOCT), (COMP), (BC); (DESC): Remark 14.52.
universally injective. See “purely inseparable”.
universally open. Open immersions; (LOCT), (COMP), (BC); (CANC) if g is unrami-

fied: Volume II; (DESC): Remark 14.52.



D Relations between properties of

morphisms of schemes

In the figure we illustrate the most important implications between properties of a scheme
morphism f : X → Y . We use the following abbreviations:
• qc means quasi-compact ; qcqs as usual means quasi-compact and quasi-separated ;
• ft means of finite type, fp means of finite presentation, lfp means locally of finite

presentation.
The dotted arrows are conditional (i.e., they hold if the source is noetherian, or if the
target is qcqs, respectively, as indicated). We left out a few implications which follow
directly from the definitions (such as “faithfully flat + qc ⇒ qc”).

References for the equivalences in the diagram:
• A universal homeomorphism of finite type is purely inseparable (clear, because this

is the same as being universally injective). In particular the diagonal morphism is
surjective (Exercise 9.9), so the morphism is separated, and being universally closed
and of finite type, it is proper. Now Corollary 12.89 shows that is it finite, and
of course it is surjective. Conversely, a purely inseparable surjective morphism is
universally bijective, and if it is finite (hence universally closed), then it is a universal
homeomorphism (Exercise 12.32).

• A closed immersion obviously is a proper monomorphism, and the converse holds by
Corollary 12.92.

• Clearly, a finite morphism is (quasi-)affine and proper (see Example 12.56 (3)). For
the converse, see Corollary 13.82.

• Every integral morphism is affine by definition and universally closed by Proposi-
tion 12.12, Proposition 12.11 (2). Conversely, as outlined in Exercise 12.19, every
affine universally closed morphism is integral.

References for the implications with bold arrows:
• Every faithfully flat quasi-compact morphism is universally submersive by Corol-

lary 14.43.
• Faithfully flat morphisms locally of finite presentation are open by Theorem 14.35.
• Smooth morphisms are flat by Theorem 14.24.
• Purely inseparable morphisms are separated, because their diagonal morphism is

surjective (Exercise 9.9).
• Every separated quasi-finite morphism is quasi-affine by Corollary 12.91 (and, by

definition, of finite type).
• By Corollary 13.77, every finite morphism is projective.
• Corollary 13.72 shows that every projective morphism is proper and quasi-projective,

and that the converse holds if the target is qcqs.

© Springer Fachmedien Wiesbaden GmbH, part of Springer Nature 2020
U. Görtz und T. Wedhorn, Algebraic Geometry I: Schemes, Springer Studium 
Mathematik – Master, https://doi.org/10.1007/978-3-658-30733-2
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E Constructible and open properties

In this appendix we collect some (ind-)constructible properties. For the convenience of
the reader we recall (and refine) some definitions and properties for constructible subsets.
Note that we use the terminology of [EGAInew], which differs from that of [EGAIV] §1.

(1) Let S be a scheme and let E be a subset of S.
• Let S be noetherian. Then E is constructible if and only if it is the finite union

of locally closed sets.
• Let S be qcqs. Then E is constructible if and only if it is the finite union of sets

of the form U ∩ (S \ V ), where U, V ⊆ S are quasi-compact open subsets of S.
• Let S be an arbitrary scheme. Then E is constructible if and only if for every

qcqs open subscheme U ⊆ S the intersection E ∩ U is constructible.
(2) We define a more general notion for a subset E of a scheme S.

• Let S be noetherian. Then E is called ind-constructible if and only if it is the
union of locally closed sets.

• Let S be qcqs. Then E is called ind-constructible if and only if it is the union of
sets of the form U ∩ (S \ V ), where U, V ⊆ S are quasi-compact open subsets of
S.

• Let S be an arbitrary scheme. Then E is called ind-constructible if and only if
for every qcqs open subscheme U ⊆ S the intersection E ∩ U is constructible.

(3) A subset E of a scheme is constructible if and only if E and S \E are ind-constructible
([EGAInew] (7.2.9)).

(4) Let E be an ind-constructible subset of an irreducible scheme S. If E contains the
generic point of S, then E contains an open dense subset of S ([EGAInew] (7.2.8)).

(5) Let E be a constructible subset of an irreducible scheme S. Then either E or S\E con-
tains an open dense subset of S (follows from (3) and (4); see also Proposition 10.14).

(6) Let f : S′ → S be a morphism of schemes and let E ⊆ S be a constructible (resp. ind-
constructible) subset of S. Then f−1(E) is constructible (resp. ind-constructible) in
S′ (Proposition 10.43, [EGAInew] (7.2.3) (vi)).

Notation E.1. In this appendix S will always denote a scheme. If X is an S-scheme,
we will denote by Xs the fiber of X over a point s ∈ S. If f : X → Y is a morphism of
S-schemes, then fs : Xs → Ys is the induced morphism on fibers. For a quasi-coherent
OX -module F , we set Fs := F⊗OS κ(s) which is a quasi-coherent OXs -module. For every
homomorphism u : F → G of quasi-coherent OX -modules we denote by us : Fs → Gs the
induced homomorphism of OXs -modules. If Z ⊆ X is a subset, then we set Zs := Z ∩Xs.

© Springer Fachmedien Wiesbaden GmbH, part of Springer Nature 2020
U. Görtz und T. Wedhorn, Algebraic Geometry I: Schemes, Springer Studium 
Mathematik – Master, https://doi.org/10.1007/978-3-658-30733-2
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(E.1) Constructible and open properties on the target.

Constructible properties of schemes.

Let X be an S-scheme of finite presentation and set

EP(X/S) := { s ∈ S ; P(Xs, κ(s)) holds },

where P = P(Z, k) is one of the following properties of a scheme Z of finite type over a
field k.
(1) { s ∈ S ; Xs is empty } is constructible in S (Proposition 10.96). It is open if X is

proper and flat over S (by (8) below).
(2) { s ∈ S ; Xs is finite } is constructible in S (Proposition 10.96). It is open if X is

proper and flat over S (by (8) below).
(3) { s ∈ S ; Xs is purely inseparable over κ(s) } is constructible in S ([EGAIV] (9.2.6)).
(4) { s ∈ S ; dimXs ∈ Φ } is constructible in S, where Φ is a given subset of N0 ∪ {−∞}

(Proposition 10.96).
(5) { s ∈ S ; { dimZ ; Z irreducible component of Xs } ⊆ Φ } is constructible in S,

where Φ is a given subset of N0 ∪ {−∞} ([EGAIV] (9.8.5)).
(6) { s ∈ S ; { dimZ ; Z irreducible component of Xs } ⊇ Φ } is constructible in S,

where Φ is a given finite subset of N0 ∪ {−∞} ([EGAIV] (9.8.5)). It is open if X is
proper and flat over S ([EGAIV] (12.2.1)).

(7) { s ∈ S ; dimXs < n } is open in S if X → S is proper, where n ≥ 0 is a fixed integer
(Corollary 14.115). It is open and closed in S if S is locally noetherian and X → S is
open and closed ([EGAIV] (14.2.5)).

(8) { s ∈ S ; { dimZ ; Z associated component of Xs } ⊆ Φ } is constructible in S, where
Φ is a given subset of N0 ∪ {−∞} ([EGAIV] (9.8.5)). It is open if X is proper and
flat over S ([EGAIV] (12.2.1)).

(9) The set of s ∈ S, where the geometric number of irreducible components of Xs is
contained in Φ, is constructible, where Φ ⊆ N0 is a given subset ([EGAIV] (9.7.9)).

(10) The set of s ∈ S, where the geometric number of connected components of Xs is
contained in Φ, is constructible, where Φ ⊆ N0 is a given subset ([EGAIV] (9.7.9)). It
is open and closed in S if S is locally noetherian, and f is proper, universally open,
and with geometrically reduced fibers. It is also open and closed in S if f is finite
and étale.

(11) { s ∈ S ; Xs is geometrically reduced } is constructible in S ([EGAIV] (9.7.7)). It
is open in S, if X is proper and flat over S ([EGAIV] (12.2.1)).

(12) { s ∈ S ; Xs is geometrically integral } is constructible in S ([EGAIV] (9.7.7)). It is
open in S, if X is proper and flat over S ([EGAIV] (12.2.1)).

(13) The set of s ∈ S, where Xs is geometrically reduced and the geometric number of
connected components of Xs is contained in Φ, is constructible, where Φ ⊆ N0 is
a given subset (by (10) and (11)). It is open in S, if X is proper and flat over S
([EGAIV] (12.2.4)).

(14) { s ∈ S ; Xs does not have embedded components } is constructible in S ([EGAIV]
(9.8.1)).

(15) { s ∈ S ; Xs is Cohen-Macaulay } is constructible in S ([EGAIV] (9.9.3)). It is open
in S, if X is proper and flat over S ([EGAIV] (12.2.1)).

(16) { s ∈ S ; Xs satisfies (Sr) } is constructible in S, where r ≥ 1 is a fixed integer
([EGAIV] (9.9.3)). It is open in S, if X is proper and flat over S ([EGAIV] (12.2.1)).
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(17) { s ∈ S ; Xs satisfies (Sr) and is equidimensional } is constructible in S, where r ≥ 1
is a fixed integer ([EGAIV] (9.9.3) and [EGAIV] (9.8.5)). It is open in S, if X is
proper and flat over S ([EGAIV] (12.2.1)).

(18) { s ∈ S ; Xs is smooth over κ(s) } is constructible in S ([EGAIV] (9.9.5) and Corol-
lary 6.32). It is open in S, if X is proper and flat over S ([EGAIV] (12.2.4)).

(19) { s ∈ S ; Xs is étale over κ(s) } is constructible in S (by (18) and (4))
(20) { s ∈ S ; Xs is geometrically normal over κ(s) } is constructible in S ([EGAIV]

(9.9.5)). It is open in S, if X is proper and flat over S ([EGAIV] (12.2.4)).
(21) { s ∈ S ; Xs satisfies (Rk) geometrically } is constructible in S, where r ≥ 0 is a

fixed integer ([EGAIV] (9.9.5)).

Constructible properties of morphisms of schemes.

Let f : X → Y be a morphism of S-schemes of finite presentation and for s ∈ S let
fs : Xs → Ys be the induced morphism on fibers.
(1) { s ∈ S ; fs is surjective } is constructible ([EGAIV] (9.3.2)).
(2) { s ∈ S ; fs is quasi-finite } is constructible ([EGAIV] (9.3.2)).
(3) { s ∈ S ; fs is purely inseparable } is constructible ([EGAIV] (9.3.2)).
(4) { s ∈ S ; fs is dominant } is constructible ([EGAIV] (9.6.1)).
(5) { s ∈ S ; fs is separated } is constructible ([EGAIV] (9.6.1)).
(6) { s ∈ S ; fs is proper } is constructible ([EGAIV] (9.6.1)).
(7) { s ∈ S ; fs is finite } is constructible ([EGAIV] (9.6.1)). If X and Y are proper over

S, then this set is open (Proposition 12.93).
(8) { s ∈ S ; fs is an immersion } is constructible ([EGAIV] (9.6.1)).
(9) { s ∈ S ; fs is a closed immersion } is constructible ([EGAIV] (9.6.1)). If X and Y

are proper over S, then this set is open (Proposition 12.93).
(10) { s ∈ S ; fs is an open immersion } is constructible ([EGAIV] (9.6.1)).
(11) { s ∈ S ; fs is an isomorphism } is constructible ([EGAIV] (9.6.1)). If X is proper

and flat over S and Y is proper over S, then this set is open in S (Proposition 14.28).
(12) { s ∈ S ; fs is a monomorphism } is constructible ([EGAIV] (9.6.1)).
(13) { s ∈ S ; fs is flat } is constructible ([EGAIV] (11.2.8)).
(14) { s ∈ S ; fs is smooth } is constructible ([EGAIV] (17.7.11)).
(15) { s ∈ S ; fs is étale } is constructible ([EGAIV] (17.7.11)).
(16) { s ∈ S ; fs is affine } is ind-constructible ([EGAIV] (9.6.2)).
(17) { s ∈ S ; fs is quasi-affine } is ind-constructible ([EGAIV] (9.6.2)).
(18) { s ∈ S ; fs is projective } is ind-constructible ([EGAIV] (9.6.2)).
(19) { s ∈ S ; fs is quasi-projective } is ind-constructible ([EGAIV] (9.6.2)).

Constructible properties of existence of morphisms of schemes.

Let X and Y be schemes of finite presentation over a scheme S and let P be a property
of morphisms of schemes that is compatible with inductive limits of rings. Then the set of
s ∈ S such that there exists a field extension k′ ⊇ κ(s) and a morphism Xk′ → Yk′ that
has property P is an ind-constructible subset of S ([EGAIV] (9.3.5)).

Constructible properties of modules.

Let g : X → S be a morphism of finite presentation and let F be an OX -module of finite
presentation.
(1) { s ∈ S ; Fs locally free OXs -module of rank n } is constructible ([EGAIV] (9.4.7)).
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(2) { s ∈ S ; Fs
us−→ Gs

vs−→Hs is exact } is constructible, where F
u−→ G

v−→ H is a
sequence of OX -modules of finite presentation ([EGAIV] (9.4.4)).

(3) { s ∈ S ; Fs is a torsion-free OXs -module } is constructible if Xs is a geometrically
integral κ(s)-scheme for all s ∈ S ([EGAIV] (9.4.8)).

(4) { s ∈ S ; Fs is a torsion OXs -module } is constructible if Xs is a geometrically
integral κ(s)-scheme for all s ∈ S ([EGAIV] (9.4.8)).

(5) { s ∈ S ; Fs is a Cohen-Macaulay OXs -module } is constructible in S ([EGAIV]
(9.9.3)). It is open if X is proper and F is f -flat ([EGAIV] (11.2.1)).

(6) { s ∈ S ; Ls is ample over κ(s) } is ind-constructible in S, if L is an invertible OX -
module ([EGAIV] (9.6.2)). It is open if f is proper and then L |g−1(E) is relatively
ample over E ([EGAIV] (9.6.4)).

(7) { s ∈ S ; Ls is fs-ample (resp. fs-very ample) } is ind-constructible in S, where
f : X → Y is a morphism of S-schemes of finite presentation ([EGAIV] (9.6.2)). If f
is proper, then this set is constructible ([EGAIV] (9.6.3)).

(8) { s ∈ S ; { dimZ ; Z irreducible component of Supp(Fs) } ⊆ Φ } is constructible,
where Φ ⊆ N0 ∪ {−∞} is a fixed subset ([EGAIV] (9.8.5)).

(9) { s ∈ S ; Fs is fs-flat } is constructible, where f : X → Y is a morphism of S-schemes
of finite presentation ([EGAIV] (11.2.8)).

Constructible properties of subsets.

Let X be an S-scheme of finite presentation and let Z,Z ′ ⊆ X be two constructible
subsets. Then the following subsets E are constructible in S.
(1) E := { s ∈ S ; Zs 6= ∅ } ([EGAIV] (9.5.1)).
(2) E := { s ∈ S ; Zs ⊆ Z ′s } ([EGAIV] (9.5.2)).
(3) E := { s ∈ S ; Zs dense in Z ′s } if Z ⊆ Z ′ ([EGAIV] (9.5.3)).
(4) E := { s ∈ S ; Zs open (resp. closed, resp. locally closed) in Xs } ([EGAIV] (9.5.4)).
(5) E := { s ∈ S ; { dimZ ′ ; Z ′ ⊆ Zs irreducible component } ⊆ Φ } if Zs is locally

closed in Xs for all s ∈ S. Here Φ ⊆ Z ∪ {−∞} is a given subset ([EGAIV] (9.5.4)).

(E.2) Constructible and open properties on the source.

Constructible properties of schemes.

Let f : X → S be a morphism locally of finite presentation.
(1) {x ∈ X ; OXf(x),x is equidimensional } is constructible in X ([EGAIV] (9.9.1)).
(2) {x ∈ X ; dimx(Xf(x)) < n } is open in X, where n ≥ 0 is a fixed integer (Theo-

rem 14.112). It is open and closed in X if f is smooth ([EGAIV] (17.10.2)).
(3) {x ∈ X ; Xf(x) geometrically integral in x } is constructible in X (see Exercise 5.21)

([EGAIV] (9.9.4)). It is open in X if X is flat over S ([EGAIV] (12.1.1)).
(4) {x ∈ X ; Xf(x) geometrically reduced in x } is constructible in X ([EGAIV] (9.9.4)).

It is open in X if X is flat over S ([EGAIV] (12.1.1)).
(5) {x ∈ X ; Xf(x) smooth in x } is constructible in X ([EGAIV] (9.9.4)). It is open in

X if X is flat over S ([EGAIV] (12.1.6)).
(6) {x ∈ X ; Xf(x) geometrically normal in x } is constructible in X ([EGAIV] (9.9.4)).

It is open in X if X is flat over S ([EGAIV] (12.1.6)).
(7) {x ∈ X ; OXf(x),x is Cohen-Macaulay } is constructible in X ([EGAIV] (9.9.2)). It

is open in X if X is flat over S ([EGAIV] (12.1.1)).
(8) {x ∈ X ; OXf(x),x satisfies (Sk) } is constructible in X, where k ≥ 1 is a fixed integer

([EGAIV] (9.9.2)). It is open in X if X is flat over S ([EGAIV] (12.1.6)).
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(9) {x ∈ X ; dim OXf(x),x − depth OXf(x),x ≤ k } is constructible in X, where k ≥ 0 is a
fixed integer ([EGAIV] (9.9.4)). It is open in X if X is flat over S ([EGAIV] (12.1.1)).

(10) {x ∈ X ; dimx Zf(x) ∈ Φ } is constructible in X, where Z ⊆ X is a constructible
subset such that Zs is closed in Xs for all s ∈ S and Φ ⊂ N0 ∪ {−∞} is a fixed finite
subset ([EGAIV] (9.9.1)).

(11) {x ∈ X ; x is not contained in an embedded component of Xf(x) } is constructible
in X ([EGAIV] (9.9.2)). It is open in X if X is flat over S ([EGAIV] (12.1.1)).

(12) {x ∈ X ; dimZ ∈ Φ, where Z is an associated component of Xf(x) with x ∈ Z } is
constructible in X, where Φ is a given finite subset of N0 ∪ {±∞} ([EGAIV] (9.9.2)).
It is open in X if X is flat over S ([EGAIV] (12.1.1)).

(13) {x ∈ X ; f is flat in x } is open in X (Theorem 14.44).

Constructible properties of modules.

Let f : X → S be a morphism locally of finite presentation and let F be an OX -module
of finite presentation. Then the following subsets E are constructible in X.
(1) E := {x ∈ X ; Ff(x) is Cohen-Macaulay in x } ([EGAIV] (9.9.2)).
(2) E := {x ∈ X ; Ff(x) satisfies (Sk) in x }, where k ≥ 1 is a fixed integer ([EGAIV]

(9.9.2)).
(3) E := {x ∈ X ; Ff(x) → Gf(x) →Hf(x) is exact in x }, where F → G → H is a

complex of OX -modules of finite presentation ([EGAIV] (9.9.6)). It is open if H is
f -flat ([EGAIV] (12.3.3)).

(4) {x ∈ X ; F is f -flat in x } is open in X (Theorem 14.44).
(5) {x ∈ X ; (u⊗ idκ(f(x)))x : (Ff(x))x → (Gf(x))x is injective }

= {x ∈ X ; (Keru)x = 0 and Cokeru is f -flat in x } is open in X if G is f -flat,
where u : F → G is a homomorphism of OX -modules of finite presentation ([EGAIV]
(11.3.7)).
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[BouA8] N. Bourbaki, Algèbre, Chapitre 8, Hermann (1958).

[BouAC] N. Bourbaki, Commutative algebra, Chapters 1–7, 2nd printing, Springer (1989).
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Publ. Math. IHÉS 20 (1964), 5–259; 24 (1965), 5–231; 28 (1966), 5–255; 32 (1967),
5–361.

[EH] D. Eisenbud, J. Harris, The geometry of schemes, Graduate Texts in Math. 197,
Springer (2000).

[Ei] D. Eisenbud, Commutative algebra with a view toward algebraic geometry, Graduate
Texts in Math. 150, Corrected 3rd printing, Springer (1999).

[FGA] A. Grothendieck, Fondements de la géométrie algébrique, Sém. Bourbaki, 1957–
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Monatsberichte der deutschen Akademie der Wissenschaften zu Berlin 9 (1967),
248–257.
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(Ring) Category of commutative rings, 548

rk(F ) Rank function of F , 299

rk(F ) Rank of locally free OX -module, 180

rkx(F ) Rank of locally free OX -module at x,
180

Rn×m Coordinate ring of space of matrices,
508

RX Sheaf of rational functions, 303

R(X) Set of rational functions on X, 239

s|U Restriction of section of presheaf, 48

(Sch/S) Category of schemes over S, 68

(Sch/S′/S) Category of S′-schemes with descent
data, 459

(Sch) Category of schemes, 67

(Sets) Category of sets, 548

Xsm Smooth locus of X, 157

SpecA Spectrum of the ring A, 42

Spec(B) Spectrum of quasi-coherent OX -algebra,
290

Supp(D) Support of divisor D, 307

Supp(F ) Support of an OX -module, 181

sx Germ of a section s in x, 51

Sym(E ) Symmetric algebra of OX -module, 290

Sym(M) Symmetric algebra of M , 289

T (M) Tensor algebra of M , 289

Mtors Torsion module, 557

tr(u) Trace of OX -module endomorphism, 203

Tx(X ⊂ PN/k) Projective tangent space, 156

Tξ(X/S) Relative tangent space, 155

t(X) Sobrification of topological space, 84

TxX Zariski tangent space, 150

u∗(f) Base change of morphism, 107

u∗(X) Base change of scheme, 107

V (a) Closed subscheme in affine scheme, 86

V (M) Closed subset of SpecA, 42

V+(I) Closed subset of ProjA, 373

V+(I) Zero set in projective space, 75

V(E ) Quasi-coherent bundle, 291

V+(f1, . . . , fm) Zero set of homogeneous polyno-
mials, 30

V (f1, . . . , fr) Set of common zeros, 7, 8

V (M) Set of common zeros, 8

X,Λ Cone of X over a linear subspace, 32

(X,OX) Space with functions, 20

(X,OX) Scheme, 67

(X,OX) Ringed space, 56

X(S′) Base change of scheme, 107

X(A) A-valued points of X, 96

Xf Non-vanishing locus of f , 187

X, p Cone over a point, 32

Xs(L ) Non-vanishing locus of section s of L ,
189

XS(T ), X(T ) T -valued points of S-scheme X,
96

Xs Schematic fiber, 108

X(T ) T -valued points of X, 96

Z,C Relative cone with vertex C over Z, 410

Z1(X) Group of Weil divisors, 309

Z1
princ(X) Group of principal Weil divisors, 310

Zk(X) Codimension k cycles on X, 309
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abelian category, 553
abelian variety, 539
absolute curve, 491
absolute Frobenius, 107
absolute tangent space, 149
absolutely ample line bundle, 400
action of a group scheme, 117
action of a sheaf of groups, 295
additive category, 552
additive functor, 552
additive group scheme, 117
adic topology, 563
admissible blow-up

— for an open subscheme, 416
affine

— morphism of schemes, 325, 366
— — as open immersion, 367
— variety, 23
affine algebraic set, 9, 19, 22
affine bundle, 322
affine cone, 30, 113, 387, 452

— pointed, 387
— vertex, 387
affine coordinate ring, 18
affine covering

— prevariety, 23
affine open covering, 68
affine open subscheme, 68

— containing a finite set, 393
affine scheme, 60

— and Čech cohomology of quasi-coherent
modules, 339

— Chevalley’s criterion, 342
— if components are affine, 367
— Serre’s criterion, 340
affine space, 112, 209, 235

— as quasi-coherent bundle, 292
— dimension, 471
— over a ring, 61, 96
— Picard group, 312
— tangent space, 150
affine space of dimension n, 9
affine subspace of An(k), 39
algebra, 555

— essentially of finite type, 558
— faithfully flat, 559
— finite, 10, 558
— finitely generated, 558
— flat, 559

— graded, 371
— integral, 10, 126, 328, 567
— of finite presentation, 558
— of finite type, 558
algebra of finite presentation, 255
algebra over a locally ringed space, 182
algebraic closure in a field extension, 574
algebraic closure of a field, 575
algebraic element, 574
algebraic field extension, 574
algebraically closed field, 575
algebraically closed in a field extension, 574
algebraically independent elements, 556
alteration, 422
alternating multilinear map, 200
ample line bundle, 391, 408

— and very ample line bundle, 398, 400
— embedding into projective spectrum, 393
— faithfully flat descent, 451
— for a morphism of schemes, 400
— inverse image, 407
— product, 394, 424
ample vector bundle, 426
annihilator

— of a module, 556
annihilator of an OX -module, 196
anti-equivalence of categories, 549
arithmetic genus of a curve, 504
Artin-Rees lemma, 564
Artin-Tate theorem, 569
Artinian module, 562
Artinian ring, 562
associated component, 237
associated point of a scheme, 237
associated prime ideal, 237, 568
Auslander-Buchsbaum theorem, 572

base change
— of a morphism, 107
— of a scheme, 107
— of affine space, 112
— of Grassmannians, 218
— of projective space, 113
base scheme, 68
Bézout’s theorem, 142
bijective morphism of schemes, 76
bijective morphism of sheaves, 53
bilinear form of OX -modules, 206
birational map, 240, 241
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birational morphism of schemes, 240
— as blow-up, 420
— is open immersion, 363
birationally equivalent, 240, 241
blow-up, 413

— admissible for an open subscheme, 416
— and birational morphism, 420
— center, 413
— construction and local description, 414
— exceptional divisor, 413, 415
— of A2

k at 0, 412
— of a node, 413
— projective, 416
— strict transform, 416, 426
Boolean ring, 66
Brauer class, 224
Brauer equivalent, 224
Brauer-Severi scheme, 223

— of central simple algebra, 225
Brauer-Severi variety, 223, 468–470

— classification, 469
— splitting field, 468

canonical morphism X → Spec Γ(X,OX),
71

canonical section of a divisor, 308
cartesian diagram, 101
Cartier divisor, 304

— and Weil divisor, 310
— effective, 305
— on integral scheme, 301
category

— abelian, 553
— additive, 552
— opposite, 548
catenary

— ring, 472
— scheme, 472
Čech 1-cocycle, 295

— cohomologous, 295
Čech cohomology, 296

— and torsors, 296
— first term exact sequence, 297
— with respect to a covering, 295
center of a blow-up, 413
central simple algebra, 224
change of coordinates in Pn(k), 31
characteristic of a scheme, 91
characteristic polynomial, 205
Châtelet’s theorem, 468
Chevalley’s criterion for affine schemes, 342
Chevalley’s theorem

— image of constructible sets, 251, 269
Chinese remainder theorem, 555
Chow’s lemma, 418

Clebsch cubic surface, 526
closed immersion, 75, 86, 364–366, 497

— and flat morphism, 434
closed morphism of schemes, 76
closed point, 44, 81, 145

— of scheme over a field, 121
— with separable residue field, 159
closed subscheme, 86
closed subset of a scheme, 250
closure

— schematic, 255
cocycle

— Galois, 467
cocycle condition, 72, 454
codimension

— of a closed irreducible subset in a
topological space, 131

— of a subset in a scheme, 131
Cohen-Macaulay

— scheme, 479
Cohen-Macaulay ring, 572
coherent OX -module, 199

— and direct image, 352
— global sections, 352
cohomologous Čech 1-cocycle, 295
cohomology class

— Čech, 295
coimage, 552
cokernel, 552

— of a homomorphism of OX -modules, 175
colimit, 551
commutative OX -algebra, 182
compactification of a scheme, 353
complementary linear subspaces, 32
complete local ring, 564
complete local ring of a smooth point, 160
complete module, 564
complete normal model of a curve, 501
complete ring, 564
complete scheme over a field, 500
completion

— of a module, 563
— of a ring, 563
completion of a curve, 500
component

— connected, 92
— irreducible, 13, 92
composition series, 557
condition (TF) for graded modules, 423
condition (TN) for graded modules, 423
cone

— affine, 387, 452
— to quaternion algebra, 229
cone of a projective variety over a linear

subspace, 32
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cone of a projective variety over a point, 32
connected

— space with functions, 23
connected component, 92
connected scheme, 65, 76
connecting map for Čech cohomology, 297
constant group scheme, 117
constant sheaf, 54
constructible property, 275
constructible subset, 256

— of a noetherian space, 249
— of absolute curve, 492
— of qcqs scheme, 257
contracted product of G-sheaves, 319
coproduct in a category, 551
covering

— Galois, 463
cubic surface, 528

— Clebsch, 526
curve

— absolute, 491
— and extension of transcendence degree 1,

500
— elliptic, 545
— genus of, 504
— is quasi-projective, 499
— normal completion, 500
— over a field, 497
cusp

— normalization, 345
cusp of plane curve, 169
cyclic quotient singularity, 536

Darboux’s theorem, 207
de Jong’s theorem on resolution of

singularities, 422
Dedekind domain, 573
Dedekind ring, 191, 573
Dedekind scheme, 191, 487

— divisors, 192, 314
Dedekind schemes

— and flat morphisms, 431–433
degree

— closed subscheme of projective space, 484
— of a divisor on P1

k, 204
— of a divisor on a curve
— — and inverse image, 504
— of a morphism of curves, 498
— of a plane curve, 141
— of central simple algebra, 224
— of divisor on a curve, 503
— of field extension, 574
— of finite locally free morphism, 333
— of projective hypersurface, 135
dehomogenization, 27

depth of a module, 569
derivation, 576
derivative

— formal, 149
descent

— along torsors
— — for affine schemes, 466
— — for quasi-coherent modules, 465
— faithfully flat, 446–470
— — of module homomorphisms, 456
— — of quasi-coherent modules, 457
— — of schemes, 459
— Galois
— — for quasi-projective schemes, 465
— — for vector spaces, 463
descent datum, 454

— canonical, 454
— of schemes, 459
descent of flatness, 440
determinant

— OX -module, 202
— endomorphism of OX -modules, 202
determinantal scheme, 510, 515

— projective, 510, 524
determinantal variety, 509, 508–525

— projective, 509
diagonal, 231

— of a morphism of schemes, 232
— of schemes, 233
difference kernel, 231
dimension

— as constructible property, 280
— at a point, 130, 137
— — of fibers, 280
— of a ring, 124, 569
— of a scheme, 123, 129
— of a topological space, 123
— of affine space, 124, 128, 471
— of fibers, 279, 474–476, 481
— of quadric, 34
— zero, 125, 128
direct image

— of a sheaf, 54
— of an OX -module, 182
— — and base change, 326
direct sum, 552

— of OX - modules, 176
discrete valuation ring, 570

— and flat morphisms, 431, 440
discriminant of monic polynomial, 580
disjoint union

— affine schemes, 91
disjoint union of schemes, 73
divisor, 304

— and line bundle, 305
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— effective, 304
— effective Weil, 309
— exceptional, 412
— inverse image, 315, 488
— on a curve, 502
— — degree, 503
— on Dedekind scheme, 192
— on integral scheme, 301
— prime Weil, 309
— principal, 304
— strict normal crossing, 422
— support, 307
— Weil, 309
— Weil principal, 310
divisor class, 304
divisors

— linear equivalent, 304
domain of definition

— meromorphic function, 303
domain of definition of a rational map, 239
dominant morphism of schemes, 76, 251
dominant rational map, 241
domination of local rings, 493, 569
double point of plane curve, 169
dual numbers, 152
dual of an OX -module, 179

Eckardt points, 527
effective Cartier divisor, 305
effective divisor, 304
effective Weil divisor, 309
elliptic curve, 545
embedded component, 237
epimorphism, 548
epimorphism of schemes, 225
equalizer of two morphisms, 231
equi-codimensional, 131
equidimensional, 123
equivalence of categories, 549
equivalence of coverings, 296
essentially of finite type algebra, 558
essentially surjective functor, 549
étale morphism of schemes, 157, 169
Euler relation, 149
exact functor, 553
exact sequence, 553

— of OX -modules, 175, 278
exact sequence of pointed sets, 294
excellent scheme, 346
exceptional divisor, 412
exceptional divisor of a blow-up, 413, 415
exterior power

— of a module, 200
— of an OX -module, 202

factorial ring, 571
— Picard group, 312
factorization in affine and proper morphism,

353
faithful functor, 549
faithful module, 556
faithfully flat algebra, 559
faithfully flat descent, 446–470

— of module homomorphisms, 456
— of quasi-coherent modules, 457
— of schemes, 459
faithfully flat module, 559
faithfully flat morphism of schemes, 430
Fermat hypersurface, 170
fiber criterion for flatness, 436
fiber of a morphism of schemes, 108
fiber of an OX -module, 173
fiber product, 550

— of affine spaces, 106
— of functors, 209
— of schemes, 101
fiber product in a category, 99
field, 554

— algebraically closed, 575
— of fractions, 561
— perfect, 575
— residue, 561
— separably closed, 575
field extension, 574

— algebraic, 574
— degree, 574
— finite, 574
— finitely generated, 574
— Galois, 574
— inseparability degree, 575
— inseparable, 574
— normal, 574
— purely inseparable, 574
— purely transcendental, 574
— separability degree, 575
— separable, 574, 576
— transcendence basis, 575
— transcendence degree, 575
— transcendental, 574
filtered order, 549
final object, 548

— in the category of schemes, 70
finite

— algebra, 10, 558
— field extension, 574
— morphism of schemes, 329, 348
finite locally free

— OX -module, 180
— morphism of schemes, 332, 334, 368
finite locally free morphism of schemes, 479
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— and ample line bundle, 402
finite morphism of schemes, 366, 406, 407
finitely generated

— algebra, 558
— field extension, 574
— module, 557
first projection of a fiber product, 99
Fitting decomposition, 205
Fitting ideal, 522
Fitting stratification, 522
Five Lemma, 556
flat

— OX -module, 197, 428
flat algebra, 559
flat locus is open, 445
flat module, 559
flat morphism of schemes, 197, 274, 428,

489
— and closed immersion, 434
— fiber criterion, 436
— fiber dimension, 476, 481
— is open, 442
— to Dedekind scheme, 431–433
— topological properties, 443
— valuative criterion, 440
Flatness

— local criterion, 566
flattening stratification, 333, 520
flattening stratification of a module, 299
flex, 542
form of a k-scheme, 222
form over a field extension, 466

— and Galois cohomology, 467
formal derivative, 149
formally proper functor, 490
fppf-morphism, 461
fppf-sheaf in groups, 461
fppf-torsor, 461
fpqc-morphism, 487
fpqc-sheaf, 460
fractional ideal

— invertible, 305
free module, 557
Frobenius

— absolute, 107, 119
— relative, 107, 119, 366
Frobenius morphism

— absolute, 91
full subcategory, 548
fully faithful functor, 549
function field, 85

— affine algebraic set, 20
— of an integral scheme, 79
— of projective space, 29
— prevariety, 25

functor
— additive, 552
— essentially surjective, 549
— exact, 553
— faithful, 549
— fully faithful, 549
— left adjoint, 549
— left exact, 553
— quasi-inverse, 549
— representable, 209, 212
— right adjoint, 549
— right exact, 553
— Zariski sheaf, 211
functorial morphism, 549
fundamental equality, 333, 334

Galois cocycle, 467
Galois covering, 463
Galois descent

— for quasi-projective schemes, 465
— for vector spaces, 463
Galois extension of fields, 574
general linear group scheme, 116
generated by sections

— OX -module, 178
— on quasi-affine scheme, 407
generic fiber over a dvr, 432
generic flatness, 274
generic freeness, 274
generic matrix, 366
generic point, 44, 77
generic smoothness, 287
generization of a point, 44
generizing morphism of schemes, 443
genus of a curve, 504
geometric number

— of connected components, 140
— of irreducible components, 140
geometric vector bundle, 293
geometrically connected, 138
geometrically integral, 138

— at a point, 147
geometrically irreducible, 138
geometrically locally integral, 147
geometrically normal, 170
geometrically reduced, 138

— at a point, 147
geometrically regular, 164, 170
germ of a section in a point, 51
GLn-torsors

— and torsors, 298
global sections of coherent OX -module, 352
globally constructible subset, 256
gluing

— of morphism of schemes, 70
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— of schemes, 72
— of sheaves, 65
— of two schemes, 73
gluing data

— for sheaves, 65
gluing datum

— of schemes, 71
going down property, 567
going up property, 567
graded algebra, 371

— generated in degree 1, 378
graded algebra homomorphism, 371
graded localization, 372
graded module, 371

— and attached quasi-coherent module, 377
— and quasi-coherent sheaves, 380
— homomorphism, 371
— saturated, 380
graded quasi-coherent OX -algebra, 383
graded quasi-coherent algebra

— generated in degree 1, 383
— of finite type, 383
graded ring, 371
graph, 231

— of a morphism of schemes, 232
— of scheme morphism, 233
Grassmannian, 215, 213–222, 235

— is projective, 403
— of quotients of a quasi-coherent module,

217
— twist with a line bundle, 387
— universal bundle, 294
Grauert’s criterion for ampleness, 402
group scheme, 116

— action, 117
— constant, 117
— homomorphism of, 116
— kernel of homomorphism, 117
— subgroup, 117

Harder-Narasimhan filtration, 319
Hartogs’s theorem, algebraic version, 167
height of a prime ideal, 131, 569
henselian ring, 359
Hilbert functor, 484
Hilbert scheme, 485

— of points, 485
Hilbert’s basis theorem, 563
Hilbert’s Nullstellensatz, 10, 11
Hironaka’s theorem on resolution of

singularities, 422
homeomorphism of schemes, 76
homogeneous

— component of an element, 371
— element, 371

— ideal, 38, 371
— linear map of graded modules, 371
— polynomial, 26
homogeneous coordinates, 28
homogeneous submodule, 371

— generated by a set, 371
homogenization, 27
homomorphism

— of graded algebras, 371
— of graded modules, 371
homomorphism of OX -modules, 173
homomorphism of group schemes, 116
hyperplanes in Pn(k), 31
hypersurface

— projective, 135, 382

ideal
— homogeneous, 38, 371
— invertible fractional, 305
— maximal, 555
— nilpotent, 555
— prime, 555
— — associated, 568
— principal, 555
ideal of a sheaf of rings, 86, 174
idempotent element in a ring, 554
image, 552

— of a homomorphism of OX -modules, 175
— schematic, 254
— — and flat base change, 429
immersion, 87, 433

— closed, 75, 86
— into projective bundle, 394
— local, 285
— open, 85
ind-constructible subset, 587
index

— of central simple algebra, 224
inductive limit, 551

— of OX -modules, 179
inductive system, 551
inertia index, 332, 333

— for Dedekind schemes, 334
inflexion point, 542
initial object, 548
injective morphism of schemes, 76
injective morphism of sheaves, 53
inseparability degree, 575
inseparable field extension, 574
integral

— algebra, 10, 328
— element, 567
— morphism of schemes, 329, 348, 367
integral algebra, 126, 567
integral closure
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— of a ring, 343, 567
— of a scheme, 343
integral domain, 554
integral morphism of schemes, 366
integral ring homomorphism, 126, 567
integral scheme, 79
integrally closed

— in an algebra, 567
— ring, 567
intersection number

— of plane curves, 142
— of plane curves at a point, 142
intersection of OX -submodules, 177
intersection of subschemes, 112
inverse image

— of a divisor, 315, 488
— of a morphism, 107
— of a scheme, 107
— of a sheaf, 55
— of a subscheme, 112
— of an OX -module, 183
invertible OX -module, 181
invertible fractional ideal, 305
invertible section in a point, 189
irreducible

— component, 13
— element in a ring, 554
— scheme, 76
— subset of SpecA, 44
— topological space, 13
irreducible component, 92
isolated point, 354
isolated prime ideal over a ring, 354
isolated subgroup, 64
isomorphic, 548
isomorphism, 548
isomorphism of schemes, 272, 438

Jacobian matrix, 151
Jacobson radical, 555
Jacobson ring, 283
Jacobson scheme, 250, 276, 283, 284

kernel, 552
— of a homomorphism of OX -modules, 175
kernel of group scheme homomorphism,

117
kernel of two morphisms, 231
Kolmogorov space, 78
Krull dimension, 124, 569
Krull’s principal ideal theorem, 569
Krull-Akizuki theorem, 347, 574

leading term of a polynomial, 169
left adjoint functor, 549

left exact functor, 553
Lemma of Chow, 418
Lemme de dévissage, 350
length of a module, 557
limit, 550
line bundle, 294, 299

— absolutely ample, 400
— ample, 391, 408
— — embedding into projective spectrum,

393
— — faithfully flat descent, 451
— — inverse image, 407
— — product, 394, 424
— ample versus very ample, 398, 400
— and divisor, 305
— norm, 335
— — ample line bundle, 402, 425
— relatively ample, 400
— very ample, 395
— — product, 398, 425
linear equivalence of divisors, 304
linear morphism of quasi-coherent bundles,

291
linear subbundle of a projective bundle,

218
linear subspace

— of Pn(k), 31
linear system, 399

— base point free, 399
— complete, 399
lines in Pn(k), 31
Local criterion for flatness, 566
local homomorphism of local rings, 57, 555
local immersion, 285
local on the source, 110
local on the target, 110
local ring, 554

— at a closed irreducible subset, 309
— complete, 564
local ring at a point, 57
localization

— graded, 372
localization of a ring, 560
locally constant sheaf, 65
locally direct summand of an OX -module,

214
locally factorial scheme, 310
locally free OX -module, 180, 293, 300
locally free morphism, 489
locally noetherian scheme, 76, 81
locally of finite presentation, 255
locally of finite presentation at a point, 260
locally of finite type, 246

— over a field, 81
locally of finite type at a point, 260
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locally projective
— OX -module, 199
locally projective morphism of schemes,

423
locally quasi-compact surjective morphism

of schemes, 282
locally quasi-projective morphism of

schemes, 423
locally ringed space, 57
locus

— flat, 445
— image where homomorphism is direct

summand, 320
— module is locally free of fixed rank, 299
— normal, 166, 346
— regular, 161, 346
— where homomorphism is isomorphism, 321
— where homomorphism is surjective, 209
— where homomorphism is zero, 209
locus at infinity of a quasi-coherent bundle,

427

majorization of subschemes, 88
maximal chain of irreducible subsets, 128
maximal chain of prime ideals, 128
maximal ideal, 555
maximal point, 44
meromorphic function, 303

— and rational function, 303
— domain of definition, 303
meromorphic functions

— sheaf of, 303
minor of a matrix, 508
module

— Artinian, 562
— complete, 564
— faithful, 556
— faithfully flat, 559
— finitely generated, 557
— flat, 559
— free, 557
— graded, 371
— — and attached quasi-coherent module,

377
— — and quasi-coherent sheaves, 380
— noetherian, 562
— of finite presentation, 557
— of finite type, 557
— projective, 558
— simple, 557
— torsion-free, 557
module over a ringed space, 173
monomorphism, 548
monomorphism of schemes, 93, 364
Morita equivalence, 223

morphism
— of affine schemes, 60
— of locally ringed spaces, 57
— of objects over an object in a category, 99
— of presheaves, 48
— of quasi-projective varieties, 32
— of ringed spaces, 56
— of schemes, 67
— of sheaves, 49
— of spectra corresponding to a ring

homomorphism, 45
morphism of affine algebraic sets, 16, 22
morphism of affine schemes associated to a

homomorphism of rings, 60
morphism of finite presentation, 270
morphism of functors, 549

— representable, 211
morphism of prevarieties, 23
morphism of projective schemes, 113
morphism of quasi-coherent bundles

— linear, 291
morphism of schemes

— affine, 325, 366
— — as open immersion, 367
— alteration, 422
— bijective, 76
— birational, 240
— — as blow-up, 420
— closed, 76
— closed immersion, 86, 364–366, 497
— — and flat morphism, 434
— dominant, 76, 251
— epimorphism, 225
— étale, 157, 169
— faithfully flat, 430
— finite, 329, 348, 366, 406, 407
— finite locally free, 332, 334, 368, 479
— — and ample line bundle, 402
— flat, 197, 274, 428, 489
— — and closed immersion, 434
— — fiber criterion, 436
— — fiber dimension, 476, 481
— — is open, 442
— — to Dedekind scheme, 431–433
— — topological properties, 443
— — valuative criterion, 440
— fppf-, 461
— fpqc-, 487
— generizing, 443
— homeomorphism, 76
— immersion, 87, 433
— injective, 76
— integral, 329, 348, 366, 367
— isomorphism, 272, 438
— local immersion, 285
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— locally free, 489
— locally of finite presentation, 255
— locally of finite presentation at a point,

260
— locally of finite type, 246
— locally of finite type at a point, 260
— locally projective, 423
— locally quasi-compact surjective, 282
— locally quasi-projective, 423
— monomorphism, 93, 364
— of finite presentation, 255, 270
— of finite type, 246
— open, 76, 251, 269
— open immersion, 85, 361, 433
— — as affine morphism, 367
— projective, 403
— proper, 348, 369, 390, 405, 419
— — affine ⇒ finite, 363
— — and monomorphism, 364
— — and projective morphism, 418
— — quasi-finite ⇒ finite, 363
— — Stein factorization, 352
— — valuative criterion, 494
— purely inseparable, 112, 243, 369
— quasi-affine, 406
— quasi-compact, 245
— quasi-finite, 129, 330, 366
— — is quasi-affine, 407
— quasi-projective, 403
— quasi-separated, 252
— regular, 271
— separated, 233
— — valuative criterion, 494
— smooth, 156
— — are flat, 436
— — is open, 442
— smooth at a point, 156
— submersive, 444
— surjective, 76, 98, 282
— universal homeomorphism, 369
— universally bijective, 110
— universally closed, 110, 348, 367
— — valuative criterion, 494
— universally homeomorphism, 110
— universally injective, 110, 111
— universally open, 110, 136, 286, 368, 443,

481
— — is flat, 442
morphism of sheaves

— bijective, 53
— injective, 53
— surjective, 53
morphism of sheaves with action, 295
morphism of spaces with functions, 20
multiplicative group, 96

multiplicative group scheme, 116
multiplicity

— of a point of a plane curve, 169

Nagata’s compactification, 353
Nakayama’s lemma, 556
nilpotent cone, 37, 227
nilpotent element in a ring, 554
nilpotent ideal, 555
nilradical of a ring, 555
nilradical of a scheme, 89
node of plane curve, 169
Noether’s normalization theorem, 10, 127,

329, 410, 568
noetherian induction, 248
noetherian module, 562
noetherian ring, 562
noetherian scheme, 76, 81
noetherian topological space, 15, 23, 77
norm of a line bundle, 335, 368, 369

— ample line bundle, 402, 425
norm of finite locally free algebra, 334
normal

— locus, 166, 346
normal completion, 500
normal field extension, 574
normal ring, 571
normal scheme, 165
normalization

— finite, 346
— of a cusp, 345
— of absolute curves, 492
normalization of a scheme, 344
normalized valuation, 570
nowhere dense subspace, 249
Nullstellensatz, 10, 11

objects over an object in a category, 99
of finite presentation

— OX -module, 193
— algebra, 255, 558
— module, 557
— morphism of schemes, 255
of finite type, 246

— OX -module, 193
— algebra, 558
— graded quasi-coherent algebra, 383
— module, 557
— over a field, 81, 88
open immersion, 85, 361, 433

— as affine morphism, 367
— schematically dominant, 236
open morphism of schemes, 76, 251, 269
open subfunctor, 211
open subscheme, 68
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— schematically dense, 236
open subset of a scheme, 250
opposite category, 548
order, 549
OX -algebra, 182

— quasi-coherent, 188
OX -module, 173

— attached to graded module, 377
— coherent, 199
— — and direct image, 352
— — global sections, 352
— exact sequence, 175, 278
— exterior power, 202
— finite locally free, 180, 293, 300
— flat, 197, 428
— flattening stratification, 299
— generated by sections, 178
— locally free, 180
— — rank, 180
— locally projective, 199
— of finite presentation, 193
— of finite type, 193
— quasi-coherent, 187
— — and graded module, 380
— rank, 299
— tensor product, 178

pairing of OX -modules, 206
partial order, 549
partial preorder, 549
perfect closure of a field, 575
perfect field, 575
Picard group, 299, 312
plane cubic, 171
plane curve, 141
planes in Pn(k), 31
Plücker embedding, 220, 227
point

— closed, 44
— generic, 44
— generization, 44
— maximal, 44
— specialization, 44
— with value in a field, 122
— with values in a ring, 96
— with values in a scheme, 96
pointed affine cone, 387
pointed set, 294
points with values in an object, 99
pole order of a divisor, 310
Popescu’s theorem on inductive limits of

smooth algebras, 271
preorder, 549
presheaf, 48

— of abelian groups, 49

— of algebras, 49
— of modules, 49
— of rings, 49
— with values in a category, 49
presheaf on a basis of the topology, 50
prevariety, 23, 83
prime element in a ring, 554
prime ideal, 555

— associated, 568
— relevant, 372
prime ideal avoidance, 555
prime spectrum of a ring, 42
prime Weil divisor, 309
primitive element

— theorem of, 576
principal divisor, 192, 304
principal ideal, 555
principal ideal domain, 554
principal ideal theorem, 569
principal open

— set, 43
— subscheme, 62, 69
principal open subset

— of affine algebraic set, 18
principal Weil divisor, 310
principle of finite extension, 272
pro-constructible subset, 444, 488
product

— of OX -modules, 176
product in a category, 550
product of prevarieties, 106
projection of a fiber product, 99
projection with center, 33, 219
projective bundle, 218

— as projective spectrum, 386
— is proper, 390
— twist with a line bundle, 387
projective closure, 39
projective closure of a quasi-coherent

bundle, 427
projective determinantal scheme, 510, 524
projective determinantal variety, 509
projective limit, 550

— of affine schemes, 262
projective line

— vector bundles, 316
projective module, 558
projective morphism of schemes, 403
projective scheme

— over a field, 88, 482
projective space, 113, 235

— ample line bundles, 391
— as ProjR[X0, . . . , Xn], 375
— as Grassmannian, 216
— as prevariety, 29



Index 621

— automorphisms, 315
— closed subschemes, 382
— divisors, 313
— is proper, 390
— line bundles, 313
— over a ring, 74
— Picard group, 313
— twisted sheaves, 379
— weighted, 423
projective spectrum, 373

— finiteness properties, 377
— functoriality, 375
— of graded quasi-coherent algebra, 383
projective system, 550
projective tangent space, 156
projective variety, 29
proper morphism of schemes, 348, 369, 390,

405, 419
— affine ⇒ finite, 363
— and monomorphism, 364
— and projective morphism, 418
— quasi-finite ⇒ finite, 363
— Stein factorization, 352
— valuative criterion, 494
property

— constructible, 275
— of representable functor, 211
property of morphism of schemes

— compatible with inductive limits of rings,
262

— local on the source, 110
— local on the target, 110
— stable under base change, 109
— stable under composition, 109
— stable under faithfully flat descent, 450
pseudo-reflection, 338
pull back of a section, 184
pull back of divisors, 315
purely inseparable

— field extension, 574
— morphism of schemes, 112, 243, 369
purely transcendental field extension, 574

qcqs, 254
quadric, 34, 154

— dimension, 34
— rank, 34
— smooth, 35
quasi-affine morphism of schemes, 406
quasi-affine scheme, 406, 425
quasi-coherent

— OX -algebra, 188
— — graded, 383
— OX -module, 187
— — and graded module, 380

quasi-coherent bundle, 292
— locus at infinity, 427
— projective closure, 427
— zero section, 292
quasi-compact

— topological space, 14
quasi-compact morphism of schemes, 245
quasi-compact scheme, 76
quasi-excellent scheme, 345, 421
quasi-finite morphism of schemes, 129, 330,

362, 366
— is quasi-affine, 407
quasi-inverse functor, 549
quasi-projective

— variety, 32
quasi-projective morphism of schemes, 403
quasi-projective scheme over a field, 88
quasi-separated morphism of schemes, 252
quasi-separated scheme, 190, 252
quotient of OX -modules, 174
quotient of a scheme by a group, 335, 345
quotient singularity

— cyclic, 536

radical
— Jacobson, 555
radical ideal, 12, 555
radical of an ideal, 11, 555
ramification index, 332, 333

— for Dedekind schemes, 334
rank

— OX -module, 299
— finite projective module, 562
— locally free OX -module, 180
— of a linear subbundle, 218
— of finite locally free morphism, 333
— of free module, 557
— of quadric, 34
rank of a matrix, 511
rational function, 239

— and meromorphic function, 303
rational map, 239

— birational, 240
— domain of definition, 239
— dominant, 241
— from curves, 493
— restriction, 239
— to a proper scheme, 349
rational point

— of scheme over a field, 121
rational scheme over a field, 242
reduced ring, 554
reduced scheme, 79
reduced subscheme, 89
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reduced subscheme structure on a locally
closed subspace, 90

reduction to finite fields, 276
refinement of a covering, 295
regular

— but not smooth, 164
— in codimension one, 166
— locus, 161, 346
— point of a scheme, 161
— scheme, 161, 162, 165
regular element in a ring, 302, 554
regular morphism of schemes, 271
regular ring, 571
regular section, 302
regular sequence, 568
regularly immersed subscheme of

codimension 1, 306
relative dimension

— of smooth morphism, 156
relative Frobenius, 107, 119, 366
relative tangent space, 155
relatively ample line bundle, 400
relevant prime ideal, 372
representable functor, 209, 212

— properties, 211
representable morphism of functors, 211
residue field

— at a point of a locally ringed space, 57
— at a prime, 46, 561
— of a local ring, 555
resolution of singularities, 421
restriction map for sections of presheaves,

48
restriction of a rational map, 239
restriction of a sheaf to an open subset, 50
resultant, 580
retraction

— of a morphism, 548
retro-compact subset, 256
Riemann-Roch theorem, 505
right adjoint functor, 549
right exact functor, 553
rigidity lemma, 539
ring

— Artinian, 562
— Boolean, 66
— catenary, 472
— Cohen-Macaulay, 572
— complete, 564
— Dedekind, 573
— Dedekind domain, 573
— factorial, 571
— — Picard group, 312
— graded, 371
— henselian, 359

— integral, 554
— integral domain, 554
— Jacobson, 283
— local, 554
— — complete, 564
— noetherian, 562
— normal, 571
— of total fractions, 302, 561
— principal ideal domain, 554
— reduced, 554
— regular, 571
— semi-local, 554
— unique factorization domain, 571
— universally catenary, 472
— valuation, 570
— — discrete, 570
ring homomorphism

— integral, 567
ring schemes, 117
ringed space, 56

saturated graded module, 380
saturation

— of graded ideal, 382
— of graded module, 423
schematic closure, 255, 487
schematic image, 254

— and flat base change, 429
schematic intersection of subschemes, 112
schematically dense open subscheme, 236
schematically dominant open immersion,

236
scheme, 67

— (universally) catenary, 472
— affine, 60
— Cohen-Macaulay, 479
— connected, 65, 76
— Dedekind
— — divisor, 192, 314
— excellent, 346
— integral, 79
— irreducible, 76
— Jacobson, 283
— locally factorial, 310
— locally noetherian, 76
— locally of finite type over a field, 81
— noetherian, 76
— normal, 165
— of automorphisms of a module, 226
— of characteristic p, 91
— of endomorphisms of a module, 226
— of finite type over a field, 81
— quasi-affine, 406, 425
— quasi-compact, 76
— quasi-excellent, 345, 421
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— quasi-separated, 190, 252
— reduced, 79
— regular, 161
— regular in codimension one, 166
— separated, 233
schemes over a ring, 68
schemes over another scheme, 68
second projection of a fiber product, 99
section

— of a morphism, 548
— regular, 302
sections of a presheaf, 48
Segre embedding, 114, 219, 525
semi-continuity

— of fiber dimension, 475
semi-local ring, 554
separability degree, 575
separable closure in a field extension, 574
separable closure of a field, 575
separable element, 574
separable field extension, 574, 576
separably closed field, 575
separably closed in a field extension, 574
separated morphism of schemes, 233

— valuative criterion, 494
separated scheme, 233
Serre’s criterion for affine schemes, 340
Serre’s normality criterion, 166, 572
Serre’s twisting sheaves, 378

— on projective space, 379
sheaf, 49

— constant, 54
— direct image, 54
— inverse image, 55
— locally constant, 65
— of abelian groups, 49
— of algebras, 49
— of modules, 49
— of rings, 49
sheaf associated to a presheaf, 53
sheaf of meromorphic functions, 303
sheaf on a basis of the topology, 51
sheaf with action, 295
sheafification of a presheaf, 53
simple module, 557
skyscraper sheaf, 65
smooth

— quadric, 35
smooth locus, 157, 159
smooth morphism of schemes, 156

— are flat, 436
— at a point, 156
— is open, 442
smooth over a field, 162
sober topological space, 84

space with functions, 19
— associated to affine algebraic set, 21
special fiber over a dvr, 432
special point, 432
specialization of a point, 44
spectrum

— of a quasi-coherent algebra, 291, 325
— of a ring (as a ringed space), 59
— of a ring (as topological space), 42
— of principal ideal domain, 46
— projective, 373
— — finiteness properties, 377
— — functoriality, 375
— — of graded quasi-coherent algebra, 383
splitting field

— of Brauer-Severi variety, 468
stable under base change, 109
stable under composition, 109
stable under faithfully flat descent, 450
stalk of a presheaf, 51
stalk of an OX -module, 173
standard basis, 557
Stein factorization, 352
strict normal crossing divisor, 422
strict transform, 413, 416, 426
structural morphism of a scheme over

another scheme, 68
structure morphism over an object in a

category, 99
structure sheaf of a ringed space, 56
subcategory, 548

— full, 548
subextension, 574
subgroup scheme, 117
submersive morphism of schemes, 444
submodule

— homogeneous, 371
submodule of an OX -module, 174
subpresheaf, 53
subprevariety

— closed, 26
— open, 24
subscheme, 87, 90

— closed, 86
— open, 68
subsheaf, 53
sum in a category, 551
sum of OX -submodules, 177
support of a divisor, 307
support of a section, 181
support of an OX -module, 181
support of Weil divisor, 321
surface

— cubic, 528
surjective morphism of schemes, 76, 98, 282
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surjective morphism of sheaves, 53
symmetric algebra

— of OX -module, 290
— of a module, 289
symmetric group acting on An, 337
symplectic form on an OX -module, 207

tangent cone, 169
tangent space, 155

— absolute, 149
— as set of k[ε]-valued points, 152
— at a k-valued point, 155
— of affine schemes, 151
— of Grassmannian, 220
— of projective schemes, 153
— of smooth k-scheme, 163
— projective, 156
— relative, 155
— Zariski, 149
Temkin’s factorization theorem, 353
tensor algebra

— of a module, 289
tensor product of OX -modules, 178
(TF) condition for graded modules, 423
Theorem
— on generic flatness, 274
Theorem of Shephard-Todd-Chevalley, 338
theorem of the primitive element, 576
(TN) condition for graded modules, 423
(TN)-isomorphism, 423
topological space

— irreducible, 13
— noetherian, 15, 23
— quasi-compact, 14
— sober, 84
torsion module, 557
torsion-free module, 557
torsor, 295

— fppf-, 461
— trivial, 295, 462
torsors

— and Čech cohomology, 296
total fraction ring, 302
total fractions, 561
total order, 549
trace

— endomorphism of OX -modules, 203
transcendence basis, 575
transcendence degree, 575
transcendental field extension, 574
transversal intersection, 168
triple point of plane curve, 169
trivial torsor, 295, 462
twisted cubic curve, 36
twisting sheaf, 378

— on projective space, 379

uniformizing element, 570
unique factorization domain, 571
unit in a ring, 554
universal homeomorphism of schemes, 369
universal property of morphisms of schemes,

110
universally bijective morphism of schemes,

110
universally catenary, 346
universally catenary ring, 472
universally catenary scheme, 472
universally closed morphism of schemes,

110, 348, 367
— valuative criterion, 494
universally homeomorphism of schemes,

110
universally injective morphism of schemes,

110, 111
universally open morphism of schemes, 110,

136, 286, 368, 443, 481
— is flat, 442
unramified in a point, 331
d-Uple embedding, 40, 424

valuation, 570
— normalized, 570
valuation ring, 570
— discrete, 570
— — and flat morphisms, 431, 440
— morphism from its spectrum to a scheme,

494
valuative criterion, 494–497
— for flatness, 440
— for properness, 494
— — noetherian version, 494
— for separateness, 494
— — noetherian version, 494
value group of a valuation ring, 570
vanishing order of a divisor, 310
vanishing order of a rational function, 310
vanishing scheme, 196
— in product of projective spaces, 115
— in projective space, 75
variety, 236
— affine, 23
— projective, 29
— quasi-projective, 32
vector bundle, 293
— ample, 426
vector bundle atlas, 293
vector bundles
— and GLn-torsors, 298
— on P1

k, 316
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vector group, 227
Veronese embedding, 40, 424, 424
vertex of an affine cone, 387
very ample line bundle, 395
— and ample line bundle, 398, 400
— product, 398, 425
very dense subset of a topological space, 82

weighted projective space, 423
Weil divisor, 309
— effective, 309
— prime, 309
— principal, 310
— support, 321

Yoneda lemma, 97
— for schemes, 97

Zariski covering of a functor, 212

Zariski sheaf, 211

— on (Aff), 225

Zariski tangent space, 149

Zariski topology

— affine algebraic set, 18

— affine space, 8

— spectrum of a ring, 42

Zariski torsor, 295

Zariski’s main theorem, 167, 354–364

— local version, 357

— noetherian version, 363

zero divisor, 554

zero order of a divisor, 310

zero section of a quasi-coherent bundle, 292
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