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Preface to the English 
Edition 

I am very pleased that the AI\IIS has decided to publish an English 
version of the German text. This war; a. good opportunity to add a 
new section (3.9) on the recently discovered Chebyshev curves and to 
improve the appendix on the implicit function theorem. I\IIy thanks 
go to the AMS and Vieweg for this joint project, to Leslie Kay for 
her excellent translation, including many clarifications of details, and 
to my students in Dusseldorf (especially Nadine Engeler, Thorsten 
Ham·hoff, and Thorsten vVarmt) for their help in preparing the new 
sections. 

Munich, January 2001 Gerd Fischer 
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Preface to the German 
Edition 

How many zeros does a polynomial in one variable have? This ques­
tion is answered definitively by the "fundamental theorem of algebra." 
But if we go to two variables, the zero sets become infinite in general. 
These sets can be viewed as geometric objects-more precisely, as 
plane algebraic curves. So two paths intersect here, one from algebra 
and one from geometry, and it is hardly surprising that properties of 
such curves have been pondered for many centuries. 

Adding yet another book to the countless books on this topic 
demands justification, or at least an explanation of some special point 
of view. I won't conceal the external stimulus: Several years ago, I was 
encouraged to write something about algebraic curves. My immediate 
response was that there were already a lot of books-perhaps too 
many books-about them. But I couldn't resist the temptation to 
keep giving lectures on the subject and writing up my notes. Let me 
briefly explain what they eventually turned into. 

The text consists of two very different parts. In Chapters 0 to 5, 
the geometry of curves is explained in as elementary a way as possible: 
tangents, singularities, inflection points, etc. The most important 
technical tool is the intersection multiplicity, which is based on the 
resultant, and the main result is Bezout's theorem on the number 

xiii 



xiv Preface to the German Edition 

of points of intersection of two curves. This part culminates in the 
Plucker formulas, in Chapter 5. These formulas relate the invariants 
studied in the preceding chapters. 

The Plucker formulas can be given an almost-but not completely 
-precise proof by elementary techniques. What is missing, in par­
ticular, is a deeper understanding of duality and an efficient way to 
compute the intersection multiplicities that appear. The necessary 
local and global techniques from analysis are given later, in Chapters 
6 to 9. Although the results are relatively easy to state and apply, 
laying a sound foundation takes some work. 

Chapters 6 to 8 therefore contain an introduction to local com­
plex analysis. This is the theory of either convergent power series or 
holomorphic functions of several variables, depending on one's pre­
ferred point of view. Here power series and the algebraic properties 
of rings of power series are emphasized; this approach goes back to 
the pioneering work of Ruckert [R]. 

In the last chapter, the local parametrizations are patched to­
gether into a Riemann surface. Borrowing from a famous quotation 
of Felix Klein, one might say that curves are then regarded as freed 
from their cage-the projective plane-and floating outside a fixed 
space. The genus formula is ultimately an extension of the elemen­
tary Plucker formulas. 

The appendices contain some technical tools from algebra and 
topology that are used repeatedly, as well as supplements to the pre­
ceding chapters. 

Throughout the text an attempt was made to stay very concrete 
and, when possible, to give procedures for computing something by 
using polynomials and power series. The many examples and figures 
should also help keep things concrete. This aspect of algebraic geom­
etry, long regarded as rather old-fashioned, has regained importance. 

As one might expect, almost everything here can be found in a 
similar form elsewhere. I would especially like to mention Walker 
[Wa], Burau [Bu], and Brieskorn-Knorrer [B-K]. My goal was as con­
cise a text as possible for an introductory one- or two-semester course. 
(Following a remark of Horst Knorrer, one could describe this little 



Preface to the German Edition XV 

book as a portable version of the stationary model [B-K].) All that 
is assumed is some basic background, especially in elementary alge­
bra and complex function theory. A great deal of effort has only 
strengthened my conviction that there hardly exists a more beautiful 
approach to algebraic geometry and complex analysis than through 
algebraic curves. Geometric intuition and "analytic" methods still lie 
very close together here, and every new technique is completely mo­
tivated by clear geometric problems-as in paradise before the many 
falls from grace. 

My thanks go to all who helped bring this book into being: my 
teacher R. Remmert for his encouragement; my students at Di.isseldorf 
and UC Davis for their suggestions for improvements; Mr. H.-J. Stop­
pel for his untiring help in countless details and the production of the 
'IEX manuscript; Mr. U. Daub for plotting the first pictures; Mr. 
C. Toller for the final production of the finished figures; and finally 
Vieweg, the publishers, who expressed their willingness to publish the 
book in the German language and at a student-friendly price. 

Dusseldorf, June 1994 Gerd Fischer 





Chapter 0 

Introduction 

Let an object move through space as time passes. The task of curve 
theory is to describe this process abstractly and study it in detail. 
Modern curve theory has many branches, and no attempt will be 
made here to give an overview of the numerous questions that are 
treated in this context. Instead we will carefully examine a small, 
clearly delimited, but very exciting part: the elementary theory of 
plane algebraic curves. The first restriction, plane, means that the 
space in which the motion occurs is only two-dimensional; this makes 
a number of things easier. Before explaining what we mean by an 
algebraic curve, we give a few examples of general plane curves. 

The moving object is assumed to be a point. Then its motion in 
the plane is described by a map 

cp: I--+ ll~.Z, t r--t cp(t) = (x1(t), x2(t)), 

where I C IR denotes an interval. The parameter t can be viewed as 
time. 

0.1. A line can be described by 

cp(t) = v + tw, 

where v, w E IR2 are vectors and the direction vector w is not the zero 
vector. Here we may take I to be JR. The same subset C = cp(IR) C IR2 

can be traced in many different ways; that is, there are many different 

1 



2 0. Introduction 

parametrizations <p with the same trace <p(I)-just as the railroad, 
with a fixed network of tracks, can keep setting up new timetables. It 
will turn out that there is far less freedom of choice in the equations 
f that describe C; that is, 

In the case of a line, we always have a linear equation 

j(x1, x2) = a1x1 + a2x2 + b, with (at, a2) ,P (0, 0), 

but every g = c · Jk with c E JR.* and k E N* obviously describes the 
same line. In Section 1.6 we will study carefully what other equations 
there can be. 

0.2. The circle C with center (z1 , z2 ) and radius r has an equation 

and a transcendental parametrization 

<p(t) = (z1 + r cost, z2 + r sin t). 

There is also a rational parametrization, which we construct for the 
case ( z1, z2) = ( 0, 0) and r = 1. To do this, we project the circle from 
the point p = (0, 1) onto the line x2 = 0. It is easy to check that 
under this projection the point 

is mapped to (t, 0). This results in the parametrization 

of the punctured circle; see Figure 0.1. If we adjoin an infinitely 
distant point, or "point at infinity," oo to JR, it makes sense to extend 
<p by setting <p ( oo) = p. In Chapter 2 we discuss how crucial such 
points at infinity are. 

Rational parametrizations of arbitrary conic sections (ellipses, hy­
perbolas, parabolas) can be obtained in exactly the same way. 



0.3. The Cuspidal Cubic 3 

Figure 0.1. Rational parametrization of the circle 

0.3. The cuspidal cubic (or Neil's parabola) C C ~2 is given by the 
parametrization 

and has the equation . 

Figure 0.2. Cuspidal cubic 

This is a polynomial of degree three, so the curve is called a cubic. 
The tangent vector is given by 

cp(t) = (2t, 3t2), so cp(O) = (0, 0). 
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At time t = 0 the velocity with which C is traced reverses direction, 
and its magnitude is zero. It can be shown that -¢;(0) = (0, 0) for any 
differentiable parametrization 

1/J : IR ___, C c IR2 with '1/J(O) = (0, 0). 

For sufficiently differentiable 1/Ji, this follows easily from '1/Jf = '1/J~. It 
takes more work if '1/J can be differentiated only once. This phenome­
non can occur only at a singular point; the cusp of the cuspidal cubic 
is the simplest and most important example of a singularity. 

0.4. Newton's nodal cubic is given by 

C = {(x1, x2) E IR2 : x~ = xi(xl + 1)}. 

To obtain a picture of the curve, it is useful to determine the points 
of intersection of C with the lines x 1 = >.. For >. < -1 there are none, 
for >. = -1 and >. = 0 there is one, and for all other >. there are two, 
with the square roots of >.3 + >.2 as abscissas. 

Figure 0.3. Nodal cubic 

A rational parametrization 

cp : IR ___, C, t 1-7 ( t2 - 1, t - t3 ) 

can be obtained by projecting the curve from the origin to the line 
x1 = -1. Under this projection cp(1) = cp(-1) = (0,0). The origin 
is an ordinary double point; around it the curve has two branches, 
which correspond to the distinct values ±1 of the parameter t. 



0.4. The Nodal Cubic 

Figure 0.4. Newton's diverging parabolas: The curves 
y = g(x) and y2 = g(x) 

5 



6 0. Introduction 

In Newton's classification of cubic curves [Ne], as it was published 
in 1710, both the nodal cubic and the cuspidal cubic belong to the 
family of "diverging parabolas." These are defined in general by an 
equation of the form x~ = g( x1), where g is a cubic polynomial. Some 
examples of curves x2 = g(x1) and x~ = g(xl) can be seen in Figure 
0.4. There x = x 1 andy= x2. 

0.5. The folium of Descartes (named after R. Descartes) looks simi­
lar to the nodal cubic but, according to Newton, belongs to the family 
of "defective hyperbolas." The usual equation is 

3 3 x1 + x2 - 3xlx2 = 0. 

x, 

Figure 0.5. Folium of Descartes 

The essential difference between this and the nodal cubic is the 
existence of an asymptote, which has the equation 

X1 + X2 + 1 = 0. 

If we rotate so that the axis of symmetry becomes x2 = 0, then shift 
the asymptote to x1 = 0, the folium of Descartes has an equation of 
the form 

X1X~ = g(xl), 

where g is a cubic polynomial. According to Newton, this is charac­
teristic of the defective hyperbolas. Newton's list of cubics contains 
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72 "species." Later it was completed and, by switching to a coarser 
equivalence relation (complex projective instead of real affine-see 
Chapter 2), considerably simplified. Once this switch is made, the 
equation of any smooth cubic can be brought into Hesse normal form, 
which contains one complex parameter (see [B-K]). 

The passage from quadrics to cubics already indicates that as the 
degrees of the equations increase, the classification problem becomes 
more and more difficult, and soon becomes hopeless. From degree 4 
on, the list of examples can only be sporadic. 

0.6. The path traced by the valve on a bicycle tire is an example of 
a cycloid. It can be parametrized by 

x 1 = t -sin t, x2 = 1 - cost. 

r· 

~ t=: 
(t,O) ' x, 

Figure 0.6. Cycloid 

Since it meets the line x2 = 0 in infinitely many points, it cannot be 
described by a polynomial (see Section 1. 7). If a circle of radius 1· 

is permitted to roll along the inside of a circle of radius R > 7', the 
path traced by a point on the inner circle is called a hypocycloid. It 
is closed when r j R is rational. If, say, R = 1 and r = 1/3, then the 
center of the small circle has coordinates z = ~ (cost, sin t) and the 
moving point is 

p = (x1, x2) = z+~ (cos 2t,- sin 2t) = ~ (2 cos t+cos 2t, 2 sin t-sin 2t). 

Applying a few trigonometric identities gives 

3(xf + x~) 2 + 8xl(3x~- xf) + 6(xf + x~) = 1 

as the equation of the hypocycloid of three cusps. This polynomial 
has degree four, so it is called a quartic. 
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R=l 

Figure 0. 7. Constructing the hypocycloid of three cusps 

Figure 0.8. Hypocycloid of three cusps 

A rational parametrization can be obtained by setting T = tan(t/2). 
Then . (1- T 2 2T ) (cost,smt) = --2,--2 l+T l+T 
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(see Section 0.2). Hence 

( 1 2 4 3 
p = X1, X2) = 3(1 + T 2 ) 2 (3- 6T - T , 8T ). 

When t = n, we have p = (-1/3,0); the corresponding parameter is 
tan(t/2) = oo. 

Example (d) of Section 5.1 gives a more elegant way of using the 
relationship between the circle and the hypocycloid. 

If the ratio of the radii is irrational, then the cusps of the hypocy­
cloid are dense in the outer circle. This is an immediate consequence 
of the following theorem. 

Kronecker's Theorem. Let a E ~ be irrational, and let ( E ~ be 
arbitrary. Then for every c: > 0 there exist integers n and p such that 

Ina- ( -PI < c:. 

In short: the multiples n ·a are dense mod 1 (see [Cha], VIII). 

0. 7. Felix Klein constructed an interesting family of quartics as fol­
lows: Start with two ellipses 0 1 , 0 2 , with equations 

E>O x, 

f - x2 + 1 x 2 - 1 - 0 1-142 -, 

h = ~xi + x~ - 1 = 0. 

E=O x, x, 

Figure 0.9. Three members of Felix Klein's family of quartics 

x, 

The equation h · h = 0 describes the curve Co= 0 1 u 0 2 . For small 
real c:, let C" be the curve described by h · h = c:. If we consider the 
signs of the functions fi, h, and h 0 h, we get an idea of how cf: 
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looks: for c < 0, the curve consists of four kidney-shaped pieces; for 
c > 0, it splits into two belts. 

The kidney-shaped quartic is remarkable because (in contrast to 
quadrics and cubics) it has bitangents, which have two points of tan­
gency with the curve. A careful count gives 28 of them. 

" 420168 . ,. 

Figure 0.10. The 28 bitangents to the kidney-shaped quartic 

For c > 0, on the other hand, C" has only four real bitangents. 

0.8. There is a good reason why almost all the curves introduced 
so far have had polynomial equations. You can already see from 
the rationality condition for hypocycloids how rare this is for curves 
parametrized in an elementary way. 
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Things can become quite pathological when the curve admits only 
a continuous parametrization. One example is the Peano curve, a 
continuous surjective map 

<p: I---+ I xI, where I= [0, 1]. 

<p is constructed as the uniform limit of piecewise linear maps. In 
1890 Hilbert, in Bremen, illustrated it to the Association of German 
Natural Scientists and Physicians as follows: 

2 3 

2 

1 

Abb. 1. 

3 

9 

f 23 15 
I I I I I I I I l I I I I I I I I 

Abb. 2. 

Figure 0.11. Peano curve 

Abb. 3. 

The trace of the curve in this case is the whole square, so just looking 
at the trace gives absolutely no idea how the "curve" was formed. 

In constructing the snowflake curve (see Figure 0.12), we can 
think of a geographer who wants to draw the coastline of Brittany 
with greater and greater accuracy. 

'vVe start with an equilateral triangle and, at each stage, attach a 
triangle with sides of length a/3 to each existing side of length a. 

The length of the curve increases at each step by the factor 
4/3. The uniform limit of this sequence is a continuous curve that is 
nowhere rectifiable; we can no longer write an equation for its trace. 

The last examples should show above all that whoever is inter­
ested in particular regularity properties cannot avoid restricting the 
class of curves considered. The existence of a polynomial equation 
is a very rigid condition. But in this case we can expect more pre­
cise statements about (for instance) possible singularities, inflection 
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Figure 0.12. Snowflake curve 

points, bitangents, and relations among their numbers. Finding these 
precise statements is the goal of the following chapters. 

Exercise. Investigate the symmetry group of the kidney-shaped 
quartic of Section 0. 7 and its action on the 28 bitangents. 



Chapter 1 

Affine Algebraic Curves 
and Their Equations 

1.1. By a theorem of H. Whitney, any closed subset of !Rn can be 
described as the set of zeros (or zero set) of an infinitely differentiable 
function ([B-J], Ch. 14). But even zero sets of polynomials in IR2 

don't always have the properties one expects of an "algebraic curve," 
as can be seen in very primitive examples. The following notation is 
useful: for f E JR[X1, X2], the set 

V(f) := {(x1,x2) E IR2 : j(x1,x2) = 0} 

is called the variety of f. Now, in JR2, 

V(X~ +Xi -1) 

V(X~ +Xi) 

V(X~ +Xi+ 1) 

is a circle, 

is a point, and 

is the empty set. 

Only in the first case does- it make sense to speak of a curve. The 
other two cases stop looking quite so odd when we pass from the real 
numbers to the complex numbers, that is, from the real plane IR2 to 
the complex "plane" C2 • This is not surprising if we think about the 
effect of the field extension lR C C on polynomials of one variable. 
From the factorization 

13 



14 1. Affine Algebraic Curves and Their Equations 

it follows that in C2 we have 

In other words, the zero set consists of two lines that intersect at 
the origin. This is the only real point on the curve. The change of 
variables X 1 = iY1 , X2 = iY2 turns the empty set in ~2 into a circle 
with the equation 

Y? + Yl-1 = 0. 

For polynomials of higher degree, the real parts of a complex 
variety can, depending on the position of the coordinates, turn out 
still more different from each other. The classical way out consists of 
developing the theory in the complex numbers and then occasionally 
returning to reality (see, for instance, [B-C-R] and Appendix 6). 

1.2. This is the right time for a fundamental definition. 

Definition. A subset C C C2 is called an affine algebraic curve if 
there exists a polynomial f E C[X 1 , X2] such that deg f ?: 1 and 

Since 

V(f) = V(.A ·f) = V(fk) 

for .A E C* and k E N*, it is obvious that the polynomial f for a given 
variety C cannot be uniquely determined. The main result of this 
chapter will be that this is essentially the only indeterminacy. The 
situation in the real numbers, on the other hand, is hopeless-as we 
have already seen in the example of the empty set. 

The many technical advantages of passing from ~ to C are offset 
by a loss of direct intuition: from the real point of view, a "curve" in 
C2 is a surface in four-dimensional space. We will see in Chapter 9 
that this leads to an interesting connection with the Riemann surfaces 
studied in complex function theory. From the various possibilities of 
distinguishing a plane in C2 = ~4 as "real", the various real curves 
arise as intersections of a surface in ~4 with different planes. 
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1.3. Every polynomial f E C[X1, X2] of degree 2: 1 has an associ­
ated curve V (f) C C2 . If f is a divisor of g, i.e. if g = f · h, then 
V(f) C V(g). Since the ring of polynomials is a unique factorization 
domain, we have a good general idea of the divisibility properties of 
polynomials; we would like to use these to draw conclusions about the 
possible subcurves of a given curve. The following lemma will help 
us find our way back from the loci of the curves to the polynomials. 

Study's lemma. Let f,g E C[X1,X2]. Iff is irreducible of degree 
2: 1 and V(f) C V(g), then f is a divisor of g. 

The analogous statement in the real numbers is obviously false 
(for f = X[ + Xi and g = X 1 , for instance). This technical lemma 
is a precursor of the Hilbert Nullstellensatz ([Z-S], vol. II, p. 164). In 
the special case of curves, the Nullstellensatz says: 

Corollary. Iff E C[X1, X2] is not a unit, then V(f) =!= 0. 

Proof. Suppose V(f) = 0. If h is an irreducible factor of f, then 
V(h) = 0. By the lemma, h divides every g. But this is impossible. 

0 

For the proof of Study's lemma we use a classical geometric method 
that allows us, by means of a resultant, to reduce the assertion to the 
fundamental theorem of algebra (see [Wae], [B-K], for instance). Let 

f = aoX2 + a1X;'-1 + · · · +am, 
g = boXr + b1x;--1 + · · · + bn, 

where aJl-, bv E C[X1] and ao, bo =!= 0. Perhaps after switching X1 and 
X2 , we may assume that m 2: 1. Now consider the sets V(f) c V(g) 
and intersect them with the vertical lines X 1 = x1 for all x1 E C. 
We must also haven> 0: otherwise choose x 1 such that ao(x1) =!= 0 
and bo(xt) =/= 0; then V(f) would intersect the line X 1 = x1 but V(g) 
would not. (See Figures 1.1 and 1.2.) 

Now consider the resultant Rf,g E A, where A = C[X1] (see 
Appendix 1). Our f was assumed to be irreducible, so if RJ,g = 0, 
then f is a divisor of g by Theorem A.l. Since RJ,g E A is itself a 
polynomial, we need only show that Rt,9 (x 1 ) = 0 for infinitely many 
X1 E C. 
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V(f) 

~----------+--r-------+-------.X~ 

V(g) xl V(g) 

Figure 1.1. n = 0 

~-------------------+---------.X~ 

Figure 1.2. n > 0 

Since ao, bo =f. 0, we have ao(x1), bo(x1 ) =f. 0 for almost all x1 E C. 
Setting xl = XI in f and g yields polynomials fxl, 9x1 E qx2]· If 
fx 1 has a zero c E C, so does 9x1. Hence 

x2 -c 

is a nonconstant common factor of fx 1 and 9x 1 in C[X2]. We conclude 
that RJ,9 (x1 ) = Rr.1 ,9, 1 = 0 by using the resultant theorem with 
A=C. 0 

This method of projecting a curve on an axis also easily gives the 
following result. 

Remark. An algebraic curve C C C2 conta~ns infinitely many points. 
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1.4. Of the numerous consequences of Study's lemma, the first one 
we discuss is the decomposition of an algebraic curve into compo­
nents. Since rings of polynomials over fields are unique factorization 
domains, every f E C[X1 , X 2] admits a factorization 

f = f~l , .. , , f,~r, 

where the fe are irreducible and no two of them are associates. This 
factorization is unique up to units and the order in which the fi occur. 
Hence 

V(f) = V(h) U ... U V(fr)i 

in other words, the curve defined by f can be decomposed into com­
ponents V(/12 ). The following definition makes this precise. 

Definition. An algebraic curve C c C2 is called reducible if there 
exist algebraic curves cl, c2 such that cl "1- c2 and c = cl u c2 
(by Section 1.3, Ci # 0). Irreducible means not reducible; that is, for 
every decomposition c = cl u c2 it follows that cl = c2. 

We now translate this condition on the loci into algebra. 

Lemma. An algebraic curve C = V(f) c C2 is irreducible if and 
only if there exist k E N* and an irreducible g E C[X1, X 2] such that 
f = gk. 

Proof. Let C be irreducible and let f = h · /2, where h, f2 are 
relatively prime nonunits. If h is an irreducible factor of h, then h 
also divides h because of the containment V(h) C V(h) = V(h) 
and Study's lemma. 

Conversely, let C be reducible, i.e. V(f) = V(h) U V(/2) and 
V(h) # V(f2). Then there exist irreducible factors hi of fi that are 
not associates of each other. The containment V(hi) C V(f) and 
Study's lemma imply that f has at least two distinct prime factors. 

Theorem. Any algebraic curve C C C2 admits a representation 

C = C1 u ... u Cr, 

0 

where C1, ... , Cr are irreducible algebraic curves. The representation 
is unique up to the order in which the ci occur. 
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The Ci are called irreducible components. 

Proof. Existence follows from the lemma and the prime factorization 
of a defining polynomial for the curve. For uniqueness, it remains to 
show that any irreducible curve C' C C occurs among the Crr But if 
C' = V(f'), where f' is irreducible, then by Study's lemma f' must 
be a prime factor of f. D 

1.5. The irreducible components of an algebraic curve correspond 
to the connected components of a topological space. In addition to 
this rather formal analogy, there is a far more interesting relationship. 

Theorem. Any irreducible curve C C C2 is connected as a topological 
space. 

This will be proved in Section 9.5, as a corollary of the resolution 
of singularities. 

It seems almost unnecessary to point out that all the statements 
proved in the last sections are false in the real numbers. The hy­
perbola, for instance, consists of two connected components but is 
described by an irreducible polynomial. A single branch is not an 
algebraic set in IR2 . (Prove this.) 

1.6. As we saw in Section 1.4, the irreducible components of an 
algebraic curve are uniquely determined. By Study's lemma, this also 
determines the possible irreducible factors of a defining polynomial: 

Corollary. Let C = V (f) C C2 be an algebraic curve, and let 

f = ffl • • • • • f:r 

be a prime factorization. If C = V(g) for some other polynomial g, 
then 

- 'fll fl,. 9-Al· ... ·r, 

where>. E C* and leE N*. 

This gives us a complete overview of the possible equations for 
C. By analogy with polynomials of one variable, we may call 

f = fi · · ·· · fr 
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a minimal polynomial for the curve. It is unique, up to a unit, and 
has the following algebraic property: 

is an ideal in the ring of polynomials. 'J( C) is called the ideal of C. 
It is a principal ideal, generated by a minimal polynomial. 

For a curve C that is not described by a minimal polynomial, 
the power kll can be regarded as the multiplicity of the component 
ell= V(fll). In general, a formal combination 

k1C1 + · · · + krCn 

where Gil is irreducible and kll E Z, is called a divisor; if k ;::: 0, it is 
called effective. These generalizations make sense in the case where 
one encounters a curve through a polynomial or a rational function 
rather than as a set of points. 

1. 7. We can now use the minimal polynomial to define the most 
important invariant of an algebraic curve, its degree: 

Definition. If C = V(f) C C2 is an algebraic curve and fa minimal 
polynomial, then 

degC := degf 

is the degree of the curve C. Iff is not necessarily a minimal poly­
nomial, one speaks of the degree of the divisor. 

In order to explain the geometric meaning of the degree, we con­
sider intersections of the curve with lines. Let a line L C C2 be given 
by the parametrization 

'P: c -t L c C2, t J--; ('Pt(t), 'P2(t)), 

where 'Pi E C[T] are linear polynomials. If C = V(f) c C2 , we obtain 
a polynomial 

g(T) := f('Pt(T), t.p2(T)), 

and the zeros of g correspond to the points of intersection of C with L. 
Now it is easy to estimate how many there are, in symbols #(CnL). 
Since g = 0 is equivalent to L c C, the inequality deg g ~ deg f 
implies the following: 
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Remark. If C C C2 is an algebraic curve of degree n and L C C2 is 
a line such that L ¢. C, then 

#(CnL) s; n. 

Of course, an analogue of this holds in the real numbers and gives 
a way to show that certain subsets of JR.2 or C2 cannot be algebraic 
curves: for instance, the sine curve, the cycloid, or the hypocycloid 
with irrational ratio of the radii. In each case, there are lines that 
are not completely contained in the curve but intersect it in infinitely 
many points. 

c c c 

Figure 1.3. Points of intersection of the cuspidal cubic with lines 

1.8. The bound given in Section 1. 7 for the number of points of 
intersection with a line is seldom attained in the real numbers but 
"almost always" in the complex numbers. To make this precise, we 
again consider the construction of the polynomial g(T) = f(cp(T)) 
that determines the points of intersection. If 0 s; d s; n = deg f, then 

f = !(o) + !(1) + · · · + !(n), where 

!(d) = L aktk2Xf2 x;2 , 

kt+k2=d 

denotes the homogeneous part of degree d of f. If 

cp1 = >.1T + f.Ll, cp2 = >.2T + f.L2, 

then the coefficient of Tn in g is f(n)(>-. 1 , >.2 ). Because f(n) =/= 0, 
!(n) can vanish for at most n distinct slopes >. 1 : >.2 of L. For all 
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the remaining slopes, deg g = deg f = deg C. Thus there are two 
obstructions to attaining the bound #(C n L) = degC: 

a) The line L may have an exceptional slope. 

b) The polynomial g may have multiple zeros. 

The second problem can be resolved by counting points of intersection 
with their multiplicities, and the first by also considering points of 
intersection at infinity. In the simplest case, C itself is a line, and the 
only exceptional slope occurs when Lis parallel to C. 





Chapter 2 

The Projective Closure 

2.1. Even in elementary geometry, extending the affine space Kn 
over a field K to the projective space lP'n(K) can be useful. A com­
pelling example is the classification of the quadrics; moreover, if 
K = C, the only projective invariant left is the rank of the qua­
dratic form (see for instance [Fi], 3.5.9). The behavior at infinity of 
algebraic curves of higher degree can be much more complicated, so 
we have to include these points at the outset, as having equal rights. 

According to Dieudonne [D], the "golden age of projective ge­
ometry" lasted from 1795 (when Monge's Geometrie appeared) until 
1850 (when Riemann's ideas led geometry onto new paths). It is 
typical of projective geometry that it can be treated algebraically by 
elementary means, while an attempt at geometrically visualizing not 
just imaginary points but even points at infinity is quite hard and not 
always helpful. F. Klein grappled exhaustively with these questions 
([Kl], p. 126 ff). 

" 2.2. First, a necessarily brief review of the basic ideas of projective 
geometry. We restrict our attention to the plane (i.e. n = 2); the field 
K can be arbitrary. 

Let JP'2 (K) denote the projective plane over K, that is, the set of 
all lines through the origin in K 3 . If 0 =f. x = (x0 , x1 , x2 ) E K 3 , then 

(xo : x1 : x2) = K · (xo, x1, x2) 

23 
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denotes the line through x-thus it is a point in IP'2(K). For compu­
tations with these homogeneous coordinates, we have the rule 

where >. E K*. The canonical embedding of the affine plane is given 
by 

~: K 2 ----+ IP'2(K), (x1,x2) J--; (1: x1: x2). 

The set of points at infinity of K 2 is 

IP'2(K) \ ~(K2 ) = {(xo: x1: x2) E IP'2(K): xo = 0}, 

a projective line IP'1(K). Every point at infinity (0 : x1 : x2) has a 
corresponding direction x1 : x2 in K 2. Instead of the line x 0 = 0, any 
other line in L c IP'2(K) can take on the role of the points at infinity 
of the affine plane IP'2 (K) \ L. 

(1: :c,: :c,) E IP'2(K) 

X, 

Figure 2.1. The canonical embedding of K 2 in IP'2(K) 

The real projective plane IP'2(1R) is a nonorientable manifold. The 
configuration of the lines with equations Xv = 0 can be sketched as 
in Figure 2.2. 

In this figure, you have to imagine that each of the lines shown is 
part of a closed line that has the same topological type as the circle; 
if you consider a narrow strip around it in IP'2(1R), you get a Mobius 
strip with the circle as core. 
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x, = 0 

Figure 2.2. The fundamental triangle of the projective plane 

2.3. We will now extend an affine curve C c K 2 to a projective 
curve C C IP'2(K). To do this, we must decide which points at infinity 
to adjoin. If K = JR. or C, then IP'2, as the quotient of K 3 , has a topol­
ogy, and an obvious possibility is to define C to be the topological 
closure. Then for every line that- is an asymptote of the curve, the 
corresponding point at infinity is adjoined. If the curve C is alge­
braic, then there are only finitely many of them, and the topological 
construction above can be described by a simple computation with 
polynomials, as follows. 

IfF E K[X0 , X1, X2] is a homogeneous polynomial, then 

V(F) := {(xo: x1: x2) E IP'2(K): F(xo,x1,x2) = 0} 

is called the variety of F; more precisely, V(F) is the set of lines 
through 0 in the affine cone 

{(xo,x1,x2) E K 3 : F(xo,x1,x2) = 0} 

corresponding to V(F). For f E K[X1, X2], we now construct a ho­
mogeneous F E K[Xo, X1, X2], the homogenization off, as follows: 
if n = degf and 

J(X1, X2) = !(o) + !{1} + · · · + f(n) 

is its decomposition into homogeneous parts, where /(n} =f. 0, then 

F(Xo, X1, X2) := X'Q f(o) + · · · + Xof(n-1) + f(n)· 
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Clearly 

F = X 0f (~~~ ~~) and f = F(1,X1,X2). 

Though these calculations are valid for arbitrary fields, we will speak 
of "curves" only when K = <C. 

Definition. A subset C C lP'2(C) is called a projective algebraic curve 
if there is a homogeneous F E C[X0 , X 1 , X2] such that deg F 2:: 1 and 
C = V(F). 

If C = V(f) C C2 is an affine algebraic curve and F is the 
homogenization off, then C = V(F) C JP>2(C) is called the projective 
closure of C. 

Clearly C = C n C2 . 

What the closure of a quadric looks like is well known. As an ex­
ample, the reader is invited to consider the image of the parametriza­
tion 

'P: lP'1(C) -t lP'2(C), (to: t1) t--+ (t6: tot1: ti). 

For the cubic with 

f =X{- X2 , the homogenization is F =X{- X~X2. 

It has an inflection point at (1 : 0: 0) and a cusp at (0: 0: 1). (This 
point lies in the affine part with X 2 = 1 and coordinates (Xo, Xl).) 

Figure 2.3. Projective closure of the cubical parabola 

More examples will be given later. 
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Exercise. The projective closure C of C defined above coincides with 
the topological closure of C in JP'2 (C). 

It is crucial here that the ground field is C, because an argument 
involving the continuity of the roots is needed (see Section 6.8). 

2.4. The results proved in Chapter 1, using Study's lemma, about 
the possible equations, irreducibility, and decomposition into compo­
nents of an affine algebraic curve have analogues for-projective alge­
braic curves. This is an easy consequence of the following lemma. 

Lemma. Let f E K[X1, Xz], and let FE K[Xo, X1, Xz] be its ho­
mogenization. Then 

f is irreducible ~ F is irreducible. 

Proof. Let F be reducible, so F = G ·H. Since F is homogeneous, so 
are G and H. This is obvious from the decomposition ofF, G, and 
H into homogeneous parts. Since 

f is reducible. 

Conversely, if f = g · h, then F = G · H for the homogenizations. 
D 

As in Section 1.7, we define the degree of a (projective) algebraic 
curve C c JP'2 (C) to be the degree of a minimal polynomial F in 
C[X0 , X1, X 2]. The latter .is homogeneous and generates the ideal 

J(C) = {G E C[Xo,Xl,Xz]: 

G(xo, x1, xz) = 0 for all (xo : x1 : xz) E C}. 

The group PGL2 (C) of projective transformations acts on JP>z(C). It 
is isomorphic to the quotient of GL(3, C) by the relation A rv >.A for 
>. E C*. Since the homogeneous coordinates are transformed linearly, 
we can easily see that (for instance) the degree and the irreducibility of 
a curve are independent of projective transformations. Such numbers 
or properties are called invariants. 
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2.5. The most important result of elementary curve theory is Be­
zout's theorem, which gives the number of points of intersection of 
two algebraic curves. We begin by treating the special case of the 
intersection of a curve and a line. 

Let C = V(F) c IP2 (C) be a curve of degree n 2:: 1. To simplify 
computations, choose coordinates so that the line L is described by 
X2 = 0. Then the points of intersection of C and L correspond to 
the zeros of the polynomial G(To, T1 ) = F(T0 , T1 , 0) (see Section 1.7). 
Expand Fin terms of X2 ; that is, write 

F(Xo, X1, X2) = FoX!f + F1X!j-1 + · · · + Fn, 

where F.., E C[X0 , X1] are homogeneous and degF.., = v if F.., =/= 0. 

Then G = Fn. 

If Fn = 0, then F is divisible by X 2 ; equivalently, L C C. Other­
wise deg G = n (this is not always true in the affine plane; see Section 
1.8), and by the fundamental theorem of algebra (in its "homoge­
neous" form) there is a factorization 

G = (b1To - a1TI)k' · ... · (bmTo - amTI)k=, 

where (aJ.L : bJ.L) E IP1 (C) (f.L = 1, ... , m) are uniquely determined, 
distinct points, and kJ.L E N*. It is not hard to prove that the powers 
kJ.L that appear depend only on C and L, not on the choice of coor­
dinates. Thus we can define the intersection multiplicity of C and L 
to be 

multp(CnL) := k, 

where k = kJ.L for p = (aJ.L : bJ.L : 0) and k = 0 for all other p E IP2 (C). 
Since k1 + · · · + km = n, we finally obtain the following improvement 
of the results of Section 1.8: 

Proposition. If C C IP2 is a curve of degree n 2:: 1 and L a line not 
contained in C, then the total number of points of intersection of C 
and L, counted with multiplicities, is n. For almost all lines L, the 
points of intersection C n L are simple; that is, there are exactly n 
points of intersection. 

If C = V(F), where F is not necessarily a minimal polynomial, 
then the first statement remains true if we regard n = deg F as the de­
gree of the divisor (see Section 1.6). IfF has repeated prime factors, 
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then the powers of the corresponding linear factors increase accord­
ingly, and so do the multiplicities. 

To prove the second statement, we can use a discriminant to pick 
out those lines that have at least one multiple intersection point with 
C (see Section 5.1). This effort can be avoided by applying Corollary 
4.3 (thus implicitly using Bezout's theorem). 

Example. Let C = V(X0X~ -X?) be the projective closure of the 
cuspidal cubic, and let the line L be parametrized by 

(To, Tl) t-+ (To, AoTI, )qTI) = X(T). 

It passes through p = (1 : 0 : 0), and (Ao : AI) E JP>I (C) determines its 
slope in the affine plane. Then 

F(X(T)) = G(T) = T[(AiTo- A~TI)· 

The factor T[ describes the point of intersection p, and the second 
factor describes a point of intersection q = (A~ : AoAf : An. If the line 
is horizontal, then (Ao :AI) = (1 : 0), sop= q and multp(C n L) = 3. 
In Chapter 3 this line will be called a cuspidal tangent. Otherwise 
p-=? q and 

multp(C n L) = 2, multq(C n L) = 1. 

For (Ao : AI) = (0 : 1), q = (0 : 0 : 1) is an inflection point at infinity, 
but L is not the inflectional tangent. 

The latter is the line at infinity L' = V(X0 ), and 

multq(C n L') = 3. 

2.6. Now we determine the number of points of intersection of two 
algebraic curves CI = V(FI) and C2 = V(F2) in JP>2(C). To do this, 
we cover the plane by a family of lines, as in the proof of Study's 
lemma in Section 1.3. We may assume that the curves do not pass 
through q = (0: 0: 1). For a point x = (xo :XI : 0), let Lx = x V q 
denote the line containing x and q. We can use a resultant to tell 
whether there is a point of intersection on Lx. We expand in terms 
of X 2 (the variable along one of the lines): 

F1 = aoX:f' + a1X;'-I + · · · + am, 

F2 = boX2' + blx;-- 1 + · · · + bn. 
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L:c =X v q 

Figure 2.4. Number of points of intersection of two algebraic curves 

Here ap.,bv E C[Xo,X1] are homogeneous and degap. = f..L, degbv = v 
if aJ.L, bv i- 0. Since q rf- C1 and q rf- C2 , we have a0 i- 0 and bo #- 0. 
We take the resultant 

G = RFt,F2· 

By Theorem A.l.3, G E C(X0 , X1] is homogeneous of degree mn. In 
the special case that C2 = V(X2 ) is a line, the resultant becomes 
G = ±am, as in Section 2.5. 

If C1 and C2 have no common component, then G #- 0 by Theo­
rem A.l.l. Moreover, G(x0 , xi) = 0 if and only if C1 and C2 have a 
point of intersection on L:c. For fixed x, there are only finitely many 
points of intersection because otherwise Lx would be a common com­
ponent of C1 and C2. Hence C1 n C2 is finite. 

Now we count the points of intersection. There are only finitely 
many lines connecting them. If the coordinates are chosen so that q 
lies on none of these lines, then there is at most one point of inter­
section on each line Lx. In other words, altogether there are at most 
as many as the zeros of the resultant G. This gives a theorem. 

Theorem. If C1, C2 c IP'2(C) are algebraic curves with no common 
component, then the number of points of intersection satisfies the in­
equality 
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2. 7. To turn the inequality proved above into an equality, we have to 
count the points of intersection with their multiplicities. The hardest 
part is defining the intersection multiplicity. It should generalize the 
definition in Section 2.5 (where one of the curves is a line), and it 
should satisfy Bezout's theorem. The most reliable way to do this is 
through the following definition. 

Definition. Let Ot = V(Ft), 02 = V(F2) c IP'2(C) be algebraic 
curves that have no common component and lie in the following po­
sition: They do not pass through the point q = (0 : 0 : 1), and on 
each line through q there is at most one point of intersection of 0 1 
and 02. As in Section 2.6, let G E C[X0 , Xt] be the resultant of F1 
and F2. If 

P = (Po : Pt : P2) E Ot n 02 and p' = (Po : pt), 

then 

multp(01 n 0 2) := ordp'(G); 

that is, the intersection multiplicity of 01 and 02 is the order of the 
zero of Gat p'. 

Combining this definition with the arguments of Section 2.6 im­
mediately gives the following theorem, which was discovered in 1765. 

Bezout's theorem. For algebraic curves 0 1,02 c IP'2(C) that have 
no common component, 

L multp(Ot n 02) = deg01 · deg02. 
pEC1nC2 

It is clear from the computation in Section 2.6 that Bezout's theorem 
also holds for effective divisors (see Section 1.6). In other words, 
it is completely unnecessary that the polynomial Fi be a minimal 
polynomial of oi. If there are multiple components, the intersection 
multiplicity is increased by an appropriate factor. 

Bezout's theorem will be used routinely in the following sections. 
First we give a very simple example. 

Example. If Ot = V(X~ - X 0 Xf) and 02 = V(X~ + XoXf), then 

G(Xo, Xt) = sxgxr, 
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Thus the two cubics intersect at q = (0 : 1 : 0) with multiplicity 3, 
and at p = (1 : 0 : 0) with multiplicity 6. The point q is a common 
inflection point, with inflectional tangent X 0 = 0. 

Figure 2.5. Intersection of the cubics C1 = V(X~ - XoXf) 
and C2 = V(X~ + XoXf) 

Defining the intersection multiplicity via the resultant has the ad­
vantages of making Bezout's theorem clear and giving us a way to 
compute with confidence. On the other hand, this definition is a bit 
inelegant for many theoretical arguments, and does not lead directly 
to a clear understanding of the geometric background: a small change 
in the curves involved (that is, a small change in their equations) will 
turn an intersection point of multiplicity k into k distinct simple inter­
section points. This follows essentially because the resultant depends 
continuously on the coefficients, and a multiple zero of a polynomial 
splits into several simple zeros under a small perturbation of the coef­
ficients. Justifying all this precisely is rather hard, and the necessary 
tools will not be available until Chapter 8. It will turn out that the 
intersection multiplicity is a local invariant: it is determined by the 
behavior of the two curves in an arbitrarily small neighborhood of the 
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point of intersection. Until we have this result, computing with the 
resultant is a bit mysterious. 

In the example above, consider how the common inflection point 
splits into 3 points of intersection. Small perturbations of the cuspidal 
cubic result in cubics, which intersect each other near p in 6 points. 

\ 

\ 

' 

X, 

------l*"----x, 
/ 

Figure 2.6. Cuspidal cubic, unperturbed and with small perturbations 

If we want to compute the points of intersection of two algebraic 
curves explicitly, then with the resultant method we need only com­
pute the zeros of polynomials in one variable. First, the resultant 
gives those lines on which points of intersection lie. On each of these 
lines, the points of intersection are found as common zeros of two 
polynomials. In simple examples the zeros of these polynomials can 
easily be seen; in complicated cases they have to be approximated 
numerically. 

X, =0 
X, =0 

Figure 2. 7. Intersection of the cuspidal cubic with the nodal cubic 
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Exercises. Determine the points of intersection (with their multi­
plicities) of the following curves: 

a) V(XoX~- X?) (cuspidal cubic) with 

V(XoX?- Xt(XI + Xo)) (nodal cubic). 

b) The nodal cubic (as in (a)) with 

V(Xt +X~+ XoX1) (circle of curvature) and with 

V(X6 + 2Xf +X~+ 3XoXI) (ellipse). 

x. 

Figure 2.8. Intersection of the nodal cubic with a circle of 
curvature and an ellipse 



Chapter 3 

Tangents and 
Singularities 

3.1. Bezout's theorem, which we proved in the last chapter, has 
both a local and a global aspect: the intersection multiplicity is de­
termined by the behavior of the curves near the point of intersection, 
but all the points (even those at infinity) have to be included in the 
overall sum. The local properties of a curve can be studied in an 
affine part of projective space, and we start by doing this a bit more 
precisely. 

Definition. Let the algebraic curve C = V(f) c <C2 be described by 
a minimal polynomial f E C[X1, X2]. We say that Cis smooth at a 
point p E C if 

( of of ) gradpf := oXl (p), oX2 (p) =/:. (0, 0). 

Instead of not smooth, we say singular. 

It is important to use a minimal polynomial because for f = gk 
with k ~ 2, C would be singular at every point. 

If C is smooth at p, the line 

35 
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is called the tangent to C at p. Here c E C is chosen so that p E TpC. 
Just as for differentiable curves, the tangent is the line through p that, 
near p, passes as close to C as possible. 

Examples of singularities are the cusp of the cuspidal cubic (Sec­
tion 0.3); the origin in the case of the nodal cubic (Section 0.4) and 
the folium of Descartes (Section 0.5); the cusps of cycloids (Section 
0.6); and the points of intersection of the ellipses in the quartic Co of 
Section 0. 7. In general, every point of intersection of components is 
singular. The best way to justify this precisely is to use the implicit 
function theorem (Section 6.9). 

3.2. The set Sing C := {p E C : C is singular at p} is called the 
singular locus of C. Here is a first nontrivial property of this set. 

Proposition. For an algebraic curve C C C2, Sing C is finite. 

Proof. If C = V(f), set Ci := V(of joXi)· Then 

SingC=CnC1nC2. 

We may assume that deg C = deg f 2: 2, since a line is smooth 
at every point. This also implies that for some i, deg(of joXi) 2: 1; 
without loss of generality, let i = 1. Then C1 is an algebraic curve, and 
Sing C c C n C1. Thus it suffices to show that C n C1 is finite. To do 
this, we use Bezout's theorem in the form for divisors because of joX1 
is not necessarily a minimal polynomial of cl (take f = xlx~ + 1, 
for instance). It remains to show that C and C1 have no common 
component. 

Suppose f and of joX1 have a common prime factor g. Then 

f = g · h and 
of og oh 

oX1 =g·h1 =hoX1 +9 ox1· 

Hence g is also a divisor of h · ogjoX1. If ogjoX1 =/:. 0, then g is a 
divisor of h, so g2 is a divisor of f. But this contradicts the fact that 
f is a minimal polynomial. 

If ogjoX1 = 0, then g = X 2 -a. But the coordinates can be 
chosen at the outset so that C contains no lines parallel to the axes. 

D 
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·· .. 'p, 
c2· .. ~ 

. '\ 

~c~----~r---+---------~-------.x, 
2 

. ., 
.·"t ... ·, 

. I 

Figure 3.1. The singularities of the hypocycloid of three cusps 
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If n = degC, it follows that C has at most n(n- 1) singular points. 
This is a very poor estimate. It will be improved in Section 3.8. 

3.3. To get a first measure of the nastiness of a singularity, we con­
sider higher derivatives of the defining polynomial. Let f E C[X1 , X2], 
and let p = (Pl, P2) E C2 be a fixed point. The substitution 

Xi =Pi+ (Xi -Pi) 

gives the Taylor expansion of f about p: 

f(Xl, X2) = L f(k)> where f(k) = L aJ.Lv(XI- P1)1-L(X2- P2t 
k ~-t+v=k 

and 
1 f)~-t+v j 

ai-Lv = -,-, fJXI-Lf)Xv (p). 
f.i..IJ. 1 2 

Thus the order off at p can be defined as 

ordp(f) := min{k : f(k) =/= 0}. 
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If f is a minimal polynomial of the curve C C C2 , then 

ordp(C) := ordp(f) 

is the order of C at p. It is clear that 

a) 0 ~ ordp(C) ~clegG; 

b) p E C <=? ordp(C) > 0; 

c) Cis smooth at p <=? ordp(C) = 1; 

d) Cis singular at p <=? ordp(C) > 1. 

Figure 3.2. The extreme case ordp(C) = degC 

The extreme case ordp (C) = deg C =: n occurs if and only iff = f(n). 

This means that C consists of n lines through p. Thus all the singular 
points of an irreducible cubic have order 2. 

The origin has order 3 in the case of the quartic 

V((X~ + Xi)2 + 3X~X2- X~) {three-leaf clover}, 

and order 4 in the case of the sextic 

V((Xf + Xi)3 - 4XfXi) (four-leaf clover). 

In these examples, the order counts the "local branches" of the 
curve (see Section 6.14). The ovoid, 

V((X~ + Xi) 2 - Xf), 

a quartic with order 3 at the origin, looks completely different. 
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X, 

Figure 3.3. Three-leaf clover 

X, 

Figure 3.4. Four-leaf clover 

X, 

Figure 3.5. Ovoid 
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Proposition. Let C E IP'2 (C) be a curve that has no lines as com­
ponents and has a point p such that ordp (C) = deg C - 1. Then C 
admits a rational parametrization, i.e. there exists a surjective map 

cp: IP'1(C)--> C C IP'z(C), t =(to: tl) 1--4 (cpo(t): 'P1(t): cpz(t)), 

where 'Pi E C[To, T1] are homogeneous of degree deg C. 

Proof. Let C = V(F) and n = degF. Assume that p = (0,0) E C2 . 

Then 

j(X1, Xz) = F(1, X1, Xz) = fcn-1) +fen)· 

We consider the line through p with slope corresponding to the pa­
rameter (to : t1), so 

X1 = .Ato, xz = .At1, where ).. E C. 

Intersecting this line with C gives 

0 = fcn-1)(.Ato, .At1) + f(n)(.Ato, .Atl) 

= .>..n-1 fcn-1)(to, h)+ An f(n)(to, t1) 

= .>..n-1 Ucn-1)(to, t1) + .Af(n)(to, t1)) · 

C contains no line, so by Bezout there is, in addition to the point of 
intersection p of multiplicity n - 1 corresponding to ).. = 0, another 
one corresponding to 

).. = _f(n-1)(to,tl) 
f(n)(to,tl) · 

In particular, f(n) and fcn- 1) have no common zeros. Hence the 
desired parametrization is given by 

(to: t1) 1--4 Ucn)(to, t1): -tofcn-1)(to, tl): -tdcn-1)(to, t1)). 0 

Exercise. Give a rational parametrization of the three-leaf clover. 

3.4. It is clear that the possible intersection multiplicities of two 
curves at a point depend on the orders of the curves. To make this 
more precise, we start by intersecting a curve with a line. 

Let f E C[X1, Xz] be a minimal polynomial of C = V(f), and let 
n 

f =LiCk)' where r = ordo(f) and n = degf, 
k=r 
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be its Taylor expansion about p = 0. If the line L is parametrized by 
cp(T) = (>.1T, >.2T), then 

n 

g(T) = f(cp(T)) = L f(k)(>.1, >.2)Tk. 
k=r 

By Section 2.5, the intersection multiplicity is defined by 

multp(C n L) = ordp(g). 

This is greater than r if and only if f(r) (>.1, >.2) = 0. We have proved 
the following result. 

Proposition. If C C C2 is an algebraic curve and L is a line through 
p E C, then 

ordp(C) ::; multp(C n L), 

and the inequality is strict for at most ordp(C) lines through p. 

To avoid splitting the definition into cases, we set multp(CnL) := 

oo if p E L C C. This allows us to to define tangents to an algebraic 
curve at singular points as well. 

Definition. As above, let p E C n L. The line L is called a tangent 
to C at p if 

ordp(C) < multp(C n L). 

If C is smooth at p, this definition agrees with the one given in Section 
3.1. There is exactly one tangent in this case. 

We call pan ordinary r-fold point if r = ordp(C) and there are 
r distinct tangents at p, i.e. if the homogeneous polynomial f(r) (in 
the expansion of the minimal polynomial of C about p) has r distinct 
zeros (>.1 : >.2) in IP'l(C). The latter give the slopes of the tangents. 

When p = 0, the tangents can be described particularly simply: 
f(r) is the initial polynomial of f, and V(f(r)) is the union of the 
tangents at 0 to the curve C = V(f). Thus the tangents correspond 
to the "lowest-order part" of f. 

Examples of points that are not ordinary are the cusp of the 
cuspidal cubic (Section 0.3) and the origin in the case of the ovoid 
(Section 3.3). In each of these examples there is only one tangent, 
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which must be counted twice and three times, respectively. The four­
leaf clover (Section 3.3) has two tangents at the origin, each of which 
must be counted twice. 

Figure 3.6. The cuspidal tangent of the cuspidal cubic 

If p E C C C2 is a smooth point and T is the tangent through p, then 

k := multp(C n T) 

is also called the order of contact; 2 :::; k :::; oo. A special choice of 
coordinates gives a useful form of the equation of C. 

Lemma. Let C = V(f) C C2 be smooth at p = (0, 0), with tangent 
T = V(X2). If k = multp(C n T) < oo, then 

f(Xl, X2) = Xfg(Xr) + X2h(X1, X2), 

where g(O) =f 0 and h(O, 0) =f 0. 

Proof The statement follows easily from the Taylor expansion of f 
about (0, 0). 0 

Figure 3.7. Inflectional tangent 
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Figure 3.8. Bitangent 

Fig. SJ. 

<] 

Fig. 2.o, 

Figure 3.9. Four cubics from Newton's collection 
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Definition. If T is the tangent to C at a smooth point, then T is 
called 

a simple tangent, if multp ( C n T) = 2; 

an inflectional tangent, if multv(C n T) ~ 3. 

In the second case, p is called an inflection point. The case T C C, 
where multv(C n T) = oo, is excluded to be on the safe side. 

An inflection point p is called simple if multp ( C n T) = 3. In con­
trast, we require that a bitangent be tangent at two or more distinct 
smooth points of C. 

Quadrics cannot have inflection points; for cubics, at most three 
can be seen over the real numbers. In Figure 3.9 we reproduce four 
figures from Newton's collection [Ne]. Note that there is an inflection 
point at infinity in the last figure. 

3.5. Calculations become significantly more complicated when we 
intersect a curve with another curve rather than with a line. We can 
prove the following result by local methods (see Section 8.6). 

Theorem. Let C1 , C2 c C2 be algebraic curves that have no common 
component. Then 

multv(Cl n C2) ~ ordv(C1) · ordp(C2) 

for p E C1 n C2. Equality holds if and only if C1 and C2 do not have 
a common tangent at p. 

In many cases this lets us compute, or at least estimate, the 
intersection multiplicity without using the resultant. As an example, 
recall the two cuspidal cubics in Section 2.7, where ordv(Ci) = 2 but 
multv(C1 n C2) = 6 > 2 · 2. 

Here is another example. 

Example. If C1 = V(X1) and Cn = V(X2 + x~-l Xl), then 

multv(Cl n Cn) = n 

for n ~ 2 and p = (1 : 0 : 0). In contrast, if we take the cubic 
C = V(X? + XoXf), with cuspidal tangent V(X1) at p, and Cn as 
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before, then 

multv(C n Cn) = 3, 

which is independent of n. To prove this, set 

F = X~ +a, where a= X 0 X[; 

Fn =X'!):+ b, where b = x;-1 X 1 . 

After computing an (n + 3) x (n + 3) determinant, we get 

Rn = XfQn(Xo, X1), where Qn(l, 0) -:f. 0, 
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as the resultant of F and Fn for n 2: 2. Thus the contact of Cn with 
the cuspidal tangent does not increase the intersection multiplicity 
with the cubic. This shows how hard it is to understand the inter­
section multiplicity geometrically at a singular point where there are 
common tangents. In Chapter 5 this example will contribute to our 
understanding of the Plucker formulas. 

3.6. To be able to apply the global statement of Bezout's theorem, 
we have to pass to projective space again and homogenize the poly­
nomials that occur. Everything goes smoothly with the help of the 
following formula. 

Euler's formula. IfF E C[Xo, X 1 , X2] is homogeneous of degree n, 
then 

oF oF oF 
Xo oXo + XloXl + X2 oX2 = n. F. 

This can be checked directly, and is valid for arbitrarily many vari­
ables and over any field of characteristic zero. It gives the following 
result. 

Proposition. Let C = V(F) C IP'2 (C) be an algebraic curve, where 

F is a minimal polynomial, and let p E C. Then 

a) C is smooth at p if and only if 

( oF oF oF ) 
gradvF := oXo (p), oXl (p), oX2 (p) -:f. (0,0,0); 
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b) if C is smooth at p, then the projective tangent TpC at p is 
given by the linear equation 

oF oF oF 
Xo oXo (p) + X1oX1 (p) + X 2 oX2 (p) = O. 

Proof. If p = (Po : P1 : P2), we may assume without loss of generality 
that p0 =F 0. An affine part of C that contains p is then described by 
f(X1, X2) = F(1, X1, X2) (see Section 2.3), and we have 

of oF . 
oXi (X1, X2) = oXi (1, X1, X2) for z = 1, 2. 

Thus gradvf =F 0 implies that gradpF =F 0. Conversely, if gradvf = 0, 
then it follows from Euler's formula 

oF 
0 = nF(p) =Po oXo (p) 

that gradpF = 0. This proves (a). By 3.1, the line given in (b) has 
the right slope, and by Euler it passes through p. 0 

Our next result follows from this and the proposition in Section 
3.2. 

Corollary. An algebraic curve C C IP'2 (C) has only finitely many 
singularities. 

Example. The Fermat curve V(X0 - X:[1 - X21 ) C IP'2(C) is irre­
ducible (by Section 2.4 and Eisenstein) and smooth for every n ;:::: 1. 

It can be proved that for "almost all" homogeneous polynomials 
FE C[X0 , X 1, X 2] of degree n, the curve V(F) c IP'2(C) is irreducible 
and smooth. So we could deal only with such curves-but, as happens 
so often, the exceptions are particularly attractive. 

The definition of tangents at a singular point given in Section 3.4, in 
terms of the zeros of the initial polynomial fc,·J, is not immediately ob­
vious geometrically. It takes some effort to understand its connection 
with tangents at smooth points. We use the notation above. 

If p E C is a smooth point, then the coefficients in the equation 
for the tangent are given by 

oF 
ai = oXi (p) fori= 0, 1, 2. 
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X, X, X, 

X, X, X, 

n=l n=3 n=5 

X, X, X, 

n=2 n=4 n=6 

X, X, X, 

Figure 3.10. Fermat curves 

They are unique only up to a nonzero factor, so we can identify the 
tangent with (a0 : a 1 : a2 ); this is a point in the dual projective space 
IP'2(C) (see [Fi), 3.4). IP'2(C), like IP'2 (C), has a topology; thus we can 
say when a sequence of lines converges. This allows us to formulate 
the following theorem. 

Theorem. Let p E C C IP'2 (C), and let L C IP'2 (C) be a line. L is a 
tangent to C at p if and only if there is a sequence of smooth points 
p,/ c C converging to p such that 

L = lim TPvC. 
V->00 

The proof is postponed until Section 8.2. 

3. 7. To estimate the number of singularities, we use a "construc­
tion" of algebraic curves through prescribed points. Exactly one line 
passes through two points, and exactly one quadric through five non­
collinear points. In the general case, looking for a polynomial is easier 
than looking for a curve. 

We denote by Vn,k C C[Xo, ... , Xk] the vector space of homoge­
neous polymials of degree n in k + 1 indeterminates. It is quite easy 
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Figure 3.11. Convergence of tangents 

to prove by induction on k that 

. (n + k) d1m Vk,n = n . 

Two polynomials in Vk,n will be called equivalent if they differ only 
by a factor in C*. For k = 2, such an equivalence class corresponds 
geometrically to an effective divisor of degree n in lP'2 (C) (see Section 
1.6); its support is a curve of degree:::; n. The set of these equivalence 
classes is a projective space lP'N(C), where N = (n!k)- 1. Now let 

F= 

The condition p E V(F) means that F(p0 ,p1 ,p2 ) = 0; this is a linear 
condition on the N + 1 coefficients av0 v 1 v2 ofF, i.e. on the homoge­
neous coordinates in lP'N(C). Thus every point in JP'2 (C) through which 
the "curve" is to pass determines a hyperplane in lP'N(C). The inter­
section of N hyperplanes contains at least one point in lP'N(C) (that 
is, an equivalence class of polynomials). Points P1, ... , PN E JID2 (C) 
are said to be in general position (with respect to curves of degree n) 
if the hyperplanes they determine in lP'N(C) intersect in exactly one 
point. Together with the formula 

(n+2) n - 1 = ~n(n + 3), 

this leads to the following lemma. 
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Lemma. Through ~n(n + 3) points in lP'2(C) there passes at least 
one algebraic curve of degree ::; n. A more precise result holds: If 
the points are in general position, then there is exactly one effective 
divisor of degree n on whose support the points lie. 

3.8. In the plane, n lines can intersect in ~n(n-l) points. Thus an 
algebraic curve of degree n can have ~n(n- 1) singularities. There is 
a better bound for irreducible curves. 

Theorem. An irreducible algebraic curve C C lP'2(C) of degree n has 
at most 

l(n) := ~(n- 1)(n- 2) 

singularities. 

That 1(1) 1(2) = 0 is known from elementary geometry. 
1(3) = 1 corresponds to the observation that an irreducible cubic 
can have at most a cusp or an ordinary double point. 1(4) = 3 is 
attained by the hypocycloid in Section 0.6. 

For the proof of the theorem, we may assume that n 2': 3. Suppose 
there were 1(n) + 1 singularities on C. We adjoin n- 3 more points 
to C, so altogether there are 

l(n) + 1 + n- 3 = ~(n- 2)(n + 1) 

points. By Section 3. 7 there is a curve C' of degree m ::; n - 2 that 
passes through all these points. For each singular point p of C we 
have multp(C n C') 2': 2, and for each of then- 3 additional points 
multv(C n C') 2: 1, so 

L multp(C n C') 2: 2(r(n) + 1) + n- 3 = n(n- 2) + 1. 
pECnC' 

C is irreducible and deg C' < n, so C cannot be a component of C'. 
Bezout's theorem gives 

L multp(C n C') = n · m::; n(n- 2), 
pECnC' 

contradicting the inequality above. 0 

Corollary. An arbitrary algebraic curve of degree n in lP'2(C) has at 
most ~n(n- 1) singularities. 
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This follows from the theorem above, by induction on the number 
of components. 

For a more accurate count, one can assign weights to the singu­
larities and show that 

L ordpC(ordpC- 1) :::; (n- 1)(n- 2) 
pESingC 

if C is irreducible (see Sections 9.9 and A.5.5). 

In Chapter 9 we will show what the number ')'(n) introduced in 
the theorem has to do with the genus of the curve. 

3.9. It is a very natural question to ask whether, for each n, there 
exist irreducible curves of degree n in lP'2(C) that have the maximal 
number ')'(n) = ~(n- 1)(n- 2) of singularities. In [S, Anhang F], 
Severi showed that there even exist irreducible curves in lP'2(C) with 
exactly d ordinary double points for 0 :::; d :::; /'( n), and no other 
singularities. But he did not give explicit examples. 

From the real point of view, it is highly desirable to be able 
to see and count these points. So I was very happy when I found 
a construction, first published in 1993 [P], which gave a "real" and 
explicit solution to this problem. I think it is worthwhile to reproduce 
it here in detail. 

First we fix the notation 

I:= ( -1, 1) c lR and I:= [-1, 1] c IR, 

and recall some elementary facts about the Chebyshev polynomials 
Tn, which are standard tools in approximation theory. Their origin 
is the trigonometric formulas 

cos(nrp) = Tn(cosrp) for n EN, 

where the polynomials Tn are defined recursively by 

To(t) := 1, T1(t) := t, T,,+l(t) := 2tTn(t)- Tn-l(t). 

Then obviously degTn = n, T,,(1) = 1, Tn(-1) = (-1)n. Considered 
as real functions, Chebyshev polynomials look almost like trigono­
metric functions on I, and they go directly to infinity outside I; see 
Figure 3.12. 
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To(t) 

Figure 3.12 

Their behavior on 1 follows from the formula 

T11 (t) = cos(narccost) fortE 1. 

In particular, 

2k -1 
T11 (t) = 0 <=? narccost = - 2-71" 

2k -1 
<=? t =cos ---71" for some k E Z. 

2n 

51 
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For k = 1, ... , n we obtain n distinct zeros of Tn in I. The derivative 
is given by 

. n 
Tn(t) = vf:L=t2 sin(n arccos t). 

1- t2 

So, fortE I, we have 

. k 
Tn(t) = 0 <=? narccost = br <=? t =cos -n for some k E Z. 

n 

For k = 1, ... , n- 1 this yields n- 1 distinct zeros of Tn in I, hence 
n- 1 local maxima or minima of Tn. Since deg Tn = n- 1 there are 
no other zeros. 

Physically, Lissajous curves are the traces of a double pendulum 
with two different frequencies in orthogonal directions. Mathemati­
cally, in their simplest form, they can be parametrized by 

lR---+ JR2 , t 1-t (cosmt,- cosn(t + w)), 

where m, n are positive integers and w E lR is a "phase shift." They 
always stay in the square I x I and are periodic. Since cos mt and 
sin nt satisfy an algebraic relation, they are even algebraic, and they 
have many ordinary double points (see [B-K]). But computing the 
degree and the number of double points is not so easy. 

y 

Figure 3.13. Lissajous curve 
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D. Peeker [P] gave a clever variation and simplification by using 
Chebyshev polynomials instead of trigonometric functions. The result 
is curves that jump in from infinity, flip around briefly in the square 
I x I like Lissajous curves, then rush back to infinity. But such a 
curve has many more double points than a Lissajous curve of the 
same degree. 

To make this precise we consider the map 

and its extension 

where m, n are positive integers. The images 

- - 2 and Cm,n = 'Pm,n (C) c C , 

are called (real and complex) Chebyshev curves. 

Theorem. If m, n are relatively prime and m < n, then the Cheby­
shev curves have the following properties: 

a) Cm,n = { (x, y) E C2 : Tn(x) = Tm(Y) }. 

b) Cm,n C C2 is algebraic of degree n and irreducible. 

c) Cm,n has ~(m- 1)(n- 1) ordinary double points. 

d) All ordinary double points of Cm,n are real and lie in I xI C 

JR2 • They are also ordinary double points of the real curve 

Cm,n· 

In addition, the existence of the parametrization V5m,n implies 
that the closure of Cm,n in lP'2(C) is rational (see Section 9.3). 

The most interesting case ism= n- 1 (see Section 3.8): 

Corollary. The Chebyshev curve Cn-l,n C C2 of degree n has the 
maximal number 

~(n- 1)(n- 2) 

of singularities. They are all ordinary double points and real. 
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y 

Figure 3.14 

We don't investigate the case where m and n have a common 
divisor. We only mention that Tn(x) - Tm(Y) will be reducible in 
general. 

For instance, 

For the proof of the theorem we use the following real lemma. 

Lemma. If m, n E N are relatively prime, then the restriction 

<p~,n: I~ { (x, y) E I X I: Tn(x) = Tm(Y)} 

of <pm,n is surjective. 
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General identity theorems for analytic functions show that this 
result extends from I to JR. and to C. This is assertion (a). Hence Cm,n 
is algebraic. As the image of C it is irreducible, and degCm,n ~ n 
since the given equation has degree n. But a look at the zeros of the 
Chebyshev polynomials shows that Cm,n intersects a line x = c with 
c E I in n points. Hence deg Cm,n ;?: n. 

As a consequence, we see that the polynomial 

Tn(x) - Tm(Y) E C[x, y] 

is irreducible form, n relatively prime. The reader may try to give a 
direct proof of this fact. 

To prove (c) and (d), we begin by counting singularities. Cm,n is 
singular in (x, y) E C2 if and only if 

Tn(x)- Tm(Y) = 0 and grad{x,y) (Tn(x)- Tm(Y)) = (0, 0). 

In I x I this means that 

cos( n arccos x) = cos( m arccos y) and 

sin(narccosx) = sin(marccosy) = 0. 

The second pair of conditions means that 

k 
x = cos- 1r for k = 1, ... , n- 1, 

n 
l 

y =cos- 1r for l = 1, ... , m- 1, 
m 

so there are (m- 1)(n- 1) possibilities for (x, y) E I x I. The first 
condition yields 

ccis (k1r) =cos (l1r). 

Hence k - l must be even. A simple counting argument shows that 

~ (m- 1)(n- 1) 

pairs (k, l) are left. Hence there are ~ (m- 1)(n- 1) singular points 
(x,y) E Cm,n in I xI. 

It should be noted that there might be additional singularities 
outside I x I. Because of the bound given in Section 3.8, this is 
impossible in the case m = n - 1. 
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In order to prove that the singularities are ordinary double points, 
we have to look at the quadratic part f(2) of f(x, y) = Tn(x)- Tm(Y) 
at the singular point (xo, Yo), i.e. the Hessian. It is obvious that the 
mixed partials vanish. Now suppose that 

k 
Xo=COS-?r, 

n 
with kE{1, ... ,n-1}, 

l 
Yo=cos-?r, with lE{l, ... ,m-1}, 

m 
and k - l is even. After some computations we obtain 

[J2f 
{)x2 (xo,Yo) = (-cosk?r) ·a, 

[J2f 
{)y2 (xo,Yo) = (cosl1r) · /3, 

with a, f3 > 0. Thus the Hessian off at (x0 , y0 ) is indefinite, and f 
does not have a local extremum at (x0 , y0 ). In particular, not only the 
complex curve Cm,n but also the real curve Cm,n has two "branches" 
with distinct tangents at (xo, y0). This can also be seen directly: from 
a, f3 we obtain .A, J.L > 0 such that 

±f{2) = .>,2(x- xo)2 - J.L2(y- Yo)2 

= (.A(x- xo) + J.L(Y- Yo)) (.A(x- xo)- J.L(Y- Yo))· 

These two real linear factors describe the two tangents in IR2 and 
~. D 

Finally, we have to give a proof of the lemma. 

Proof. A trivial computation shows that 

for arbitrary n, m E N and t E JR. So the image of cp~ n satisfies the 
' given equation. 

For the proof of surjectivity we simplify notation by using the 
transformation 

arccos : I -----t J = [0, 1r]. 
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Then we have to show the following "Chinese remainder" result: If 
a, {3 E J satisfy the equation 

cosma = cosn{J, 

then there is a 1 E J such that 

cos a = cos n1 and cos {3 = cos m1 0 

Condition ( *) implies that ma ± n{J = 2?rr for some r E Zo Since 
m, n are relatively prime, there are k, l E Z such that 

r = km + ln; hence ma ± n{J = 2?r(km + ln)o 

If we define 
1 , := ±{3- 2?rl = -a+ 2?rk E ~ 

m n 
and 1 E J such that cos 1' = cos 1, then 

cos n1 =cos n1' = cos( -a) = cos a and 

cos m1 =cos m1' = cos( ±{J) = cos {3 0 D 

The curves Cn-l,n can be modified by standard methods to curves 
with exactly d ordinary double points for 0 :::; d :::; ~ ( n- 1) ( n- 2), all 
real, and no other singularities (see [P])o 





Chapter 4 

Polars and Hessian 
Curves 

In this chapter we consider the following questions about an algebraic 
curve C C lP'2(C): 

a) How can we find the tangents to C that pass through a pre­
scribed point q? 

b) How can we find the inflection points of C? 

To answer these questions, we will intersect the given curve with 
other suitable curves (polm·s and Hessian curves). Bezout's theorem 
then allows us to make statements about the number of tangents and 
inflection points. 

4.1. We turn first to the tangents. Let C = V(F) C JP'2(C), with F 
minimal, and let p E C be a smooth point. According to Section 3.6, 
the equation of the tangent TpC at p is given by 

2 8F 
LXiaX (p) = 0. 
i=O ' 

Thus an arbitrary point q = (q0 : q1 : q2 ) E JP'2 (C) lies on TpC if and 
only if 

. ( 8F) 1.e. p E V ~ qi a Xi . 

This motivates the definition. 
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Definition. Let C c IP'2 (C) be an algebraic curve with minimal 
polynomial F of degree 2: 2. Let q = (q0 : q1 : qz) E IP'z(C) be 
arbitrary and 

If degDqF 2: 1, then PqC := V(DqF) is called the polar of C with 
respect to the pole q. 

First, a few examples. 

Examples. 

a) Let F = X1Xz. For q = (1 : 0 : 0), we have DqF = 0; the polar 
is undefined. For q = (>. : 1 : 0), we have DqF = X 2 ; the polar is a 
component of the curve. These are the pathological cases. 

Figure 4.1. The polars of a circle 

b) Let C be a smooth quadric. Then PqC is a line, the classical polar. 

c) Let C be a cuspidal cubic with F =X?+ X 0 Xf. Then 

At the point p = (1 : 0: 0), C has the cuspidal tangent T = V(X1). 
If q lies on T, then the polar PqC consists of two lines through p, and 
multp(C n PqC) = 4. 
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'\ 

Figure 4.2. Polar to the cuspidal cubic, for a pole on the line V(X1) 

Otherwise q1 -:f. 0. If q2 = 0, then PqC consists of the cuspidal 
tangent T and another line through (0 : 0 : 1). (See Figure 4.3.) So 
the intersection multiplicity is 

According to Section 2.7, we have to compute a resultant in order to 
show that this also holds for q2 -:f. 0. We may assume that 3q2 = 1. 
Then 

F =X~+ a, where a= XoXf, 

DqF =Xi+ b, where b = (qoX1 + 2q1Xo)Xl = b(Xo,Xl) · X1. 

Thus PqC is a smooth quadric, with tangent V(X1) at p. (See Figure 
4.4.) We have 

1 0 0 a 0 
0 1 0 0 a 

R= 1 0 b 0 0 = a2 + b3 = X?(XJXl + b3 ). 

0 1 0 b 0 
0 0 1 0 b 
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Figure 4.3. Polar to the cuspidal cubic, for a pole on the line V(X2) 

Figure 4.4. Polar to the cispidal cubic, for a general pole 
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Here b(l, 0) -:/- 0 because q1 -:/- 0. It follows that 

if q does not lie on the cuspidal tangent V(X1). 

d) For the folium of Descartes C with F = Xr +X?- 3XoX1X2, we 
have 

Thus the polar of C with respect to q = (1 : 0 : 0) is the union of the 
axes, X 1X 2 = 0. If (q1 , q2 ) -:f. (0, 0), then PqC is a smooth quadric 
with the tangent 

q2X1 + q1X2 = 0 

at the double point p = (1 : 0 : 0) of C. Thus (by Section 3.5, for 
instance) 

if q1 -:f. 0 and q2 -:f. 0, i.e. if q does not lie on one of the two tangents 
to Cat p. 

c 

xl 
..... 

' 
I 

I ~ 
I 

\ 
..... PqC 

I 
I 

I 
I 

I \ 

Figure 4.5. Polar to the folium of Descartes 
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4.2. The examples above already give clues about general properties 
of polars. 

Proposition. The following statements are true under the conditions 
of Definition 4.1. Here n := degF. 

a) The polar PqC is independent of the choice of coordinates. 

b) DqF = 0 if and only ifC consists ofn lines through q. 

c) deg DqF = n- 1 whenever DqF =/:- 0. 

d) C and PqC have a common component if and only if C con­

tains a line through q. 

e) If p E Cis singular and q E IP'2(C) is arbitrary, then p E PqC· 

Proof. An elementary computation with linear transformations gives 
(a). Hence we can take q = (1 : 0 : 0) in (b). Then DqF = 0 
means that F is independent of Xo, so f(X1 , X2) = F(1, X1, X2) is 
homogeneous of degree n. In the notation of Section 3.3, this means 
that f = f(n)· Statements (c) and (e) are clear; (d) requires an 
argument similar to that used to prove Proposition 3.2. D 

4.3. To summarize, we record our results as a theorem. 

Theorem. Let C = V(F) be an algebraic curve of degree n 2::: 2 that 
contains no lines, and let q E IP'2(C) be arbitrary. Then the polar 
PqC is an algebraic curve of degree S n - 1 that has no component 
in common with C. As an effective divisor, denoted by DqF, it has 
degree n - 1. The intersection C n PqC consists of the points of 
tangency of the tangents to C through q, together with the singularities 
of C. 

In particular, by Bezout's theorem there are at most n(n- 1) 
tangents to C through q. This number is reduced by bitangents, 
inflection points, and singularities. For a precise count of the points 

of intersection, we make the following observation. 

Proposition. Suppose the curve C has a simple tangent at p; that 
is, multp(T n C)= 2. If q E T is distinct from p, then the polar PqC 
intersects C transversely at p, i.e. 

multp(C n PqC) = 1. 
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In particular, the polar is smooth at p. 

Proof. If p = (1 : 0: 0) and T = V(X2), then by Lemma 3.4 

F = Xl· G(Xo, X1) + Xz · H(Xo, X1, Xz), 

where 
G(1, 0) "I 0 and H(1, 0, 0) "I 0. 
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If we use this to compute DqF, and consider q1 "I 0 and q2 = 0, the 
assertion follows. D 

The following corollary of the properties of polars proved above 
is often useful. 

Corollary. If C is an algebraic curve of degree n and q ~ C, then 
almost all the lines through q have exactly n simple intersection points 
with C. 

Proof. The polar PqC has only finitely many points of intersection 
with C. Every line through q that does not pass through C n PqC 
satisfies the condition above. D 

4.4. Now we turn to the second problem of this section, looking for 
inflection points (see Section 3.4) and estimating how many there are. 
It is obvious that we need second derivatives, but not at all clear how 
to use them to find the equation of a suitable algebraic curve. 

Definition. IfF E C[Xo, X1, Xz] is homogeneous of degree~ 2, then 
the symmetric 3 x 3 matrix 

Hp := ( a2F ) 
axiaxj o~i,j9 

is called the Hessian matrix of F. IfF is a minimal polynomial of 
a curve C = V(F) C !P'2 (C) and deg(detHp) ~ 1, then H(C) := 

V ( det H F) is called the Hessian curve of C. 

First, a few degenerate examples. 

Examples. 

a) Let F = XJ + Xf +Xi. Then detHp = 8, so H(C) = 0. 
b) Let F = X1Xz(X1 - Xz). Then detHp = 0, so H(C) = IP'z(C). 
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c) Let F = XoX1X2. Then detHp = 2F, so H(C) =C. 

d) Let F = Xo(X5+Xf+X?). Then detHp = 8Xo(3X5-Xf-X?), 
with corresponding decompositions 

(See Figure 4.6.) Here L is a line, C1 and C2 are quadrics, and 
C1 n C2 = C1 n L = C2 n £. In this case, C and H (C) have a common 
component. 

Figure 4.6. A degenerate case of the Hessian curve 

The following lemma is useful for computations in affine coordi­
nates. 

Lemma. Let FE <C[Xo,X1,X2] be homogeneous of degree nand let 
Fi = 8Fj8Xi, Fi; = 82 Fj8X;8Xi. Then 

n-1 
=-2-

Xo 

nF 
(n- l)F1 
(n- l)F2 
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Proof. The first equality follows from Euler's formula (Section 3.6) 
applied to Fi, where the zeroth row is multiplied by Xo, and the jth 
row is multiplied by X; (for j = 1, 2) and added to it. A similar 
procedure with the columns gives the second equality. 0 

Proposition. With the notation above: 

a) The Hessian curve is independent of the coordinates. 

b) deg(detHp) = 3(n- 2) if detHp =f. 0. 

c) SingC c H(C). 

Proof. Hp transforms as a quadratic form, so det Hp is multiplied by 
(det A)2 =f. 0 under a change of coordinates given by A E GL(3, q. 
This proves (a). Assertion (b) is clear. 

To prove (c), let p = (po : P1 : P2) E C be singular and Po =f. 0. 
Since F(p) = F1(p) = F2(p) = 0, it follows from the lemma that 
detHp(p)=O. 0 

4.5. Our next theorem shows the significance of the Hessian curve 
H(C). 

Theorem. Let C = V(F) c JP>2 (C) be a curve that contains no lines. 
Then 

a) det Hp =f. 0; 

b) a smooth point p E C is an inflection point if and only if 
p E H(C); 

c) C and H(C) have no common component; 

d) if p E C is a simple inflection point, then 

multp(C n H(C)) = 1. 

Proof. Let p = (1 : 0 : 0) E C be smooth, with tangent T = V(X2). 
By Lemma 3.4 we can write F(1, X1 , X2 ) in the form 

f = Xfg(X1) + X2h(X1,X2), 

where 

X k x2 x3 1 9 = a2 1 + a3 1 + · · · 
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Here 2 :::; k = multp(C n T) < oo; b =1- 0; and a2 = 0 if and only if 
k ~ 3, i.e. if p is an inflection point. Using Lemma 4.4, we find that 

0 0 
detHF(P) = (n -1)2 0 2a2 

b bl 

b 
b1 = -2(n- 1)2b2a2. 

2b2 

This immediately gives (b). To prove (a), it suffices to show that there 
exists a smooth point p that is not an inflection point. This follows 
from (for instance) the implicit function theorem (Section 6.9). 

To prove (c) we have to patiently track down the lowest-order 
terms of the Taylor expansion of det HF about p. We get 

k-2- -det HF = X1 G(Xo, X1) + X2 · H(Xo, X1, X2), 

where 0(1, 0) =1- 0. This implies (c) because it follows from the in­
equality multp(H(C) n T) < k that C and H(C) cannot have a com­
mon component at a smooth point. 

Fork= 3, H(C) is smooth at p, with a tangent distinct from T. 
This gives (d). D 

Bezout's theorem for C n H(C) yields a corollary. 

Corollary. An algebraic curve C C IP'2 (C) of degree n > 2 that 
contains no lines has at most 3n(n- 2) inflection points. 

Now we can also use the preceding arguments to see when the 
Hessian curve degenerates. 

Proposition. C C H(C) if and only if C is a union of lines. More 
precisely: 

a) If C contains a line L, then L C H(C). 

b) Let C' C C be an irreducible component with C' C H (C). 
Then C' is a line. 

Proof. a) Let C = V(F), L = V(Xo), and F = XoG. Then Fi = 
XoGi and Fij = XoGij for i, j = 1, 2. By Lemma 4.4, 

X5 ° det HF = xg 0 .6.; det HF = Xo . .6.. 

Here .6. is the determinant of a matrix that contains G, Gi, and Gii· 
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b) It must be shown that a component C' C C that is not a line 
cannot be a component of H(C). To do this, choose a point p at 
which C and C' are smooth and proceed as in the proof of (c) in 
Theorem 4.5. D 

4.6. The maximum number of inflection points is attained only if 
C has no singularities and all its inflection points are simple. Here 
are a few examples. 

Examples. 

a) IfF= XJ +Xr +X~, then the Fermat cubic C = V(F) is smooth 
and det Hp = 63 XoX1X2 , so H(C) splits into three lines. On Xo = 0 
there are three inflection points, 

(0: 1: -1), (0: (: -1), (0: ( 2 : -1), 

where ( is a primitive cube root of unity. There are also three inflec­
tion points on each of the lines xl = 0 and x2 = 0, so there are nine 
altogether. Three of them are real: (0 : 1 : -1), (1 : 0 : -1), and 
(1:-1:0). 

Figure 4. 7. The Fermat cubic with its three real inflection points 

This is the point of departure for the classification of cubics and the 
theory of elliptic functions at the time of Hesse and Weierstrass. It 
turns out that every smooth cubic has exactly three real inflection 
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points and that these inflection points always lie on a line (see for 
instance [B-K], 7.3). 

b) IfF= X?- XoXi, then for the cuspidal cubic C = V(F) we have 
det H F = - 24X 1 Xi. Thus H (C) consists of the cuspidal tangent 
V(X2 ), counted twice, and the line V(XI) through the cusp p 

(1 : 0 : 0) and the inflection point (0 : 0 : 1). We have 

multp(C n V(X2)) = 3 and multp(C n V(XI)) = 2, so 

multp(C n H(C)) = 2 · 3 + 2 = 8. 

c) For the folium of Descartes C with F =X?+ xg- X0X1X2, we 

have 

det HF = -2(3X? + 3X~ + XoX1X2), 

so the Hessian curve H(C) is a reflected folium of Descartes. Its 
intersection with C consists of p = (1 : 0 : 0) and the three inflection 
points at infinity 

(0: 1: -1), (0: (: -1), and (0: ( 2 : -1), 

where ( is a primitive cube root of unity. Computing a resultant gives 

multp(C n H(C)) = 6 = 2(1 + 2), 

which corresponds to the intersection behavior of the four branches 
of the curve at p. 

V(X,) 

Figure 4.8. The cuspidal cubic and its Hessian curve 
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X, =0 

Figure 4.9. The folium of Descartes and its Hessian curve 





Chapter 5 

The Dual Curve and the 
Pliicker Formulas 

An algebraic curve has many "invariants," which in the simplest cases 
are natural numbers independent of the particular coordinates. Some 
examples are the degree of the curve and the number of components, 
singularities, inflection points, or bitangents. As we have seen, these 
numbers are not independent of each other: irreducible curves have 
singularities and inflection points only if the degree is at least 3; curves 
that contain no lines have bitangents only if the degree is at least 4; 
for fixed degree, singularities decrease the number of inflection points. 
Exact relationships among different invariants are contained in the 
Plucker formulas. 

To prove the Plucker formulas we need a few complicated tools, 
in particular a local technique for computing the intersection multi­
plicities that occur. We use the formulas in this chapter even though 
they will not be justified until later, in the hope that the reader who 
anticipates nice applications will be more strongly motivated to study 
the following very technical chapters. 

5 .1. The first hurdle is the introduction of the dual curve, a subset of 
the dual projective space lP'2(1C). To a pointy= (Yo: Y1 : Y2) E 1P'2(1C) 
there corresponds the line 

V(yoXo + Y1X1 + Y2X2) c lP'2(1C). 
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This is the polar of q = (Yo : Y1 : Y2) E IP'2(1C) with respect to the 
quadric V(X5 + Xr +Xi) (see Section 4.1). In order to see more 
of it in the real numbers, and to make the duality clear, one usually 
replaces it by the "circle" V(X5 - Xf -Xi). Then the polar that 
corresponds to the pole q = (qo : ql : q2) is V(qoXo- q1X1 - q2X2) 
(see [Fi), 3.4.1). 

Definition. Let C c IP'2(1C) be an algebraic curve. Then 

C* := { L E IP'2 (IC) : L is tangent to C at some p E C} 

is called the dual curve of C. 

By the definition in Section 3.4, the condition on L means that 
ordp(C) < multp(CnL). For eachp E C there are only finitely many 
such lines. If C itself is a line, then C* consists of a single point. 

Theorem. Let C c IP'2(1C) be an algebraic curve that has no lines as 
components. Then 

a) C* c IP'2(1C) is an algebraic curve; 

b) if C is irreducible, then C* is irreducible and deg C* ~ 2; 

c) C** =C. 

Two very different techniques are used to prove this theorem: 

i) computing an equation for C* from an equation for C; 

ii) describing a parametrization for C* by way of a parametriza­
tion for C. 

Method (ii) is more elegant and geometrically more plausible, but 
requires more theoretical background. It starts with the fact that for 
a smooth curve C, there is a map 

( 8F 8F 8F ) 
CJ: C---+ C* c IP'2, p f---7 8Xo (p): 8X1 (p): 8X2 (p) . 

This is explained in Section 5.3. 

Method (i) is quite elementary, and further develops the argu­
ments of Section 2.5 on determining the points of intersection of a 
curve with a line: Let C = V(F), and let L = V(y0 Xo +y1X1 +y2X2) 
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be an arbitrary line. If y2 =f. 0, we can use the equation of the line to 
eliminate X2 from F. Let n = deg F and set 

G(Xo, Xt) := y~ F ( Xo, X1,- : 2 (yoXo + Y1Xl)) 

= boXf + b1X~- 1 Xo + · · · + bnX0, 
where bo, ... , bn E IC[yo, Y1, yz] are homogeneous of degree n. The 
zeros of G correspond to the points of intersection of C and L. Now let 
DE IC[Y0 , Y1, Yz] be the discriminant of g(Xl) = G(l, X1), that is, the 
resultant of g and dgjdX1. Here the coordinates of y = (Yo : Y1 : Yz) 
are viewed as variables. D is homogeneous of degree 2n2 - n, and 
D -=/:- 0 by Corollary 4.3. Thus 

C' := V(D) c lP'2 

is an algebraic curve. 

Now, if the line L determined by y is tangent to C, it has at least 
a double intersection point with C, so G has a multiple zero. If it 
is (0 : 1), then b0 (y) = 0; otherwise g has a multiple zero. In either 
case, D(y) = 0, soy E C'. This shows that C* C C', and we have 
a good chance of finding an equation for C* from the factors of D. 
First, a few examples. 

Examples 

a) If C C lP'2 (C) is a smooth quadric, it has a corresponding symmetric 
matrix A E GL(3, C), so 

F(X) = txAX, 

where tx := (X0 , X1, X2 ) is a minimal polynomial of C. Since 

degF = 2tXA, 

the coordinates of TpC in lP'2 (C) are given by (po : P1 : pz)·A. Consider 
the map 

rJ : lP'z(C) --) JP>;(q, x f-) txA = y. 

Then C* = rJ(C), and since 

y E C* {::::::::} x = t(yA- 1 ) E C {::::::::} 0 = txAx = yA- 1(y), 

C* is the quadric described by A - 1 . This proves the theorem above 
for quadrics. 
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IfF = aoX5 + a1Xf + a2Xi, then eliminating X2 and computing 
the discriminant give 

D = bo ( 4bob2 - bi) = 4bo Yl ( a1 a2 Y02 + a2ao Y{ + aoa1 Yn = 4bo Y22 F*. 

Here b0 = a2 Y? + a 1 Yl, and F* is clearly an equation for C*. 

b) The dual curve of the cuspidal cubic C = V(Xr - X 0Xi) can be 
found by considering the rational parametrization 

We set 

¢ = (¢o,¢I,¢2) = (t~,tot~,tr). 
Then, fort =f. (1 : 0), the tangent to Cat the point !fJ(t) is spanned by 
the vectors 8¢ I 8t0 and 8¢ I 8t1 in C3 , i.e. by the rows of the matrix 

( 3t6 ti 0 ) 
0 2totl 3ti · 

A linear equation for the tangent can be obtained by taking the minors 
of this matrix as coefficients-that is, from the cross product 

(3tf, -9t6t~, 6t~t1) = 3tl(tr, -3t6tl, 2t~) 

of the rows. Thus y = (tr : -3t6t1 : 2t~) E lP'2(C) are the coordinates 
of the tangent not only for t1 =f. 0 but also for t = (1 : 0), because 
V(X2 ) is the cuspidal tangent. This gives a rational parametrization 

!p*: lP'1(q --t c* c lP'2(C), (to: t1) f-> (tr: -3t6tl : 2t~). 

The inflection point (0 : 0 : 1) = !fJ*(1 : 0) of C* corresponds to the 
cusp (1 : 0: 0) = !fJ(1 : 0) of C, and the cusp (1 : 0 : 0) = !fJ*(O : 1) 
corresponds to the inflection point (0 : 0 : 1) = !fJ(O : 1) of C. 

Repeating the computation above with C* shows that C** =C. 
Eliminating Xo in F = Xf- XoXi gives 

G(X1, X2) = Y5(yoXr + Y1X1Xi + Y2X~), 
D = Y012 (4Yl + 27Y0Yl) = Y012 F*. 

Substituting the parametrization into D, we see that F* is a minimal 
polynomial of C*. 
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X, =0 

Y. = 0 

X,= 0 Y, = 0 

Figure 5.1. The cuspidal cubic and its dual curve 

The first two examples might give the impression that there was 
no major difference between C and C*. Nothing could be further 
from the truth, as the following example shows. 

c) By Section 0.4, the nodal cubic has the rational parametrization 

cp: IP1(C) ---t C c IP2(C), 

(to: t1) ~ (t~: to(ti- t5): t1(t6- ti)), 

and an argument as in Example (b) gives the parametrization 

cp*: IP1(C) --r C* CIP2(C), 

(to: t1) ~ ((t5- ti) 2 : t5(t5- 3ti): -2t~t1) 

for the dual curve. This is a heart-shaped quartic, which is called the 
cardioid; see Figure 5.2. 

The double point p = cp(1 : 1) = cp(1 : -1) E C has two corre­
sponding points, q = cp*(1 : 1) and q' = cp*(1 : -1), on the bitangent 
V(Yo) c IP2(C). The inflection point p = (0: 0: 1) = cp(O: 1) E C has 
a corresponding cusp q = (1 : 0 : 0) E C*. With a bit of computation, 
we also find that cp** = cp. 

If we use the equation F = Xr + X 0Xf- X 0 Xi for the nodal 
cubic, then the discriminant method yields 
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Figure 5.2. The nodal cubic and its dual cardioid 

as an equation for the cardioid. Courageous readers who are good at 
computations are invited to substitute the parametrization into the 
equation. 

d) The hypocycloid of three cusps C from Section 0.6 is placed so that 
the cusps lie at the basis points Po = (1 : 0 : 0), p1 = (0 : 1 : 0), and 
p2 = (0 : 0 : 1). A rational parametrization of C can be obtained as 
follows: We start with the quadric 

Q = V(Z5 + Zf + Z~- 2ZoZ1- 2Z1Z2- 2ZzZo) c lP'z(C) 

parametrized by 

'1/J: lP'l(C) ~ Q, 

(to: tl) ~ (4t6: (to+ t1)2 : (to- t1)2) = (Zo: Z1 : Zz). 

Now we apply a so-called Cremona transformation 

Xo = Z1Zz, X1 = ZzZo, Xz = ZoZ1, 

with "inverse transformation" 

Zo = X1X2, Z1 = X2Xo, Z2 = XoX1. 

It is easy to see that this gives a bijective map 

a: lP'z \ V(XoX1Xz) ~ lP'2 \ V(ZoZlZz), 

where a = a- 1. The action of this map on the "basis triangle" 
V(XoX1Xz) is a bit unusual: If the basis points are denoted as above 
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-1'------0:--,..~------\--Z, = 0 X, = 0 

Z, = 0 X,= 0 

Figure 5.3. Cremona transformation of the circle and of the hypocycloid 

by Po = (1 : 0 : 0), P1 = (0 : 1 : 0), and P2 = (0 : 0 : 1), then 
o-(V(Xi)) =Pi· In the other direction, one can say that the points 
Pi at which a- becomes indeterminate are "blown up" under a- to the 
lines V(Xi)· 

The quadric Q does not pass through any of the basis points, so 
we can combine '1/J with a- to get the parametrization 

(Xo: X1 : X2) =((to+ t1) 2(to- t1)2 : 4t6(to- t1)2 : 4t6(to + t1) 2). 

Its image is a hypocycloid 

C = V (X~Xf + XfXi +Xi X~- 2XoX1X2(Xo + X1 + X2)). 

The resulting parametrization of C* is 

(Yo: Y1: Y2) = (-8t~: (to +t1)3 : (to- t1)3). 

This is a cubic with the three real inflection points 

( 0 : 1 : -1), ( 1 : 0 : -1), and ( 1 : -1 : 0) 

on the line Yo + Y1 + Y2 = 0. (See Figure 5.4.) Corresponding to 
the parameter values (to : h) = (1 : ±iv'3), we get the double point 
(1 : 1 : 1) of C* and the bitangent 

Xo+X1+X2=0 

to C. The two points of tangency of the bitangent are 

(1: (: ( 2 ) and (1: ( 2 : (), where ( = exp ( 2;i). 
These are also the non-real points of intersection of C and Q. 
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Y, = 0 

·(1:1:1) 

Y. = 0 

X, =0 

Figure 5.4. The hypocycloid of three cusps and its dual curve 

Computing an equation for C* by the discriminant method is 
hard. If we examine the parametrization carefully, we find that 

F* =(Yo+ 4Yl + 4Y2)(2Yo- Y1- Y2)2 + 27Yo(Yl- Y2)2. 

5.2. Having given these examples, we now want to finish the proof 
of part (a) of the theorem on the dual curve that was begun in Section 
5.1. We claim that there are lines Li, ... , Lj. C IP'2 such that 

C'=C*ULiU···ULj.. (*) 

Thus, simplifying D by taking out linear factors will lead to an equa­
tion for C*. 

The first type of linear factor comes from the points C n V(X0 ). 

Let x = (0 : x1 : x2) E C. We may assume that (0 : 0 : 1) ~ C, so 
x1 -:/:- 0. If y E IP'2 is a line through x, then it must have the form 
y =(Yo: -x2: x1). Since bo(y)xf = G(O,x1) = 0, we have bo(Y) = 0. 
Hence x1Y1 + x2Y2 is a divisor of b0 and thus also of D, and 

L' := V(x1Y1 + x2Y2) c C' 

is an irreducible component (see Example (a)). 

If x = (xo : x1 : x2) is singular, we may assume that x0 = 1. If y 
is a line through x, then G(l,X1) has a multiple zero at X 1 = x1, so 
D(y) = 0. Hence the line 

L" := V(xoYo + x1Y1 + x2Y2) c C' 

is another irreducible component (see Example (b)). 
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Figure 5.5. Linear factors of D 

Now let Li, ... , L'k be the finitely many lines of type L' and L" 
constructed above. To prove ( *) it remains to show that C* is the 
closure of 

C' \ (L; U · · · U Lj.) 

in the topology of IP'2. But this follows from Theorem 3.6. We have 
proved part (a) of Theorem 5.1. 0 

5.3. In the examples of Section 5.1, we were able to check assertions 
(b) and (c) of the theorem by means of a rational parametrization. 
Using a compact Riemann surface instead of the Riemann sphere gives 
a similar parametrization for arbitrary irreducible curves. 

Theorem. For every irreducible algebraic curve C C IP'2 (1C), there 
exist a compact Riemann surface S and a holomorphic map 

<p: s----+ c 
that is biholomorphic away from the singularities of C. 

This is called a resolution of singularities of C. This result is 
proved in Chapter 9. It is crucial that S is connected. 

If p E C is a singular point, <p- 1 (p) C S may consist of several 
(at most finitely many) points. The local branches of C through 
p correspond to this inverse image; these branches give rise to the 
distinct tangents through p and the multi-valuedness of the desired 
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map CJ : C -> C*. We will now use cp : S -> C to construct a 
holomorphic (and globally single-valued) parametrization 

cp*: S-> C*. 

First we do this locally. Let o E S be a fixed point, and let t be 
a coordinate, centered at o, in a sufficiently small open neighborhood 
U C S. For cpiU there exists a local lift, i.e. a holomorphic map 

¢: u _. C3 \ {O}, t f-+ (¢o(t), ¢1(t), ¢2(t)), 

such that cpiU = (¢o: ¢1: ¢2)· Let ¢i = d¢;/dt and 

A= (~o ~1 ~2) 
¢o ¢1 ¢2 · 

The map cp is an immersion at a point t if and only if the rows of 
A are linearly independent (for that t). In this case, the tangent 
Tcp(t)C C IP'2 is spanned by the two vectors ¢(t), ¢(t) E C3. The 
equation of this tangent is given by 

where ai := ( -l)idet Ai· Here Ai, fori= 0, 1, 2, comes from omitting 
the ith column of A. Thus we obtain 

cp*(t) = (ao(t): a1(t): a2(t)) E IP'2 

if cp is an immersion in t. The minors ai are holomorphic; that is, the 
map 

is holomorphic. Now it is easy to see that extending this to the points 
where cp is not an immersion will give a holomorphic map 

cp*: u-> IP'2. 

Lemma 1. Let 0 E U C C and let w : U -> C3 be holomorphic, 
where the only zero of W is 0. Then the map 

admits a holomorphic extension to 0. 
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Proof. If k :::=: 1 is the minimum of the orders of the zeros of the Ill; 

at 0, then 

w(t) = tk\il(t), where \i/(0)-=/= (0, 0, 0). 

Setting '1/J(O) := (\i/0 (0): \i/ 1(0): \i/ 2 (0)) gives the desired extension. 

0 

Lemma 2. The local parametrizations cp* : U -> lP'2 obtained in 

this way are independent of the choice of the local lift ¢ and the local 

coordinate t. 

The proof is left to the reader as an exercise. In the course of the 
proof one obtains a global parametrization, i.e. a holomorphic map 
cp*: S-> lP':2. By Theorem 3.6, cp*(S) = C*. 

It is immediate that C* is irreducible. For suppose C* = C1 u C2 , 

where C1 -=/= C2 . Then consider the sets S; := cp*- 1 (C;) c S for 
i = 1, 2. Since the C; are algebraic curves and cp* is holomorphic, the 
subsets S; -=/= S can be described locally as zero sets of holomorphic 
functions. Since S is compact and connected, they must be finite. 
But this contradicts S = S1 U Sz. 

If C* were a line, then infinitely many tangents to C would pass 
through a fixed point q E lP'2 , which is impossible by Section 4.3. This 
proves part (b) of Theorem 5.1. 

5.4. If we dualize the projective space twice, we recover the original 
space; in symbols, (lP';J * = lP' n. Assertion (c) of Theorem 5.1 states 
that such a duality also holds for plane algebraic curves. We will not 
only prove the equation C** = C but also show how the critical points 
of a curve change under clua.lization. To do this, we use a special local 
form of the holomorphic parametrization of Section 5.3. 

Lemma. Let U c C be an open neighborhood of the orzgzn, and 
let cp : U -> lP'2 (<C) be a holomorphic map such that cp(U) is not 

contained in a line. Then there are uniquely determined a1, az E N 
such that, after a linear transformation of lP'z (<C), cp can be written as 

cp(t) = (cpo(t) : cpl(t) : cpz(t)), where 
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Here · · · stands for terms of higher order in t. 

The numbers a 1, a2 are called local numerical invariants of the 
parametrization cp at the point 0. 

Proof. Let ¢: U ~ C3 \ {0} be a lift of cp, and consider the sequence 
of derivatives with respect to t: 

¢(0), ¢'(o), ... , q;<kl(o), ... E «:::3. 

Since cp(U) does not lie on a line, there are a 1 , a 2 EN such that 

( ¢(0), ¢(Hal) (0), ¢(2+a1 +a2) (0)) is a basis of C3. 

Choose the minimal a 1 , a 2 with this property and adapt the coordi­
nates as follows: Let ¢(0) = (1, 0, 0) and ¢o = 1. Then 

( ¢1(t), ¢2(t)) = t1+01 ( ¢~ (t), ¢~ (t)) , where ( ¢~ (0), ¢~ (0)) =J (0, 0), 

by the definition of a 1 . We can change coordinates again so that 
(¢~ (0), ¢~(0)) = (1, 0). By the definition of a 2 , 

¢~(t) = t1+02 ¢~(t), where ¢~(0) =J 0. 

Thus 
¢2(t) = t2+al +a2 ¢~ ( t). 

Finally, if we change coordinates so that ¢~ ( 0) = 1, then the assertion 
follows. Uniqueness follows easily from the minimality of a 1 and 
a2. D 

Let C = cp(U). This is a piece of a curve, and is defined and 
holomorphic in a neighborhood of p = cp(O). The order of C and its 
intersection multiplicity with a line can be defined by means of an 
analytic equation, as was done in Chapter 3. An elementary compu­
tation with power series gives 

1 + a1 = ordp(C) and 2 + a 1 + a 2 = multp(C n TpC). 

(Precise justifications are given in Chapter 8.) 

In particular, it follows that 

p is a singularity of C {::::::::} a1 =J 0 

p is an inflection point of C {::::::::} a 2 =J 0 (and a 1 = 0). 
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5.5. Now we can use the special coordinates of Section 5.4 to com­
pute the minors of Section 5.3 and explicitly describe the passage 
from a curve C to its dual curve C*. Let 

be holomorphic parametrizations. For o E S and o E U C S, let 
cpiU = (¢o : ¢1 : ¢2), with 

¢o = 1 <Po= 0 

¢1 = tl+<>l + ... thus ¢1 = (1 + a1)t<>1 + · · · 
¢2 = t2+<>1 +<>2 + . . . ; ¢2 = (2 + a1 + a2)tl+<>1+<>2 + · · · . 

Computing the minors gives 

ao = (1 + a2)t2+2<>1 +<>2 + · · · 
a1 = -(2 + a1 + a2)tl+<>1 +<>2 + · ·. 
a2 = (1 + a 1)t<>l + .... 

According to the lemma in Section 5.4, to obtain the parametrization 
cp*IU from the map (a0 , a 1, a2) : U --? C3 we have to factor out the 
highest common power oft (which is t<>1 ). This gives 

¢o = (1 + a2)t2+<>2+<>1 + ... 
¢i = -(2 + a1 + a2)tl+""2 + · · · 
¢2 = (1 + al) + · · · . 

Letting ai and a2 denote the local numerical invariants of cp*, we see 
that 

ar =:= a2 and a~= a1. 

To obtain cp** and hence C**, we have to differentiate ¢* and compute 
minors again. The result is 

c. t<>l (1 + ... : tl+<>l + ... : t 2+<>l+<>2 + ... )=c. t<>2 <p**(t), 

where c = (1 + a1)(1 + a2)(2 + a 1 + a 2). In particular, 

cp**(o) = (1: 0: 0) = cp(o), soC**= C 

because o E S was arbitrary. 

This concludes the proof of Theorem 5.1 on the dual curve. 0 
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Exercise. Consider how a linear change of coordinates of IP'2(C) 
affects the dual map <p*. 

5.6. As further preparation for the Plucker formulas, we need char­
acterizations of the simplest singularities of curves. By Section 3.3, 
a point p E C is singular if and only if ordp(C) ~ 2. The simplest 
case is ordp(C) = 2. If F(X0 , X 1, X2 ) is a minimal polynomial of 
C, p = (1 : 0 : 0), and f(X1, X2) = F(1, X 1, X 2), then we have the 
expansion 

f = !(2) + !(3) + · · · + f(n)> 

where f(k) E C[X1 , X2] are homogeneous polynomials and we may 
assume that n = degC. For 

!(2) =coX[+ c1X1X2 + c2Xi, 

there are two cases to be considered. 

a) If ci =f. 4c0c2 , then !(2) has two distinct zeros in IP'1 (C); that is, C 
has two distinct tangents at p. In the terminology of Section 3.4, p 

is an ordinary double point. In this case, we can change coordinates 
so that !(2) = X 1X 2 . For each of the two tangents T at p, we have 
multp(C n T) ~ 3. We call p a simple double point if 

ord1,(C) = 2 and multp(C n T) = 3. 

The second condition means that X1 and X2 are not divisors of !(3), 

so if 

!(3) = doX~ + d1Xf X2 + d2X1X? + d3Xi, 

then d0 =f. 0 and d3 =f. 0. We assume that do = d3 = -1. Then the 
affine equation of a simple double point is given by 

f = X1X2- x~- xg + h, 

where 

ordp(h) ~ 3 and X 1X2 divides h(3)· 

In the language of local branches, the condition multp(C n T) = 3 
means that no branch at p has an inflection point. 

In the terminology of Section 6.14, a curve has two local branches 
at a simple double point, and these branches in themselves are smooth. 
The two tangents have equations X 1 = 0 and X 2 = 0. By the implicit 
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function theorem (Sections 6.9 and A.3), the branch with tangent 
x2 = 0 has a parametrization 

t ~ (t, cp(t)), 

where cp is holomorphic and cp(O) = 0. We must have f(t, cp(t)) = 0. 
Because of the special form of J, it follows that 

cp(t) = t2 + "''i:J3vtv. 
v~3 

A parametrization 

for the other branch can be obtained in the same way. 

b) For ci = 4coc2, fc2) has a double zero, so C has only one tangent 
at p; p is a cusp of C. We can change coordinates so that fc 2) = X?. 
Then T = V(X2 ) is the cuspidal tangent. The cusp is called simple if 

multp(C n T) = 3. 

With fc 3 ) as above, this means that d0 f. 0. We may assume that 
do = -1. This gives 

f = Xi - Xr + X2g + h, 

where g is homogeneous of degree 2 and ordp(h) ~ 4, as the affine 
equation of a simple cusp. 

As will be proved in Chapter 7, there is a local parametrization 
around p of the form 

t ~ (tn,cp(t)), 

where n = ordpC = 2. Comparing coefficients in f(tn, cp(t)) 0 
shows that 

cp(t) = t3 + l:avtv. 
v~4 

This gives the local parametrization 

t ~ ( t2 , t 3 + ... ) 
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of the simple cusp, and for the local numerical invariants (see Sections 
5.4 and 5.5) it follows that 

a1 = 1, a2 = 0 and a~ = 0, a2 = 1. 

Thus simple cusps correspond to simple inflection points under dual­
ity. 

5.7. For an algebraic curve C C lP'2(C), the maximum possible num­
ber of tangents that can be drawn from a point q E lP'2(C) to smooth 
points of Cis called the class of C. 

Remark 1. Let C C lP'2(C) be irreducible, with degC ;::: 2, and 
let C* C lP'2(C) be the dual curve. Then the class n* of C equals 
deg C*. The maximum number n * of tangents is attained for almost 
all q E lP'2(C). 

Proof. Under duality, to a point q E lP'2 there corresponds a line 
q* c lP'2, namely the pencil of lines in lP'2 that pass through q. By the 
definition of the dual curve, to each point in q* n C* there corresponds 
a tangent to C through q. By Section 2.5, q*nC* consists of n* points, 
counted with multiplicities, and for almost all lines q* all the points 
of intersection are simple (Corollary 4.3). 0 

q• 

li 

t; 

Figure 5.6 

For brevity, we call an algebraic curve C c lP'2(C) a Plucker curve 
if it has the following properties: 

a) C is irreducible and deg C;::: 2. 

b) The singularities of C and C* are at most simple double 
points and simple cusps. 
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The following quantities are invariants: 

d :=#double points of C, 
s := #cusps of C, 

d* := #double points of C*, 
s* := #cusps of C*. 

Remark 2. For a PlUcker curve C, we have 

a) d* = # bitangents of C, 

b) s* =#inflection points of C, 

a)* d = # bitangents of C*, 

b)* s = # inflection points of C*. 

89 

Proof (a) follows by duality arguments, as in Remark 1, and (b) was 
proved in Section 5.6. (a)* and (b)* are dual to (a) and (b). 0 

The following relations hold among all these invariants. 

Pliicker formulas. For a PlUcker curve C C lP'2(C) of degree n and 
class n *, we have 

1) n* = n(n- 1)- 2d- 3s {class formula), 

2) s* = 3n(n- 2) - 6d- 8s {inflection point formula), 

1)* n=n*(n*-1)-2d*-3s*, 

2)* s = 3n*(n*- 2)- 6d*- 8s*. 

Remark 3. Note that, in the case of a Plucker curve C, the singular­
ities of C* are restricted as well. As an exercise, the reader is invited 
to consider the following: 

a) Translate the condition that C* has a simple double point or a 
simple cusp into equivalent conditions on the corresponding inflection 
points or bitangents of C. 

b) Every irreducible quadric or cubic is a Plucker curve. 

c) Give an example of an irreducible quartic that is not a Plucker 
curve. 

d) For every n 2: 2 there is a Plucker curve of degree n. 
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5.8. First, we give a few simple examples. 

Examples. 

a) For an irreducible quadric, n = 2; the Plucker formulas give 

2 ::; n * = 2 - 2d - 3s and 0 ::; s* = 6d - 8s. 

Thus n* = 2 and d = s = d* = 0, which of course is also clear without 
the Plucker formulas. 

b) By Section 3.8, an irreducible cubic has at most one singular point. 
The Plucker formulas give 

n* = 6, s* = 9, d* = 0 

n* = 4, s* = 3, d* = 0 

n* = 3, s* = 1, d* = 0 

(See the examples in Section 5.1.) 

c) For a smooth Plucker quartic, 

ford= s = 0, 

ford= 1, 

for s = 1. 

n * = 12, s* = 24, d* = 28, 

and d* < 28 if d > 0 or s > 0. Felix Klein's quartic in Section 
0. 7 has 28 bitangents, which are even real, but in contrast only 8 
real inflection points. Hence over the complex numbers there are no 
further bitangents, no singularities, but 16 more inflection points. 

The Plucker formulas admit a number of generalizations, and 
many geometers since Plucker's time have pursued them. In the case 
of the class formula, for instance, one can ask with what weight an 
arbitrary singularity of a curve should be counted (the weight is 2 for 
simple double points, 3 for simple cusps). This first generalization, 
given by Weierstrass and Max Noether, can be found in Section A.5.3. 
Clebsch's genus formula, which we prove for Plucker curves in Sec­
tion 9.8 and in general in Section A.5.4, shows a connection with the 
estimate of the number of singularities. 

5.9. The proof of the PlUcker formulas of Section 5. 7 is straightfor­
ward in principle because it can be reduced to Bezout's theorem. The 
only difficulty is in computing the intersection multiplicities. 
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It suffices to prove formulas (1) and (2); (1)* and (2)* follow by 
dualizing. 

To prove the class formula we intersect the curve C with a polar 
PqC, where the point q is chosen to be sufficiently general. First, by 
Remark 1 of Section 5.7, there must be exactly n* tangents through 
q to smooth points p1, ... , Pn• of C. Since C is a Plucker curve, it 
suffices to choose q not to lie on any of the finitely many bitangents 
and inflectional tangents of C. 

We now use the properties of PqC from Sections 4.2 and 4.3, and 
apply Bezout's theorem in the form for divisors (the polynomial DqF 
is not necessarily minimal). By the proposition of Section 4.3, 

Hence, by Bezout, 

n(n- 1) = n* + L multp(C n PqC). 
pESingC 

For smooth curves, n* = n(n- 1); the sum over the singularities in 
the formula above reduces the class. We may further assume that 
q does not lie on any of the tangents through a singular point. It 
remains to show that, with this assumption, 

if p is a simple double point, 

if p is a simple cusp. 

For a double point p = (1 : 0 : 0) we have, by Section 5.6, 

F = X~-2X1X2 + G(Xo,X1,X2), 

Thus 

where ordp(G(1, X1, X1)) ~ 3. 

DqF = q2x;-2 X1 + qlx;-2 X2 + H(Xo, X1, X2), 

where ordp(H(1,X1,X2)) ~ 2. 

Now, q1 "I 0 and q2 "I 0 by the choice of q. Hence the polar PqC is 
smooth at p, and (see Example (d) of Section 4.1) it follows that 

multp(C n PqC) = 2. 
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If p is a simple cusp, then 

F = x~-2Xi- x~-3Xf +X~-2X2g(X1,X1) + H(Xo,X1,X2) 

by Section 5.6, so 

DqF = 2q2X~-2 X2 + G(Xo, X1, X2), 

where ordp(G(l, X1, X2)) ;::: 2. 

Now, q2 =f. 0 since q does not lie on the cuspidal tangent V(X2). 
It follows that PqC is smooth at p, with tangent V(X2 ). This is 
the critical case for the intersection multiplicity by Theorem 3.5, so 
multp(CnPqC) > 2. Examples 3.5 and 4.1 c) make it seem plausible 
that the multiplicity must be 3, but using the appropriate resultant 
to prove this is quite hard. The method of Section 8.4 makes the 
proof obvious: Substituting the local parametrization 

Xo = 1, X1(t) = t2, X2(t) = t 3 + ·. · 

of the cusp into DqF gives 

<p(t) = 2q2t3 + 'ljJ(t), 

where ordo('¢) ;::: 4; hence 

multp(C n PqC) = ord0 (<p) = 3. 

Similarly, the inflection point formula (2) follows from the intersection 
behavior of C with the Hessian curve H( C) (see Section 4.4). The 
inequality s* :::; 3n(n- 2) from Section 4.5 can be made precise: 

s* = 3n(n- 2)- L multp(C n H(C)). 
pESingC 

Here we used the fact that the s* points where H(C) intersects 
C at smooth points of C are all simple (Theorem 4.5) because, by 
hypothesis, C* has only simple cusps. Thus (see the examples in 
Section 4.6) it remains to show that 

multp(C n H(C)) = { : 
if p is a simple double point, 

if p is a simple cusp. 

If p = (1 : 0 : 0) is a simple double point, we can set Xo = 1. Starting 
with the equation 
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we look for the terms oflowest order in X 1, X 2 in the representation of 
det Hp of Section 4.4. Using this, we obtain the expansion of det Hp 
at p: 

3 3 -det Hp(l, X1, X2) = (n- l)(n- 2)X1X2 + n(n- l)(X1 + X2) +h. 

Hence the Hessian curve H(C) also has a simple double point at p, 

with the same tangent as C. Recall the parametrization of a branch 
of C obtained in Section 5.6: 

xl = t, x2 = t2 + 0 0 0 ' or xl = t2 + 0 0 0 ' x2 = t. 

I 
I 

I 
\ 

I 

\ 

I 
I 

\ 
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\H(C) 
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I 
I 

Figure 5.7. A Pliicker curve and its Hessian curve 



94 5. The Dual Curve and the Plucker Formulas 

Substituting this into det Hp gives 

cp(t) = 2(n- 1)2t3 + '1/J(t), 

where ordo('l/J) 2: 4, for each of the two branches. Hence 

multp(C n H(C)) = 2 · ord0 (cp) = 2 · 3 = 6, 

by Section 8.4. (See also Example (c) of Section 4.6.) Finally, if pis 
a simple cusp, then starting with 

f =X~- Xf + d1X~X2 + · · · 
(see Section 5.6) and looking for lowest-order terms-the reader should 
have a large sheet of paper handy-leads to 

det Hp(l, X1, X2) 

= 4(n- l)(n- 2)(3Xl- d1X2)Xi- 6(n- l)(n- 3)Xf + · · · . 
If we substitute into this the parametrization 

X1(t) = t2 , X 2 t) = t3 + · · · 
of Cat p, we obtain 

cp(t) = o:.t8 + '1/J(t), where a =f. 0 and ordo('l/J) 2: 9. 

This also proves that multp ( C n H (C)) = 8. D 

We conclude from the Newton polygon of det Hp (see Appendix 
4) that H(C) has one smooth and one singular branch at p. For n = 3, 
the singular branch is a double line (see Example (a) of Section 4.6). 

1/ 
+ + + + + 

+ + + 

+ + + + + 

Figure 5.8. Newton polygon of det Hp 



Chapter 6 

The Ring of Convergent 
Power Series 

6.1. The nodal cubic (see Section 0.4) is described by the irreducible 
polynomial 

Figure 6.1. The nodal cubic in a neighborhood of the origin 

The curve as a whole is irreducible, but considered only in a small 
neighborhood of the origin, it splits into two "local branches." To give 
a more precise description of this intuitive passage from a global to 
a local approach, we have to switch from polynomials to convergent 
power series, that is, to analytic functions. This is easy to see for the 

95 
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nodal cubic. We have 

where the square root function is analytic for IX11 < 1. Hence it and 
h are analytic there, and the local branches can be defined as the 
zero sets of the two irreducible analytic factors. 

This is a first example of the fact that functions more general 
than polynomials are useful for the local study of algebraic curves. 
Which functions to choose depend on the point of view. It has become 
common practice in algebraic geometry to take more general fields 
than C as ground field, because then problems in number theory can 
also be solved. To go in this direction it is appropriate to admit 
formal power series instead of polynomials. A nice treatment can be 
found in Walker's book [Wa], which has become a classic. 

Here the field C and the geometric properties are emphasized, and 
the algebra is more of a tool. In this case, analytic functions are the 
natural generalization of polynomials. Our first objective along the 
way to the local properties of curves is the Weierstrass preparation 
theorem, and there are many approaches to it (see [G-R1], I §4). Let 
us point out two that are particularly noteworthy. 

If analytic functions are regarded as holomorphic (i.e. complex­
differentiable) and the basic integral formulas are proved for them, 
then Weierstrass's theorem can be obtained very quickly by Stickel­
berger's proof [St] (see [Ko1], §1.1, for instance). Whoever prefers 
this approach can rejoin us in Section 6.11. 

If the power series expansion of analytic functions is emphasized, 
then the proofs become rather hard but in return more direct and 
explicit. By far the most refined and polished proof of this kind is 
due to Grauert and Remmert (see [G-R1], [G-R2], and [G-F]). As a 
student of R. Remmert in 1962, I was very proud to be permitted to 
read the first drafts. I am pleased to be able to reproduce the result 
here. 

6.2. To study plane curves, we need only power series in two vari­
ables. But it takes hardly any more effort to go directly to n variables, 
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where n is arbitrary. Let 

C[X1, ... ,Xn] 

:= {f = 2:::: avl···Vnxrl ..... x~n : avl···Vn E c} 
(vl , ... ,vn)EJ\!n 

be the ring of formal power series with complex coefficients. Multi­
indices are used to write this gigantic sum more simply. If 

v := (vl, ... , Vn) E Nn and X:= (Xl, ... , Xn), 

let 

Then 

v 

FordEN, we have the homogeneous part of degree d, 

f(d) := 2:::: avXv E C[X], 
lvl=d 

and the polynomial part of degree ::; k, 

k 

f(k) := 2:::: f(d) E C[X]. 
d=O 

For j,g E C[X], setting 

1 + g := L:::u(d) + g(d)), 
d=O 

f. g := f ( 2:::: (f(k)g(l))) 
d=O k+l=d 

gives the ring extension 

Power series, in contrast to polynomials, do not have a degree, which 
is a global measure. But they have a local measure given by the 
lowest-order term. This is called the order. 

Definition. For f E C[X1, ... , Xn], 

ordf := { :in{d: !(d) =f. 0} if f =f. 0, 

iff= 0. 
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Clearly ord (!+g) ~min {ord f, ordg} for all f, g E C[X]. Moreover, 

ord (! · g) = ord f + ord g. 

Consequence. C[X 1 , ... , Xn] is an integral domain. 

We can see immediately that 

m = {f E C[X] : ord f ~ 1} 

is the only maximal ideal and that 

mk = {! E C[X]: ordf ~ k}. 

Remark 1. Let a sequence (fn)nEN in C[X] be given. We call it 
convergent to f E C[X] if for every k there is an N such that 

f - f n E m k for n ~ N, 

and a Cauchy sequence if for every k there is an N such that 

fm - fn E mk form, n ~ N. 

C[X] has the following properties: 

a) nkEN mk = {0}. 

b) Every Cauchy sequence in C[X] is convergent. 

The simple proof is left as an exercise for the reader. This type 
of convergence of a sequence of power series is also called formal 
convergence, or convergence in the Krull topology. It is important for 
controlling recursive processes in the construction of a formal power 
series. Note that C can be replaced here by an arbitrary field. This 
type of convergence of a sequence of series has absolutely nothing to 
do with the convergence of a series in the sense of Section 6.3. 

Remark 2. For f E C[X], the following conditions are equivalent: 

a) f is a unit. 

b) ordf = 0. 

c) f i m. 
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Proof. The equivalence of (b) and (c) is trivial, as is the implication 
(a) =? (b). 

Let f = L avxv, where ao ... o -:/= 0; we can assume that ao ... o = 1 
and set g := 1- f. The series 

h := 1 + g + g2 + ... E qx] 
converges in the Krull topology because ord g > 0, and f is a unit 
because 

f. h = (1- g)(1 + g + l + ... ) = 1. 0 

6.3. The convergence of a formal series is studied by substituting 
special values (xl, ... , Xn) E en for the variables xl, ... , Xn and 
adding the summands in any order. 

Example. The geometric series L xrl ..... X~" is absolutely con­
vergent for lxvl < 1, and 

The proof is left as an exercise for the reader (induction on n). 

This formula yields the following fundamental result. 

Abel's lemma. Let f = L::avxv, X= (xl,···,Xn) E en, and 
M E IR be given, where x j -:/= 0 for all j and 

lavxvl :S M for all v = (v1, ... , Vn)· 

IfO < f2.i < lxjl, then f is uniformly and absolutely convergent in the 
polydisk 

D = {z E en: lz1l :S f21}· 

In particular, the limit of the sum is independent of the order of sum­
mation. 

Proof. Let '191 := f21/lx1l· Then 0 < '191 < 1, and 

L lavzvl :S L lavxvl'/9 :S (1 _ '19 1). ~. ( 1 _ '19n) 

for lz1l:::; {2j = '19jlxjl· 0 
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Corollary. For f = L avxv E <C[Xt the following conditions are 
equivalent: 

i) There exists X E en' with Xj =I= 0 for all j' such that L avxv 
converges. 

ii) There exists f2 = (f21, ... , f2n) E JRn, with {!j > 0, such that 
L av{!v converges. 

iii) There exists a= (a1 , ... , an) E JRn, with aj > 0, such that 
L lav lav converges. 

Proof. (i) =? (ii) =? (iii) follows from Abel's lemma, because the 
summands of a convergent series are bounded. (iii)=? (i) is trivial. 0 

6.4. It can be shown that within its domain of convergence a power 
series represents a holomorphic (i.e. complex-differentiable) function 
and, conversely, that any holomorphic function can be expanded lo­
cally in a power series. The proof is similar to the proof for one 
complex variable (see [G-F], for example). It follows easily that the 
convergent power series form a ring. We will use power-series methods 
to prove this directly. The proof, following Grauert-Remmert [G-Rl], 
is very elegant. 

Definition. A formal power series is called convergent if it satisfies 
one of the conditions of the corollary above. 

The set of convergent power series is denoted by 

Note that the series in <C(X) do not have a common domain of con­
vergence. 

Let f2 = (f21, ... , f2n) E JRn, where {!j > 0. Consider the map 

Proposition 1. Let f, g E <C[X] and >. E C. 

a) llflle = 0 <==} f = 0. 

b) 11>-flle = 1>-l·llflle· 
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c) II/+ 9lle:::; II file+ ll9lle· 

d) Iff= L:;:;:0 !(d) is the decomposition into homogeneous parts, 
then 

00 

llflle = L ll!cd)lle· 
d=O 

e) Iff and g are polynomials, then II!· glle :::; llflle · IIYIIe· 

Proposition 2. For f E <C(X), lime-->0 11/lle = 1/(0)I. 

The proofs of both propositions are easy exercises. Now let 

Be:={! E C[X]: 11/lle < oo}. 

By the definition of convergence, Be C <C(X). For f = L:; avXv E Be, 
it is clear that 

lavl:::; llf~e {Cauchy's estimate). 
(2 

Theorem. Be is a Banach algebra. Moreover, 

a) If e:::; e', then Be' c Be· 

b) Ue Be= <C(X). 

Corollary 1. <C(X) C <C[X] is a subring. 

Proof. For f,g E <C(X), there is a f2 such that J,g E Be. Since f + g 
and f · g are in Be, the assertion follows. 0 

Corollary 2. Let f E <C(X). Iff is a unit in <C[X], then f is also 
a unit in <C(X). In particular, 

f is a unit in <C(X) '¢=> f(O) -:/= 0. 

Proof. As in Remark 2 of Section 6.2, let f(O) = 1 and g := 1 - f. 
Since g(O) = 0, Remark 2 implies that B := ll9lle < 1 for some e > 0. 
It follows from 

llhlle:::; :z=ev = 1 ~ e 
v 

that /- 1 = h E Be C <C(X). 0 
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Proof of the theorem. Be is a normed vector space by (a), (b), and (c) 
of Proposition 1. To show that it is a normed algebra, we decompose 
J, g E Be into homogeneous parts: 

00 00 

f = LJ<k)l g = LY(l)· 
k=O l=O 

Then 

f • g = L h(d), where h(d) = L f(k)9(l). 

d k+l=d 

Hence 

II!. gil= L llh{d)ll s; L L llf{k)ll·llg(l)ll 
d d k+l=d 

= ( ~ llf<kJII) · ( ~ IIY<LJII) = llfii·IIYII, 

by (d) and (e). In particular, this implies the ring property of Be· It 
remains to show that Be is complete. Let 

!; := La~) xv, where j E N is a Cauchy sequence in Be· 

It follows from Cauchy's estimate that the sequence of coefficients 

(a~)) is a Cauchy sequence inC for every multi-index v. Let 
jEN 

where av = lim a<il E C. 
j v 

It must be shown that f E Be and f =lim; f;. For c > 0 there is a 
io such that 

L la~+i)- a~) lev= II/;+I -!;II < ~ for j;:::: io and i;:::: io. 
v 

For s E N there is an io such that 

Hence 

s 

L lav- a~+i)lev < ~ for j;:::: io and i;:::: io. 
lvi=O 

s s s 

L lav-a~) lev s; L lav- a~+l)lev + L la~+l)- a~) lev 

lvi=O lvi=O lvi=O 
c c 

< 2 + 2 =c. 
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This holds for all s, so 

!If -Jill= L iav- aYliev ~ E: for j ~ jo. 
v 

Since 

llfll ~ !If -ha II+ Iilia II ~ c + iif1a II < oo, 

it follows that f E Be· 
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D 

Note that convergence in the sense of the norm on the Banach 
algebra Be is not comparable with formal convergence in the sense of 
the Krull topology of Section 6.2. 

6.5. We can substitute other polynomials for the variables in a poly-
nomial: If 91, ... , 9n E C[Y1, ... , YmJ, then 

<I>9 : C[X1, ... ,Xn] __, C[Y1, ... , YmJ, X1 I--) 91, 

f I--) <I>g(f) = f(g1(Y), ... ,gn(Y)) =: f(g) 

defines a homomorphism of (>algebras. This is not always true of 
power series. For instance, 

<C[X] __, <C[Y], X I--) 1, 

does not give a map because for f = 2: xn the "series" 1 + 1 + 0 0 0 

does not converge formally. But we do have the following theorem. 

Theorem. For g1, ... ,gn E C[Y1, ... , Ym], where ordgj ~ 1, there 
is a C-algebra homomorphism 

¥ 9 : <C[X1, ... ,Xn] __, <C[Y1, ... , Ym], f I--f f(g), 

{called the substitution homomorphism) with the following properties: 

1) If 91, ... , 9n are polynomials, then¥ 9 is an extension of <I> 9 . 

2) If 91, ... , 9n are convergent, then 

Proof To define f (g) = ¥ 9 (f), we consider (in the notation of Section 
6.1) the polynomial part f(k) off E <C[X]. Then 

f(k)(g) := f(k)(g1, ... ,gn) E <C[Y]. 
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If 0 :5 k < l, then ord (!<1) - J(k)) ~ k + 1, so 

ord (!(1)(9)- f(k)(9)) ~ k + 1 

because ord9; ~ 1. Thus (f(k)(9)) is a Cauchy sequence in the Krull 
topology on C[Y], and we can define 

!(9) := lim f(k)(9)· 
k-oo 

Of the properties asserted for this map "¥9 , only (2) requires some 
care. 

It suffices to prove the following: For e = (Ill, ... , lln) E JR.n, 
where lli > 0, there exists a = (a1, ... , am) E JR.m such that ai > 0 
and 

"¥9 (Bu) c Bu c C[Y]. 

Since 9;(0) = 0, for every j there also exists a(j) E JR.m such that 
119; llu(j) :5 e;. Hence there exists a such that ai > 0 and 

ll9illu :5 llj for j = 1, ... ,n. 

This has the desired property, because for f = L avxv we have 

IJPl<•>IL ~ llt,/,,)<•>11. 
k 

:5 L llf(d)(9)llu 
d=O 

k 

:5 L L lavl · ll9dl~1 • • • • • ll9nll~n 
d=O lvl=k 

k 

:5 L L lavl·er1 · · • • • e~n 
d=O lvl=k 

= llt(k)ll{]· 
Thus llf(9)llu = limk-oo IIJ(k)(9)llu :5 limk-oo IIJ(k)lle = llflle· D 

In the special case m = n, there is some chance that "¥ 9 will be 
an isomorphism. We will return to this when we discuss the implicit 
function theorem in Section 6.9. 
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6.6. In the preparation theorem, one variable is set apart. We begin 
with some preliminary remarks. A series f E C[X1 , ... ,Xn] can be 
expanded in terms of Xn: 

f = LJjX~, where fJ E C[XI. ... , Xn-1]. 
j=O 

If[! E ([!1, ... , Qn) E :!Rn and [!1 = ([!1, ... , {!n-1), then 
<Xl 

llfllu = L II!JIIu'~· 
j=O 

Hence if f converges, so do all the /j. We start by considering what 
happens if we set X1 = · · · = Xn-1 = 0. 

Definition. Let f E C[X1, ... ,Xn] and 

1(Xn) := f(O, ... , 0, Xn) E C[Xn]. 

f is called general in Xn if 1 =1- 0, and general in Xn of order k if 

ord 1 = k, i.e. 1 = bkX~ + · · · , where bk =1- 0. 

Clearly ordf ~ ord1 = min{j: IJ(O) =1- 0} iff= L_!JX~. 

Lemma. If 0 =1- f E C[X1, ... ,Xn], where k := ordf, then there is 
a shear 

such that 

xi = Yi + CiYn if i = 1, ... , n- 1, 
Xn = Yn, 

g(Y) = f(X(Y)) E C[Y1, ... , Yn] 

is general in Yn of order k. The series g is convergent if and only if 
f is convergent. 

Proof. Let 

!(d)= L a"'l···"'nxrl · ... ·X~n. 
lvl=d 

Since the shear is linear, g(d) = !(d)(X(Y)). Ford= k, in particular, 

g(k) = L av1 ••• vn(Y1 +c1Yn)"'1 • •·• • (Yn-1 +cn-1Yn)"'~-ly;n 
lvl=k 

= (L av1 ... vn cr1 • ••• • c~~-11 ) Y: + h(Y), 
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where h(O, ... , 0, Yn) = 0. The coefficient of Y,~ is a polynomial in 
c1 , ... ,Cn-1 , which is not identically zero because f(k) =f. 0. Hence 
c1 , ... , Cn- 1 can be chosen so that the coefficient does not vanish. 
The convergence statement follows from Section 6.5. D 

Of special interest is the case where only finitely many summands 
appear in the expansion in terms of Xn: 

In this case, the coefficients fi have a common radius of convergence 
e', so they are holomorphic in 

Hence f is holomorphic in D' x C, and indeed in a special way: for 
fixed x' E D', f is a polynomial of degree ::; k. Hence f has at most 
k zeros for fixed x'. 

Figure 6.2. Zeros of a polynomial f E IC(X1, ... , Xn-l)[Xn] 

Definition. Let f E C(X1, ... , Xn-1) [XnJ, f = ~~=O fiX~, !k =f. 0. 
f is called a Weierstrass polynomial if 

fo(O) = · · · = fk-1(0) = 0, fk = 1. 
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Thus, for x' = 0, the zeros of a Weierstrass polynomial are concen­
trated with multiplicity k at Xn = 0. Since f has degree k for each 
fixed x', it has k zeros. 

x,. 

I 

Figure 6.3. Zeros of a Weierstrass polynomial 

6. 7. Now we have finished the preliminaries and can formulate the 
main result. 

Weierstrass preparation theorem. Let g E C(X 1, ... , Xn) be 

gener-al in Xn of order k. Then there is exactly one representation 

g=et·p 

= a(X1, ... , Xn) · (x; + ai(X1, ... , Xn-1)x;-1 + · · · 
+ak(X1, ... , Xn-1)), 

where Ci. E C(X1, ... ,Xn) is a unit andp E C(X1,···,Xn-1)[Xn] is 

a Weierstrass polynomial of degree k (i.e. ai(O) = 0 fori= 1, ... , k). 

Complement. If g is in C(X1, ... , X11 _ 1)[XnJ, then so is a. 

Thus, in some neighborhood of the origin, the zeros of g are 
the same as those of the vVeierstrass polynomial p. The size of this 
neighborhood cannot be predicted, because it is unclear how far away 
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from 0 the power series converges or how close to 0 the function a 
has zeros. (We know for certain only that a(O) -=f. 0.) 

The relationship between g and k can be seen from Section 6.6: 
ord g ::; k in each case, and equality holds in suitable coordinates. 
Moreover, if g itself is a polynomial, then 

k ::; degx,.g, 

and in general the degree of g is larger. You should make it clear to 
yourself how this is connected to the distribution of the zeros. Even 
for g E C[X 1 , ... , XnJ, the preparation theorem makes an important 
statement about the behavior at the origin. We will apply this later, 
in the case n = 2, to the local study of algebraic curves. 

To prove the preparation theorem, we use its twin sister, the 
Weierstrass division theorem. 

Weierstrass division theorem. Let j,g E C(X1 , ... , Xn) and let 
g be general in Xn of order k. Then there exist q E C(X1, ... , Xn) 
andrE C(X1, ... ,Xn-1)[Xn] such that degxnr::; k -1 and 

f = q · g +r. 

These conditions determine q and r uniquely. 

In particular, if j,g E C(X1, ... ,Xn-1)[Xn] and 

g = 9o + 91Xn + · · · + 9kX~, where 9k(O) -=f. 0, 

then 9k is a unit in the ring C(X1, ... , Xn-1), and the classical divi­
sion theorem in polynomial rings even gives q E C(X1, ... , Xn-1)[Xn]· 
Thus the Weierstrass formula is an analogue of this classical formula 
from elementary algebra. 

The preparation theorem and the division theorem hold in exactly 
the same way with IR instead of C. One way of seeing this is to observe 
that the following proof uses only the complete valuation of C. 

An analogue of the preparation theorem is valid for formal power 
series over an arbitrary field K. This can be proved by completely 
elementary means, using a careful comparison of coefficients. But it 
can also be proved with the methods of Section 6.8, by way of the 
following exercise. 
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Exercise. Let K be an arbitrary field with the trivial valuation 

As in Section 6.4, let 

if a= 0, 

otherwise. 

llflle := L lavlev ::; oo and Be := {f E K[X] : llflle < oo} 

for f E K[X] and e = (e1, ... , en) E lRn, where ei > 0. 

Prove: 

a) II · II is a norm on Be· (See the proposition in Section 6.4.) 

b) II!· 9lle::; II file ·ll9lle for f, g E Be· 
c) Every Cauchy sequence in Be converges. 

d) Be' c Be for e::; e', and Ue Be = K[X]. 

e) If g = I: xv is the geometric series, then II file ::; ll9lle for all f 
and e. 
f) If 0 < ej < 1 for all j, then Be= K[X]. 

g) h E K[X] is a unit if and only if ord h = 0. 

h) If ordh;:::: 1, then lime--+0 llhlle = 0. 

6.8. In this section we will prove everything that was asserted and 
explained in Section 6.7. The following abbreviations will be used: 

X' := (X1, ... , Xn_l), 

X:= (X1, ... ,Xn), 

A' := C(X') c A:= IC(X). 

With this notation, Weierstrass's theorems take place in the rings 

A' c A'[Xn] c A. 

As an appetizer, we offer the proof of the complement. Let g E A'[XnJ, 
where g = a: · p, a: E A, be the factorization given by the prepara­
tion theorem. Since p is normalized, we can divide in A'[Xn] with a 
remainder: 

g = qp + r, q, r E A'[XnJ, degr < k. 
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By uniqueness, this is the factorization given by the Weierstrass di­
vision theorem; another is 

g = ap+ 0. 

Thus r = 0 and a= q E A'[Xn]· D 

Proof of the preparation theorem from the division theorem. We divide 
f = X~ by the given g: 

k 

X~= q · g + "L,aix~-i, where ai E A'. 
i=1 

Written differently, this says that 

k 

q. g =X,~- "L,aix~-i· 
i=1 

We substitute X1 = · · · = X,._ 1 = 0: 

k 

q(O, Xn) ·(eX~+···) =X~- L ai(O)X,~- 1 , where c 1- 0. 
i=1 

Comparing the coefficients of x:, gives 

q(O, 0) =~I- 0 and a 1 (0) = · · · = ak(O) = 0. 

Thus q is a unit, and setting a = q-1 completes the proof of the 
existence statement of the preparation theorem. 

Suppose there are two representations 

g = a·p= a·p, l X k 
W 1ere p = n - T, 

Then 

- xk -P = n- r. 

X~= a- 1 . g + r = a- 1 . g + r. 
Hence, by uniqueness in the division theorem, a = a and T = r. It 
follows that p = p. D 

Pmof of the Weierstrass division theorem. In the "classical" proof, q 
and r are first constructed as formal series, and convergence is proved 
afterwards. This is quite difficult (see [T], for instance). Here we 
reproduce the ingenious proof of Grauert and Remmert, which ties 
the formal construction and proof of convergence together ( [ G-Rl] 
and [G-R2]). 
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We have to split several power series according to the given order 
k. The following notation is useful. For f E A, set 

= k-1 
f = L fiX~ (where fi E A'), 1 := L fiX/., 

j=O j=1 

Then f = 1 + fX~. Letting e = (e1, ... , en), it follows as in Section 
6.4 that 

llflle = 11111e + e~llflle; in particular, lillie::; e;;-kllflle· (1) 

If g = g + gX~, then g E A is a unit by hypothesis. Let e be chosen 
so that f, g, -g- 1 E Be· We consider the auxiliary function 

h :=X,~ - gg- 1 = -gg- 1 E Be, 

and claim that for a given '13 with 0 < '13 < 1, the radius e can be 
decreased so that 

(2) 

By the definition of h, 

h = h + hX~ = ho + h1Xn + · · · + hk_ 1x~- 1 + hX~, where 

ho(O) = · · · = hk-1(0) = h(O) = 0. 

Since h(O) = 0, we can decrease e so that 

- '13 '13 
llhlle::; 2; thus llhX,~II ::; 2(2~. (3) 

Ivloreover, 
~ k 1 llhlle::; llholle' + llh1lle'f2n + · · · + llhk-1lle'f2,~- , 

where e' = (e1, ... , f2n-d· Since ho(O) = · · · = hk-1(0) = 0, we can 
decrease e' further while holding f2n fixed, until 

II ' ·II 73 k-j £ · · - k · 1 11~111 73 k ~J e':::; 2k{}" 01 J- 0, ... , -1, tms ~ l!:::; "2Qn· (4) 

(2) follows from (3) and (4). 

The function h is now used as follows: for <p E A, we define 
h(cp) := h · cp EA. By (1) and (2), 

(5) 
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This lets us start an iteration: 

<po := f, <fJi+1 := h(<pi) = h · fPi· 

The series <p := :z=:o <pi converges because 

00 00 {) 

ll<fJIIu :S L ll<fJillu :S li<fJollu L {)i = llfllu 1 _ {) < 00 · 

i=O i=O 
We define 

---1 B q := <pg E I?> 

It follows from 

cp = L cpi, cp = L cpi, and <pi- <fJi+l = gg- 1cpi + cpi 

that 
00 

1 = L::(<pi- <fJi+1) = gg- 1 I:: rpi +I:: c;i = qg + r. 
i=O 

(6) 

This proves existence. Note that in general the series <p = :Z::: <pi is not 
formally convergent (Section 6.2), so it cannot be used to compute 
<p recursively. Note also that no predictions can be made about the 
radii of convergence of q and r in terms off and g, because (2) must 
hold. 

To prove uniqueness, it suffices to show that 

0 = qg + r implies q = r = 0. 

There exists f2 such that q, g, r, g-1 E B 11 • For h := X~ - gg- 1 , the 
series used above, we have 

qgh = qgX~ + r. (7) 

Let the radius f2 again be chosen so that (2) holds. Using (7) and the 
fact that degxn r < k gives 

M := llq'§llue~ = llq'§X~IIu 
:S iiqgX~ +rile= liq'§hiiu :S liq'§iiu{)f2~ = {)M. 

Thus M = 0 since 0 < {) < 1, and llq'§llu = 0 since f2n =? 0. Hence 
qg = 0. But g =? 0, so q = r = 0. D 

Exercise. Prove uniqueness in the Weierstrass preparation theorem 
by using the following theorem. 



6.8. Proofs 

Theorem on the continuity of the roots. Let 

D' := {x = (x1, ... , Xn-1) E cn-1 : lxil < .Qi}, 

E := {y E c: IYI < e}, 

113 

and let f be holomorphic in the poly disk D' x E. Suppose there exists 
0 < r < e such that the holomorphic functions 

fx : E--+ C, y t--7 f(x, y) 

have no zeros in the annulus r :::; IYI < .Q. Then there exists k E N 
such that for each x E D' the function fx has exactly k zeros in E, 
counted with multiplicities. 

y 

Figure 6.4. Continuity of the roots 

Proof. Let f~ := dfxfdy and r < R < {}, and set 

1 1 f~(y) 
k(x):=-2 . -f()dyEN. 

7rt IYI=R X y 

For fixed x, k(x) counts the zeros of fx in IYI < R, and since k(x) 
depends continuously on x it is constant. D 
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6.9. An important special case of the preparation theorem occurs 
when the given series f has order k = 1 in the distinguished variable. 
In this case we change the notation slightly: let 

00 

J = L fjYj E C(X1, ... , X 71 , Y), 
j=O 

where fJ E C(X1, ... , Xn), f(O) = 0, and h (0) =I 0. Then f is general 
in Y of order 1, and by the preparation theorem there exist a unit 
a E C(X1, ... , Xn, Y) and cp E C(X1, ... , Xn) such that cp(O) = 0 
and 

f=a(Y-cp). 

Hence 

f(X,cp(X)) = a(X,cp(X))(cp(X)- cp(X)) = 0. 

If 'ljJ E C(X1, ... , Xn) is an arbitrary series satisfying '1/J(O) = 0 and 
f(X, '1/J(X)) = 0, then 

0 = f(X, '¢'(X))= a(X, 'ljJ(X))('ljJ(X)- cp(X)). 

It follows from 'ljJ(O) = 0 and a(O, 0) =I 0 that a(O, '1/J(O)) =I 0. Since a 
and 'ljJ are continuous, we have 

a(x, 'lj;(x)) =1- 0 and hence '1/J(x) = cp(x) 

in a neighborhood of 0 E C11 • The next theorem follows from this and 
from the identity theorem for power series. 

Implicit function theorem. Let f E C(X1 , ... , X 11 , Y), where 

f(O) = 0 
of 

and f)Y (0) =1- 0. 

Then there is exactly one series cp E C(X1, ... , X,, Y) such that 

cp(O) = 0 and j(X1, ... ,X11 ,cp(X1, ... ,Xn)) = 0. 

This theorem also holds in real analysis, for differentiable func­
tions. But it is not at all obvious that the solution cp is analytic if 
f is. In Appendix 3 we give an explicit recursive procedure for con­
structing cp. In Section 7.11, Corollary 2, we prove a. sharper version 
that is often useful. 
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The proof above also shows that the Weierstrass preparation the­
orem can be viewed as a generalization of the implicit function the­
orem. When k > 1, however, the implicit equation f(X, Y) = 0 can 
no longer be solved with an ordinary function Y = tp(X). \Ve need a 
"k-valued function" instead. This is the topic of Chapter 7. 

One way of proving the following theorem is by induction on m, 
with the theorem above as the first step of the induction (see [A], for 
instance). 

Theorem on systems of implicit functions. Let 

be given, with 

Then there is exactly one system <p1 , ... , 'Pm E C(X 1, ... , Xn) such 
that tp(O) = 0 and 

J;(X, 'P1(X), ... , 'Pm(X)) = 0. 

Corollary. Let g1 , ... , 9n E C(Y1 , ... , Y,,) be given, with 9i (0) = 0 
and 

( 09i ) det oYj (0) =J 0. 

Then the substitution homomorphism 

of Section 6.5 is an isomorphism. 

This corresponds to the Jacobian criterion for local diffeomor­
phisms in real analysis. The proof of the corollary from the theorem 
above is recommended to the reader as an exercise. 
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6.10. For a later application, we need another statement about the 
zeros of a polynomial that has holomorphic coefficients but is not 
necessarily a Weierstrass polynomial. We use the notation 

f(Y) := f(O, Y) E C[Y], 

where A:= C(X1, ... ,Xn) and f = aoYk+a1Yk- 1 +· · ·+ak E A[Y]. 

Hensel's lemma. Let f E A[Y] be normalized {i.e. ao = 1), and let 

1 = (Y- Ct)k1 .•.•• (Y- c,fr, 

where the Ce E C are distinct. Then there are normalized polynomials 
ft, ... , f,. E A[Y] such that 

f=ft · · · · · fr, degfe=ke, 
- k 

and fe=(Y-ce) a fore=1, ... ,r. 

y 

Figure 6.5. For Hensel's lemma 

Proof. The existence of ft, ... , fr follows from repeated applications 
of the preparation theorem. We proceed by induction on r. For r = 1, 
set ft =f. 

If r > 1, we apply a change of coordinates sending Cr to zero. Let 

g(X, Y) := f(X, Y + Cr) E A[Y]. 
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This polynomial is general in Y of order kr. By the preparation 
theorem and its complement (Section 6. 7), 

g=a·p, 

where a,p E A[Y] and degp = kr. We set 

f*(Y) := a(Y- Cr), fr(Y) := p(Y- Cr)· 

Then fr is normalized, f = f* · fr, and 

!* = (Y- c1ll ..... (Y- Cr-1)kr-l. 

The existence of !1, ... , fr-1 follows by applying the induction hy­
pothesis to f*. D 

Complement. It can also be shown that the fe are uniquely deter­
mined and pairwise relatively prime (see [G-Rl]). 

6.11. We can now use the preparation theorem to transfer the 
known divisibility theory in the ring of polynomials to power series. 
As a geometric application, we then obtain the local decomposition 
of a curve into "branches." 

Theorem. The ring C(X 1, ... , Xn) of convergent power series is a 
unique factorization domain. 

We use the same notation as before: 

X'= (X1, ... , Xn-1), A'= C(X'), A= C(X1, ... , Xn)· 

To set up an argument by induction on n, we use the intermediate 
ring 

A' c A'[Xn] c A. 

But we have to be very careful in divisibility arguments because the 
units in these rings are different. For instance, 1 - Xn is a unit in A 
(geometric series) but not in A'[Xn]· We begin by observing that the 
Weierstrass polynomials p E A'[XnJ, i.e. polynomials 

k k-1 - I I p = Xn + a1Xn + · · · + ak, where k E N, ai E m C A , 

are especially well behaved under ring extension. 

Proposition 1. For a Weierstrass polynomial p E A'[XnJ, the fol­
lowing conditions are equivalent: 
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a) k=O, i.e. p= 1. 

b) pis a unit in A'[Xn]· 

c) p ·is a unit in A. 

The proof is very easy. 

Proposition 2. Let f = g · h in A'[Xn]· Then 

a) if g and h are Weierstrass polynomials, so is f; 

b) iff is a Weierstrass polynomial, there exist units >-., Jl E A' 
such that )..g and Jlh are Weierstrass polynomials. 

Proof. (a) is clear. To prove (b), we write 

g = boX~+···+ b1, where bi E A', 

h = cox~n + ... + Cm, where c.i E A'. 

Since b0 · c0 = 1, we can choose)..:= c0 and f1 := b0 . Setting X' = 0 
in f = (>-.g)(Jlh) gives 

b1, ... , b1, C1, ... , Cm E m'. 0 

Lemma. For a Weierstrass polynomial p E A'[XnJ, the following are 
equivalent: 

a) p is irreducible in A'[X,,]. 

b) p is irreducible in A. 

Pmof. (a) =? (b): Let p be reducible in A, i.e. ]J = h · h, where 
fi E A are nonunits and we may assume they are general in Xn. By 
the preparation theorem, 

fi = a.iqi, so p = (a.la.2)qlq2· 

Since q1 q2 is a Weierstrass polynomial, uniqueness gives a.1 a.2 = 1; 
hence ]J = q1 q2 . Suppose one of the qi E A' [Xn] is a unit. Then qi = 1 
and fi = a.i, contradicting the hypothesis. 

(b)=? (a): Let ]J be reducible in A'[XnJ, i.e. p = p1p2 , where we may 
assume by Proposition 2 that p1 and p2 are Weierstrass polynomials 
of degree ki. Then ki 2: 1 by Proposition 1, sop is reducible in A. 0 

The proof of the theorem is by induction on n. For n = 0 there is 
nothing to prove because C is a unique factorization domain. By the 
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induction hypothesis we may assume that A' is a unique factorization 
domain. Then A'[Xn] is also a unique factorization domain by Gauss's 
theorem. 

Now we show that every I E A admits a factorization into irre­
ducible elements, unique up to order and units. We may assume that 
I is general in Xn. By the preparation theorem, 

I= a·p, 

where a E A is a unit and p E A'[Xn] is a Weierstrass polynomial. 
Since A'[Xn] is a unique factorization domain, there is a factorization 

p =Pt ..... p,. 

into irreducible elements, which is unique up to the order in which the 
factors occur once p1 , ... , Pr have been normalized to be Weierstrass 
polynomials (Proposition 2 b)). By the lemma, 

I= apt· ... · p,. 

is a factorization of I into irreducible elements. If 

I= 11· ··.·Is 
is another such factorization in A, then 11, ... , Is can be represented 
in appropriate coordinates as 

where a 1 , ... , a 8 E A are units and q1 , ... , q8 are Weierstrass polyno­
mials. By uniqueness in the preparation theorem, it follows that 

Pl · ... · p,. = ql · ... · q8 • 

Since A'[Xn] is a unique factorization domain, r = s and Pi = qi up 
to the order in which they occur. Thus li = ai ·Pi, as was to be 
shown. 0 

Exercise 1. Prove by induction on ord .f (see Section 6.2) that every 
I E A has a factorization into irreducible elements. Also prove by 
induction on n, using the preparation theorem, that every irreducible 
element in A is prime. This gives a somewhat different proof that A 
is a unique factorization domain. 
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Exercise 2. K[XI> ... , Xn] is a unique factorization domain for any 
field K. Use the preparation theorem for formal power series. 

Another important consequence of the Weierstrass preparation 
theorem is the following: 

Theorem. e(X1 , ... , Xn) is Noetherian. 

The usual proof for the ring of polynomials carries over through 
the preparation theorem. In curve theory, however, this result is not 
needed. 

6.12. Now we have all the necessary tools to transfer to power series 
what we proved in Chapter 1 about the zero sets of polynomials. 
Polynomials are functions on all of en; power series are functions 
only in neighborhoods of the origin, and the size of the neighborhood 
depends on the series. This requires special terminology. 

Definition. Let D = {x = (x1, ... , xn) E en : 0 ::; jxij < ei} be a 
polydisk, and let M C D. M is called a principal analytic set if there 
exists f E e(X1 , ..• , Xn) that converges throughout D and satisfies 

M ={xED: f(x) = 0} =: Vo(f). 

If f is a polynomial for n = 2, this reduces to the definition of an al­
gebraic curve in Chapter 1. If the polynomial f is a unit in qx 1 , X2], 
then V(f) = 0. This is the first step in translating set-theoretic rela­
tions among varieties into the divisibility theory of polynomials. For 
power series, things are different: Being a unit means that f(O) i= 0, 
hence that 0 ¢. Vo(f). This says nothing about the behavior of Vo(f) 
away from the origin. Still, in a smaller neighborhood V' C V of 0 
("locally at 0"), Vo(f) coincides with the empty set. This motivates 
the following definition. 

Definition. Let M1 C D1 and M2 C D2 be principal analytic sets. 
M1 and M2 are said to be equivalent if there is a polydisk D c D1 nD2 
such that 

M1nD=M2nD. 

An equivalence class of principal analytic sets is called a germ of a 
principal analytic set or, when n = 2, a germ of a curve. 
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To keep the notation simple we write V(f) for the germ defined 
by Vn(f) c D. It is no longer a subset of a polydisk, but can be 
represented by a subset of a polydisk. In the same way, we define 

V(h) c V(h) 

:-{=? there are representatives Vn; (/i) and D c D 1 n D2 such that 

Vn 1 (h) n D c Vn 2 (h) n D, 

and similarly for V(h) U V(h) and V(fi) n V(f2). In particular, 

V(f) = 0-{=? 0 rJ. Vn(f) for some (hence any) representative. 

Hence V(f) = 0 {::} f is a unit in C(X1 , ... , Xn), which gets the 
translation machinery started. 

Exercise. Iff is a divisor of 9, then V(f) C V(9). Iff= h · ... · fr, 
then 

V(f) = V(fi) U · · · U V(fr)· 

6.13. We now give an analogue of the result in Section 1.3. 

Study's lemma. Let f, 9 E A = C(X 1 , ... , Xn). If f is irreducible 
and the germs satisfy V(f) C V(g), then f is a divisor of g in A. 

Proof. We proceed by induction on n. The case n = 0 is trivial. Let 
X'= (X1 , ... , Xn_ 1) and A' = C(X'). By the preparation theorem, 
we may assume that f and 9 are Weierstrass polynomials in A'[XnJ, 
so 

f = X~+ a1x~- 1 + · · · + ak, 

g = x~ + b1x~- 1 + ... + b1, 

where k, l ~ 1 and ai, bj E A', ai(O) = bj (0) = 0. Since A' is a unique 
factorization domain, we can apply the resultant theorem A.l.l. Since 

f is also irreducible in A'[Xn] (Lemma 6.11), we need only show that 
RJ,g = 0 in A'. Let f and g be convergent in the polydisk 

D = {(x1, ... ,xn) E en: 0:::; lxil < ei}. 

Let 
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Substituting an x' ED' into f and g, we get fx',gx' E C[Xn]· We 
have fo =X~, go= X~, so 

V(fo) = V(go) = {0}. 

Because of the continuity of the roots (Section 6.8) and the relation­
ship V(f) C V(g) for the germs, we can choose D such that, for 
x' ED', all the roots of fx' and gx' lie in {xn E C: lxnl < Qn} and 
V(fx') C V(gx' ). Hence fx' and gx' have a common prime factor in 
C[Xn], and therefore 

Rt,9 (x') = Rtx'•gx' = 0 in C. 

This holds for all x' ED', so Rt,9 = 0 in A' by the identity theorem. 
D 

6.14. We now obtain the decomposition into components of a germ 
of a principal analytic set, exactly as we did for algebraic curves in 
Section 1.4. 

Definition. A germ of a principal analytic set is called reducible if 
there exist V(JI) and V(h) such that V(li) =f 0, V(JI) =f V(h), and 

V(f) = V(JI) U V(h). 

Lemma. Let V(f) be a germ of a principal analytic set. V(f) is 
irreducible if and only if there exist an irreducible g E C(X 1, ... , Xn) 
and k E N* such that f = gk. 

Theorem. Let V(f) be a germ of a principal analytic set. Then 
V (f) admits a decomposition 

V(f) = V(JI) U · · · U V(fr), 

where the V(fe) are irreducible. This decomposition is unique up to 
the order in which the components appear. 

These are called the irreducible components. 

The proofs are completely analogous to those in Section 1.4, and 
are recommended to the reader as an exercise. 
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As in Section 1.6, we call a series f E C(X1, ... , Xn) minimal if 
every prime factor fe off occurs only once, i.e. 

f = fi · · ·· · fr· 

If f is minimal, we call 

ord(V(f)) := ordf 

the order of the germ. 

If f E C(X1, X2) is minimal and p is a point on the algebraic 
curve C = V(f), we can define the local branches of C at p: We 
change coordinates so that p = 0, then factor f in C(X1, X2) into 
prime factors fi, ... , fr and consider the germs of sets 

V(JI), ... , V(fr)· 

Exercise. Determine the local branches at the origin of the three­
and four-leaf clovers of Section 3.3. 





Chapter 7 

Parametrizing the 
Branches of a Curve by 
Puiseux Series 

7.1. The most important geometric result of the last chapter was 
that around any point on a curve one can find a decomposition into 
local branches. In Chapter 8 we will exhibit the relationship between 
the local branches and the tangents and show how using local analytic 
methods, rather than the awkward resultant, considerably simplifies 
the computation of the intersection multiplicity. The algebraic and 
analytic tools have to be developed quite a bit further before we can 
do this. We restrict to two variables. 

If f E C(X, Y) is minimal, with f(O, 0) = 0, then the branch 
V (f) is called smooth if 

( of of ) grad f := oX (0), oY (0) =f (0, 0). 

If of joY =f 0, the implicit function theorem (Section 6.9) gives us a 
local parametrization 

x ~ <I>(x) = (x, <,o(x)) 

of V(f), i.e. a series <p such that f(x,<p(x)) = 0. Iff= X 3 - Y2 , for 
instance, then no such parametrization <I> can exist, as can be seen by a 

125 
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simple comparison of coefficients. However, there is a parametrization 

t ~----+ <l>(t) = (t2, <p(t)), where <p(t) = t 3 . 

Since x = t2 we can formally set t = x%. This gives a parametrization 
of the cuspidal cubic 

x~-+(x,x~) 
with fractional exponents. We will show that locally any branch of a 
curve has a parametrization of the form 

t~-+ (tn,<p(t)) or X~-+ (x,<p(x1.)), 

for some power series <p. Such <p are called Puiseux series. 

The reader interested only in existence can start with Section 
7.8. The "geometric" proof given there, however, gives no way to 
compute the solution <pas a series in the coefficients of f. At least for 
the lowest-order terms of <p, this was already necessary in Section 5.4. 
So, in Sections 7.2 to 7. 7, we first describe the classical constructive 
method of Newton and Puiseux. This uses a different kind of geom­
etry, in which the coefficients of a series in two variables correspond 
to lattice points in the plane. 

The applications of Puiseux parametrizations then follow in Chap­
ters 8 and 9. 

7.2. Let a formal power series f(X, Y) E C[X, Y] be given, with 
f(O, 0) = 0. A pair (<p1, <p2) of series in C[T] is called a formal 
parametrization of f if ( (/)1, <p2) =f. (0, 0), <p1 (0) = <p2(0) = 0, and 

f(<p1(T),<p2(T)) = 0 in C[T]. 

Here the substitution of <p1 and <p2 into f is to be understood in the 
sense of Section 6.5. The next theorem states that there is always 
such a parametrization, with a particularly simple <p1. 

Theorem on Puiseux series. Let the series f E C[X, Y] be general 
in Y of order k ~ 1 (see Section 6. 6). Then there exist a natural 
number n ~ 1 and <p E C[T] such that <p(O) = 0 and 

f(Tn, <p(T)) = 0 in C[T]. 
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Complement. Iff is convergent, so is r.p. 

The proof of the theorem and its complement will take quite a 
while (Sections 7.3 to 7.11). For the formal part, C can be replaced 
by any algebraically closed field. The proof of convergence, however, 
uses methods of complex analysis and topology. 

7.3. We begin with the construction of the formal Puiseux series. 
Let 

f = La~t,_,XILY". 

Our assumption that a00 = 0 and a01 =f. 0 in the implicit function the­
orem made it possible to construct r.p by a relatively easy iteration (see 
Section A.3). In the more general case it is very helpful to sketch the 
distribution of the nonvanishing coefficients of a series. This method 
was already used by Newton ([B-K], p. 374). For f E qx, Y], we 
define the carrier off as 

carr(!) = { (!-L, z;) E N2 : aiL" =f. 0}. 

The carrier of a Weierstrass polynomial f E C[X] [Y] is pictured in 
Figure 7.1. 

The carrier of a homogeneous polynomial of degree k lies on a 
line with slope -1. To construct the Puiseux series we introduce a 
generalization of homogeneous polynomials. 

ll 
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k ····-··-·+···--+·---... +--·-+··-···-··+·- ·····+··-····-·+·-········+ 

• • + • • • • + 
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Figure 7 .1. Carrier of a Weierstrass polynomial 
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Figure 7.2. Carrier of a homogeneous polynomial 

Definition. A polynomial f E C[X, Y] is called quasihomogeneous if 
there exist p, q, l E N* such that 

f = L a~-'vX~'Yv. 
Q!l-+vv=l 

In other words, the carrier of f lies on the line whose equation is 
qp + pv = l. We call p, q the weights. For p = q = 1, the polynomial 
is homogeneous. 

If we assume f to be general in Y of order k, then the line must 
pass through the point (0, k), and it follows that l = kp. In particular, 
p =1- 0. In this case the line has equation 

qp+pv = kp 

and slope -qjp, and intersects the axis v = 0 at s = kpjq; see Figure 
7.3. 

Lemma. Iff E C[X, Y] is quasihomogeneous with weights p and q, 

and general in Y of order k 2: 1, then there is at least one>. E <C such 

that 

f(Tq,>.TP) = 0. 

If the carrier off has at least two points, then we can choose>.=/:- 0. 

Thus, taking n = q and <p(T) = >.TP gives a solution to the 
Puiseux problem. 
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Figure 7.3. Carrier of a quasihomogeneous polynomial 

Proof. We start by setting 

X=Tq, Y = )..TP =>.X~ , 
where purely formal computations will be carried out with the frac­
tional exponents. Then 

qJ.L+pv=kp 
= Tkp L aJ.l~,~).."' =: TkPg(>.). 

qJ.L+pv=kp 

The polynomial g(>.) E <C[>.] has degree k 2: 1, so it has a zero >. E <C. 
If the carrier of f contains a point (J..l, v) with v < k, then g has a 
zero>.# 0. 0 

Example. Let f(X, Y) = Y 4 - 2XY2 + X 2 . Then k = 4, p = 1, 
q = 2, and g(>.) = >.4 - 2>.2 + 1. The zeros are ).. = ±1, so 

X=T2 Y=±T=±X!. , 

7.4. For a series f E <C[X, Y], we have a homogeneous initial poly­
nomial f(n) of degree n = ordf (see Section 6.2). For a series that is 
general in Y of order k we have only n :::; k; that is, the initial poly­
nomial f(n) need not be general in Y. Hence, in solving the Puiseux 
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problem, we must replace the homogeneous initial polynomial f(n) by 

a quasihomogeneous initial polynomial 1 that is general in Y. Ac­
cording to Newton, we can find it as follows: 

Consider the carrier of a series that is general in Y, and place a 
ruler along the axis J.L = 0. Then rotate it around the point (0, k) so 
that it intersects the axis v = 0 at a positive f.L, and keep rotating 
until it hits a point in the carrier. The points in the carrier off that 
lie on the line thus obtained determine f. Formalized a bit, this gives 
the definition. 

Definition. Let f = I: af.lvXf.lY"' E qx, Y] be general in Y of 
order k ~ 1. If yk is not a divisor of f, then there exist relatively 
prime p, q EN, q =/= 0, with the following properties: 

a) qf.L + pv ~ pk for all (f.L, v) E carr(!). 

b) There exists at least one (f.L, v) E carr(!) such that f.L ~ 1, 
v < k, and qf.L + pv = pk. 

We call 

1 := L aJ.lVXJ.lYV E qx, Y] 
qJ.l+pv=pk 

the quasihomogeneous initial polynomial of f. Since (0, k) lies on the 
line, f is itself general in Y of order k. 

v 
+ + + + + + + + 

k + + • • + • 
+ • + • 
• • + • 
+ + • 
+ + • + 

• • 
+ + + • 

Figure 7.4. Determining the quasihomogeneous initial polynomial 
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Putting things together, we have a representation 

f = f + h, where h = 
qJ.L+pv;?:pk+l 

The series h contains the "higher-order" terms. The line used in the 
definition of J is the steepest segment of the so-called Newton polygon, 
which can be used to study the factorization off (see Appendix 4). 

7.5. The quasihomogeneous initial polynomial of Section 7.4 and 
the solution of the Puiseux problem for a quasihomogeneous polyno­
mial given in Section 7.3 provide the basis for an iteration. Suppose 
that yk is not a divisor off, and let 

f = f +h. 
- 1?. 

Setting Y =>..X q and s = pkjq, we have 

J(x, Y) = xs L aJ.L,_,>.."' = X 5 g(>..) = 0 
qJ.L+pv=pk 

by Section 7.3. A >.. satisfying g(>..) = 0 gives a Y that solves the 
Puiseux problem for J; we may take Y as an approximate solution 
for f. To do this, we start with 

X= X'/_, Y = Y +XfY1 = Xf(>..+ Y1), 

then substitute this into f to get a condition on X 1 and Y1 : 

f(X, Y) = J(X, Y) + h(X, Y) = Xfk(g(>.. + Y1) + X1h*(X1, YI)) 

pk ( ) = X1 !I x1, Y1. 

In particular, 

The following lemma is crucial for the formal convergence of the iter­
ation in Section 7.6. 

Lemma. Let f and fi be as above. 

a) /I is general in Y1 of order k1, where 1 ::; k1 ::; k. 

b) If k1 = k, then q = 1. 
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Proof. a) Let 'Y(Yt) := g(Ao + Yi) E C[Y1], where Ao E C* and 
g(Ao) = 0. Then 

kt = ord 'Y = multiplicity of the zero )..0 of g :::; deg g = k. 

b) If k1 = k, then by (a) there exists c E C* such that 

g()..) = c()..- Ao)k = L ap.,,)..'/ = aokAk + ap.,k-l;..k-l + · · · . 
qp.+pv=kp 

By the binomial formula, there exists f.L > 0 such that 

ap.,k-1 = -ck)..o # 0 and qf.L + p(k- 1) = pk, 

so the carrier of f has a point on the line v = k - 1. 

v 
+ + + + + + + + + 

+ + 

+ + 

+ 

+ + 

pk f-l 

Figure 7.5. Carrier of j 

Now, q is a divisor of p since qf.L = p, and q = 1 since p and q were 
assumed to be relatively prime. 0 

7.6. Now the technical tools are available to set up an iteration 
process for the solution of the Puiseux problem. To begin with, all 
we can do is ensure that the procedure converges formally (see Section 
6.2). 

We are given f(X, Y), general in Y of order k. What we want is 
Y = <p(X!i). We start with 

fo = f, Xo = X, Yo = Y, k0 = k. 

To get from i to i + 1 we do the following: If Y;k; is a divisor of Ji, 
then Y,; = 0 is a solution of fi(Xi, Y,;) = 0. Otherwise, by Section 7.4, 
fi has a decomposition 
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where h is quasihomogeneous and the equation of the carrier of h is 
Qif..L + PiV = kiPi· 

Since the carrier of h has at least two points, by Section 7.3 there 
exist Ai E C* and a solution 

Setting 

X -xq' i - i+1> 

gives 

fi(Xi, Yi) = Xf~~' fi+1(Xi+l, YiH), 

and fi+1 is general in Yi+1 of order ki+1· By part (a) of the lemma 
in Section 7.5, 

k = ko ~ k1 ~ ... ~ ki ~ ki+1 ~ ... ~ 1. 

By part (b) there is anNE N such that qj = 1 for j > N. Hence 

X - X - xqo - xqoql - 0 0 - xqo· ... ·qN - xn - o- 1- 2 - ·- N - i 

for n = q0 · ... · QN and j > N. Fractional exponents can be avoided 
by setting 

X= rn and xi = Tq;· ... ·qN for 0 :::; i :::; N. 

This shows that the denominators in the exponent of X (or the powers 
of T) cannot grow without bound. 

Now we turn toY. By construction, 

where 

y =Yo= Yo+ Xf0 Y1 =Yo+ Xf0 0 (Y1 + xpY2) = 0 0 0 

00 

- y;- + "'xPo XPi-1 v - 0 L 1 0 0 0 0 0 i 0 Li 

i=1 
E..o.. 00 . !!:i. 

--' Xqo "'·XPo. ·XP.•-l+q, 1\0 0 + L At 1 0 0 0 • 

i=l 
00 

= LAiTm', 
i=O 

mo = PoQ1 · ... · QN and mi+1 = mi + Pi+1 IT Qj· 
j>i+1 
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Since Pi ~ 1, we have shown that under the iteration, the powers of 
T = x-!-; increase at each step. In other words, the construction of Y 
converges formally. Although not all powers ofT have to appear, the 
series above can be written in the form 

00 00 

Y = cp(T) = I>jrj = I>jx* = cp(x*), 
j=1 j=1 

where Cj E C. 

It remains to show that this Puiseux series solves the given prob­
lem, i.e. that 

f(Tn, cp(T)) = 0 in C[T]. 

To do this, we show that f(Tn, cp(T)) is in mr C C[T~ for every r (see 
Remark 1 in Section 6.2). By construction, fi is divisible by xn~'. 
Hence f = fa is divisible by 

X poko 0 XPlkl 0 0 xp;k; - rr 
1 2 ° 0 0 i+1 - ' 

where 

i 

r = kapaq1 · ... · qN + k1p1q2 · ... · qN + · · · + kN-1PN-1qN + L kjPj· 
j=N 

But kj,Pj ~ 1, so ri > i and hence is arbitrarily large. This proves 
the formal part of the theorem on the Puiseux series. 

In the construction of cp, the choice of a root Ai E C* comes up 
at every step. We will not see until later that, even so, only finitely 
many distinct series can arise. 

Example. For 

f = Y 4 - 2Y2 X - 4Y2 X 2 - 3Y2 X 3 + X 2 + 4X3 + 7 X 4 + 6X5 + 2X6 , 

we have 

f = Y 4 - 2Y2 X + X 2, >.a = -1, X = Xf, Y = X 1 (Y1 - 1), 

!1 = Y14 - 4Y13 + 4Y? - 4XfY12 + 8XfY1 - 3XtY12 

+6XtY1 + 4Xt + 6Xr + 2xr, 

J;. = 4Y? + 8XfY1 + 4Xt, >.1 = -1. 
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It follows from fi(X1, Y1) = 0 that f(T2 , -T- T 3 ) = 0. The process 
terminates after the second iteration. Of course, this happens only 
for very special f. 

7. 7. Using the Puiseux series leads to a parametrization of the spe­
cial form 

T ~ (Tn, cp(T)). 

We will show that any arbitrary parametrization can be brought into 
this form through a transformation of the parameter T. 

We obtain a corollary of the theorem on the Puiseux series. 

Corollary. Let ( 'lj;1, ¢2) be a formal parametrization of g in the sense 
of Section 7.2, with ord ¢1 = k < oo. Then there exists a series 
/3 E C[T] such that ord /3 = 1 and 

'lj;1(/3(T)) = Tk. 

Thus a new formal parametrization of g is given by 

(Tk, ¢2(/3(T)) ). 

For cp(T) := 'lj;2(/3(T)), we have ordcp = ord¢2. 

Remark. The (as yet unproved) complement on the convergence of 
the Puiseux series can be used to prove an analogous version of the 
corollary for convergent parametrizations. This corresponds to the 
usual change of parameters S = f3(T). 

Proof of the corollary. Let 

Then the series 

00 

¢1(t) = La1T1, where ak =I= 0. 
j=k 

f(X, Y) := X - ¢1 (Y) 

is general in Y of order k. By the theorem, there exist n and /3 E C[T] 
such that 

0 = f(Tn,/3(T)) = Tn- 'lj;1(/3(T)). 
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To see that n = k, we have to examine the passage from f = fo to 
h in Section 7.5. With the notation used there and the special f 
defined here, we have 

- k - 1 
f = X - ak Y , p = 1, q = k; hence Y = >.X k" • 

Thus 

1(Y1) = g(>. + Y1) = 1- ak(>. + Yl)k = -kak>.k- 1y1 + .... 

It follows that k1 = 1. Hence qi = 1 fori 2: 1, and n = k. Since p = 1 
and>.=!= 0, we finally obtain ord,B = 1. 0 

7.8. Now we turn to the problem of convergence of the Puiseux 
series (formulated as a complement in Section 7.2). In the special 
case of the implicit function theorem, the convergence of cp can still be 
derived relatively easily from the convergence off (see Appendix 3). 
For the Puiseux series, this is more complicated (see [Che], 8.6, for 
example). 

We choose a completely different approach here (see [B-K)). Us­
ing methods from complex analysis and topology, we prove just the 
existence of sufficiently many convergent solutions. Afterwards we 
use an algebraic trick to show that the formally constructed series is 
equal to one of the convergent solutions, so must itself be convergent. 

Before formulating the geometric version of Puiseux's theorem, 
we recall a special case of the resultant: the discriminant D f of a 
polynomial f E A[Y] for a ring A. 

Remark. Let U C C be a domain, and let A:= O(U) be the ring of 
holomorphic functions in U. For f E A[Y], with a0 = 1 and x E U, 
let 

fx := yk + a1(x)Yk-1 + · · · + ak(x) E C[YJ. 

Then fx has a multiple zero inC if and only if DJ(x) = 0. 

Proof. DJ(x) = DJ,, and the assertion follows from Corollary 2 in 
Appendix 1.2. 0 

Puiseux's theorem (geometric version). Let 

f(X, Y) = yk + a1(X)Yk-1 + · · · + ak(X) E C(X)[Y], k 2: 1, 
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be an irreducible Weierstrass polynomial. Let e > 0 be chosen such 
that 

a) a1, ... , ak converge in U := {x E C: JxJ < e}, 

b) Dt(x) "I 0 in U* := U \ {0}. 

Furthermore, let 

v := {t E c: Jtl < e* }. 
C := {(x,y) E U x C: f(x,y) = 0}. 

Then there exists a series cp E C(T) that converges in V and has the 
following properties: 

i) f(tk,cp(t)) = 0 for all t E V; 

ii) <I>: V--+ C, t f--+ (tk, cp(t)), is bijective. 

The situation for k = 3 and e = 1 is illustrated in the following sketch, 
where only the real component of the Y-direction is drawn, 

Pk: V--+ U is given by t f--+ tk, 

1r : U x C--+ U, (x, y) f--+ x, is projection. 

y 

UxC 

Figure 7.6. Puiseux's theorem (geometric version) 
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7.9. This geometric form of Puiseux's theorem is due to Picard. 
The proof reproduced here from [Fo1] uses techniques from the the­
ory of holomorphic functions. The topological techniques from cov­
ering space theory are collected in Appendix 2. The notation and 
hypotheses in the lemmas are as in the theorem above. 

First, note that condition (b) is satisfied for sufficiently small e: 
Corollary 1 of Appendix 1.2 implies that since f is irreducible, DJ =f. 0 
in C(X); thus 0 is an isolated zero of the function D f. 

Lemma 1. Let C* = C \ { (0, 0)} C U* x C. Then the projection 

7r* = 7riC* : C* _, U* 

is a covering map. 

Proof It must be shown that for every x E U* there is a disk W 
around x in U* such that, for every connected component W of 
7r*- 1 (W) c C*, 

is a homeomorphism. Since Dt(x) =f. 0, we have 

fx = f(x, Y) = (Y- c1) · ... · (Y- ck), 

with distinct c1, ... , ck E C. Now we change coordinates to get x = 0. 

By Hensel's lemma (Section 6.10), there exist JI, ... ,fk E C(X)[Y] 
such that deg fi = 1 and f = fi · ... · fk. Since the fi are linear, there 
exist 'ljJ1 , ... , 1/Jk E C(X) such that 

fi = Y- 1/Ji, so f(X, Y) = (Y- 'I/J1(X)) · ... · (Y- 1/Jk(X)) 

in C(X) [Y]. We can choose a disk W around ::.._so small that the 
series 'ljJ1 , ... , 1/Jk converge in W and the images Wi of the maps 

w _, wi c U* X c, X 1-) (x, 1/Ji(x)), 

are disjoint. Then the projections 

11"lWi : wi _, w 
are homeomorphisms fori= 1, ... , k. D 
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y 

X 

Figure 7.7 

Lemma 2. C* is connected. 

Proof. Suppose there is a connected component D of C* such that 

Then 

TJ := 1riD : D --+ U* 

is itself an l-fold covering, where 1 ::; l ::; k (see Remark 2 of Appendix 
2.1). If the disk W around x is chosen as in the proof of Lemma 1, 

the connected components Wi of 1r-1(T¥) can be numbered so that 

We define 

g(x, y) := 

1 - -TJ- (W) = W1 u ... u w1. 

{ 
yl 

IT(x,c)ED (Y - c) 

for x = 0, 

for x E U*. 

Now we use the functions 1/Ji of Lemma 1, which are holomorphic in 
W. For x E W, it follows that 

l 

g(x, Y) =IT (Y- '1/Ji(x)) = Y1 + a1(x)Y1- 1 + · · · + a1(x), 
i=1 

where the ai are the elementary symmetric functions in 'l/J1, ... , 1/Jl· 
Hence the coefficients ai of g are holomorphic in U*. By the continuity 
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of the roots (Section 6.8), the extension defined by setting ai(O) = 0 
is continuous. Hence 

g(x, Y) E O(U)[Y], 1 :S clegg::; l < k 

by Riemann's removable singularities theorem, and g is a divisor of 
f in C(X) [Y] by construction. This contradicts the irreducibility of 
f. 0 

Lemma 3. Let V* := V \ {0}. Then there exists a homeomorphism 
<J?* : V* --+ C* such that the diagram 

<J?* 
V* C* 

p~)* 
U* 

commutes. Here P'k = Pk!V· 

Proof. The maps P'k and 1r* are both k-fold coverings of U*, with 
a connected total space. By the classification of such coverings in 
topology (see Remark 1 in Section A.2.1), they differ only by a home­
omorphism <J?* as indicated. The origin is a branch point of order k 

(see Section 9.6). 0 

Lemma 4. The continuous map 

<J?* : V* --+ C* c C 

whose existence is given by Lemma 3 is holomorphic, and setting 
<J?(O) := (0, 0) gives a holomorphic extension 

<J?: v--+ c, tI-t (tk,<p(t)). 

Proof. The map <J?* of Lemma 3 has the form 

<J?*(t) = (tk,<p*(t)), where <p*: V*--+ Cis continuous. 

Hence it suffices to show that <p* is holomorphic at every point s E V*. 
If x = sk, then <p* ( s) must be one of the k roots c1, ... , Ck E C of 
f x; thus <p* ( s) = Ci. We choose a disk W around x as in the proof of 
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Lemma 1, and let Wi be the connected component containing (x, Ci). 
Setting V := <I>*-1 (Wi) gives 

<I>*(t) = (tk, <p*(t)) = (tk, 'l/Ji(tk)) fortE V. 
Hence <p*(t) = 'l/Ji(tk). Since 'l/Ji is holomorphic by the proof of Lemma 
1, <p* is holomorphic in V. If we extend <p by setting <p(O) := 0, then 
by the continuity of the roots of f we obtain a continuous extension 

<p : V --7 C of <p* : V* --7 C. 

By the removable singularities theorem, <p is holomorphic. Thus <I> is 
holomorphic. D 

This completes the proof of the theorem of Section 7.8. 

7.10. In the proof that the Puiseux series converges, knowing all 
possible solutions of the Puiseux problem is crucial. We use the no­
tation and hypotheses of the theorem of Section 7.8 to prove another 
result. 

Complement. Let <I>(t) = (tk,<p(t)) be a convergent solution and let 
( = exp (27ri/k) E C be a primitive kth root of unity. For v = 1, ... , k, 
let 

<{Jv(t) := <p((vt) and <I>v(t) := (tk, <{Jv(t)). 

Then <I> 1 , ... , <I> k are distinct parametrizations of C; that is, the series 
<p1, ... , <{Jk are distinct. 

Proof Note that the roots of unity act on elements of the domain 
of <p, not on elements of the range. Hence this statement can also 
be proved purely algebraically for formal series (see [Wa]). In the 
convergent case, however, the proof is much simpler: The maps 

v --7 v, t I-t ("'t, 

are bijective, and for v = 1, ... , k they are distinct. Hence the bijec­
tive maps 

<I>v : V --7 C 

are distinct. D 

From a geometric point of view, the maps <I>v differ from each 
other by permutations of the sheets of the covering C* --7 U*. Thus 
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the roots of unity act as covering transformations (or deck transfor­
mations). 

The parametrizations cp 1 , ... , 'Pk can now be used to extend the 
factorization 

fx(Y) = (Y- c1) · ... · (Y- ck), where Ci E C, 

which exists for every x E U*, to all of U. 

Corollary. Let f E C(X) [Y] be an irreducible Weierstrass polyno­
mial of degree k ~ 1, 

T ~ (Tk, cp(T)) 

a parametrization as in Theorem 7.8, and cp.,(T) := cp(("T), where 
( := exp (27ri/k). Then 

f(Tk, Y) = (Y- cp1(T)) · ... · (Y- cpk(T)) in C(T)[Y]. 

Proof. Consider the polynomial f (Tk, Y) E C(T) [Y]. It has distinct 
zeros cp1 , ... , 'Pk in the integral domain C(T). Since f is normalized, 
we can use the zeros to split off linear factors one by one. This gives 
the desired factorization. Note that we need not pass to the quotient 
field of C(T) for this division. D 

7.11. Now we can prove the complement on the convergence of the 
Puiseux series that was stated in Section 7.2. Let f E C(X, Y) be 
the given series general in Y, and let cp E C[S] be a solution obtained 
through the formal construction; that is, f(Sn, cp(S)) = 0. By the 
preparation theorem, 

f =a· P1 · · · · · Pr, 

where a is a unit and p1 , ... , Pr are irreducible Weierstrass polyno­
mials. Now, 

a(Sn, cp(S)) "/:. 0 implies that Pj(sn, cp(S)) = 0 

for some j. Hence we may assume without loss of generality that 
f E C(X) [Y] was an irreducible Weierstrass polynomial of degree k, 
and cp a formal solution of f. 
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To be able to compare cp with the factorization of f in Corollary 
7.10, we have to match up the two parametrizations 

X=Tk=Sn. 

In the formal construction, there is no problem in just increasing the 
denominator n, so we may assume that 

n = k · l and hence that X = Tk = sk·l, so T = 81• 

Thus 
k 

f(Sn, Y) =IT (Y- 'Pv(S1)) E <C[S][Y]. 
v=l 

Since cp is also a zero of f( sn, Y) E <C[ S] [Y] in the integral domain 
<C[S], we must have cp(S) = 'Pv(S1) for some v. Hence cp itself is 
convergent. 0 

The geometric form of Puiseux's theorem has some important 
consequences. 

In the theorem on the Puiseux series (Section 7.2), nothing could 
be said about the number n compared to k. The proof above implies 
the following result. 

Corollary 1. If the irreducible series f E C(X, Y) is general in Y of 
order k, then there exists a series cp E C(T) such that 

f(Tk, cp(T)) = 0 in C(T). 

In the implicit function theorem (Section 6.9), we could prove 
only that f(X, cp(X)) = 0, but not that cp fills out a neighborhood of 
the origin in the zero set of f. By Section 7.9 this is clear, at least 
for n = 1: 

Corollary 2. Iff E C(X, Y), with f(O,O) = 0 and (fJfjfJY)(O) =f. 0, 

then there is exactly one series cp E C(X) such that 

f(x, y) = 0 {=? y = cp(x) 

for sufficiently small x and y. 

Corollary 3. Iff E C(X, Y) is irreducible, then f is also irreducible 
in <C[X,Y]. 
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Proof. We may assume that f E C(X) [Y] is a Weierstrass polynomial 
of degree k. By Section 7.10, 

f(Tk, Y) = (Y- <p1(T)) · ... · (Y- <flk(T)) in C[T][Y]. 

Since <p1, ... , <flk are convergent and C[X, Y] is a unique factorization 
domain (Exercise 2 of Section 6.11), all possible formal factors of f 
are convergent. D 

This observation shows that there is no change in the divisibility 
theory in passing from convergent to formal power series-in contrast 
to the passage from polynomials to convergent power series (see Sec­
tion 6.1). Hence one can also do curve theory over more general fields, 
by using formal power series for the local part. If arguments using 
the values of the series no longer work, the proofs (by analogy with 
Complement 7.10, for instance) become more complicated but lead to 
interesting additional insights. For more on this, we refer the reader 
to the classic [Wa] or to [Che]. 

7.12. Since qx, Y] = C[X][Y], when we deal with polynomials of 
several variables we can distinguish one of them and determine the 
resultant with respect to it. The resultant is then a polynomial in the 
other variables. As we saw in Section 7.11, a polynomial can be split 
into linear factors by extending the ring of coefficients C[X]. For a 
later application to resultants, we have to push this a bit further. 

To be able to compute with Puiseux series that have arbitrary 
denominators in the exponent, we will find it useful to extend the 
ring C[X] of formal power series as follows: For every n ~ 1, there is 
an injective homomorphism 

We regard this as a ring extension 

C[X] c C[T] = qx-k], 1 

where x-n = T, i.e. X= Tn. 

If m = k · n, there are injections 

C[X] ~ C[T] ~ C[S], 
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which can again be regarded as inclusions 

C[X] c C[Xf>] c C[X;k]. 

Continuing in this way, we form 

00 

qx*] := U qxf>]. 
n=l 

This is an integral domain that contains all formal Puiseux series. For 
a fixed <p E C[X*], there is annE N such that <p E qxf.]. Hence 

00 

<p = L amX~, where am E c, 
m=O 

and we can define the rational number 

ord <p : min { : : am # 0} 2:: 0 

to be the order of <p. For brevity, we often write 

<p = cXe + · · · , where c E C* and e = ord<p E Q+· 

The importance of the ring C[X*] can be seen in the following lemma. 

Lemma. Every normalized polynomial in C(X) [Y) splits into linear 
factors in the ring extension C[X*]. 

This is the crucial step on the path to the following theorem. 

Theorem. The quotient field of C[X*] is algebraically closed. 

Here it is important that the ground field Cis algebraically closed 
and that X is just a single indeterminate. The proof of the theorem 
from the lemma is left to the reader as a demanding exercise (see 
[Wa]). Later on we will apply the lemma to C[X)[Y), to reveal the 
secret of the resultant in Appendix 1. We also recommend that, for 
practice, the reader prove the lemma in this special case without using 
Hensel's lemma. 

Proof of the lemma. Let f E C(X) [Y] be normalized, deg f = k, and 

](Y) := f(O, Y) = (Y- cl)k1 •••.. (Y- Cr)kr, 
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where c1, ... , Cr are distinct. By Hensel's lemma there exist normal-
ized !1, ... , fr E C(X)[Y] such that ]i = (Y- ci)k;. If some Ci = 0, 
then the preparation theorem can be applied to fi, so 

fi = ai ·Pi, 

where Pi is a Weierstrass polynomial of degree ki. If q is an irreducible 
factor of Pi of degree l, then by Section 6.11 q is itself a Weierstrass 
polynomial, and by Section 7.10 

q = (Y- 'I/J1) · ... · (Y- '1/Jt), where '1/J; E C[X*]. 

It follows that 

Pi= (Y- cpi,l) · ... · (Y- cpi,k;), where cpi,j E C[X*]. (*) 

Here ord cpi,j > 0. If Ci =f 0 for all i, we apply the change of variables 

Y = Y + Ci and set h(Y) = fi(Y). This gives a factorization similar 
to ( *), but in this case 

cpi,j = Ci + · · · , so ord cpi,j = 0. 

Putting things together, let 

P := Pl · · · · · Pr = IT(Y- cpi,j)· 
i,j 

Since f and p have the same zeros (counted with multiplicities) in 
C[X*~ and are both normalized, we conclude that f = p. D 

Another result, which will be used in Appendix 4, follows from 
this proof and the corollary in Section 7.10. 

Complement. Iff E C(X)[Y] is a Weierstrass polynomial of degree 
k, there is a factorization 

f = (Y- cp1) · ... · (Y- cpk), 

where cpi E C[X*~ and ord cpi > 0 fori= 1, ... , k. Iff is irreducible, 
then all the cpi have the same order. 



Chapter 8 

Tangents and 
Intersection 
Multiplicities of Germs 
of Curves 

8.1. In Section 3.4 we defined tangents at a point on a plane alge­
braic curve in terms of zeros of the initial polynomial. If the point is 
smooth, then the initial polynomial is linear and there is exactly one 
tangent. At a singular point the number of tangents, counted with 
multiplicities, is given by the order of the curve. With the techniques 
now available we can understand the geometric properties of these 
tangents. In particular, we can prove Theorem 3.6, which we have 
already used several times. An analogue of this theorem is valid for 
germs of curves. 

Definition. Let f E C(X, Y), where l = ord f ~ 1 and !(l) is the 
initial polynomial of f. Then the lines in V(fcl)) C C2 are called 
tangents to the germ C = V (f). 

If 
f = !Sl, , fSm 

1 "· m 

is a factorization into irreducible elements, then the initial polynomial 
factors as 

f _ fSl !Sm 
(l) - l,(!t) '· · ·' m,(lm)' 

147 
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Thus the tangents to C are the union of the tangents to the compo­
nents Cj = V(fJ). For a given f, we can choose coordinates so that 
X is not a divisor of f. Then X is not a divisor of any fJ, so we can 
assume that 

fJ E C(X)[Y] 

is a Weierstrass polynomial of degree kj ;::: 1. The following result is 
now crucial. 

Theorem. Let f E C(X) [Y] be an irreducible Weierstrass polynomial 
of degree k, and let l := ord f. Then there exist a, b E C such that 

(a,b)=/:-(0,0) and 

fcl) =(aX+ bY( 

Geometrically, this means that an irreducible germ V(f) has a unique 
tangent of multiplicity l. Of course, several branches can have the 
same tangent (Figure 3.4), and fcl) can be a power of a linear form 
without f being irreducible (f = f(l)> for instance)! 

Proof. We use the Puiseux parametrization 

T r--+ (Tk, cp(T)), where cp(T) = cTr + · · · , c =f. 0, r ;::: 1. 

By Corollary 7.10, we have 

f(X, Y) = (Y- cp1(Xi)) · ... · (Y- 'Pk(Xi)), where 

'Pv(Xi) = cp((v xi)= c(vr xf + ... , 

with ( = exp(21fi/k). Set 

k 

J(X,Y) := II(Y-c(vrxf). 
v=l 

Clearly f(l) = fc1). Hence 

aXr, with a E C*, 

(Y- eXt, 
yk, 

sol= r, 

sol= k, 

sol= k, 

if r < k, 

if r = k, 

if r > k. D 
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In the third case the tangent is horizontal. In this case the pair of 
critical exponents (k, r), where 1 :::; k < r, in the Puiseux parametriza­
tion is called the Puiseux pair of f. We will see in Section 8.3 that 
it can be described by intersection multiplicities. The Puiseux pair is 
related to the local invariants of Section 5.4 by 

k = 1 + al> r = 2 + a1 + a2. 

Exercise. For f = xr - yk, with k ~ 1 and r ~ 2, the following 
conditions are equivalent: 

a) f is irreducible in C[X, Y]. 

b) f is irreducible in qx, Yl 
c) k and r are relatively prime. 

If these conditions hold, the map 

c ~ v (f) c C2 ' t r--+ ( tk' n' 
is bijective. 

Hint. f and its possible factors are quasihomogeneous in the sense of 
Section 7.3, with weights k and r; hence at most polynomials of the 
form cXI-LY 11 can occur as factors of f. (See [Ku].) 

8.2. We now prove a generalization of the theorem stated in Section 
3.6. 

Corollary. Let f E C(X, Y) be convergent in the bidisk 

D = {(x,y) E C2 : lxl < (2, IYI < cr}. 

Suppose f(O, 0) = 0, and let 

C = {(x,y) ED: f(x,y) = 0} 

be a representative of the germ of a curve. For a line L through 0 in 
C2 , the following conditions are equivalent: 

i) L is tangent to C at 0. 

ii) L is the limit of secants 0 V Pi, where Pi E C, Pi =J 0, and 
lim pi= p. 
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iii) L is the limit of tangents at smooth points 0 =?Pi E C, where 
lim pi= p. 

Proof. By Theorem 8.1, each branch has exactly one tangent. Hence 
it suffices to prove the assertion for an irreducible Weierstrass poly­
nomial f. We assume that the tangent is described by Y = 0. Then 
the Puiseux parametrization has the form 

t !--+ <P(t) = (tk, cr + ... ), where 1:::; k < r, c =? 0. 

(See Section 8.1.) For p close to 0 the direction of the secant 0 V pis 
given by 

(tk, ctr + · · ·) = tk(1, ctr-k + · · · ), 
where t =? 0 is small. As t ~ 0 this direction approaches (0, 1), the 
direction of the tangent. The tangent at the point <P(t) has direction 

(ktk- 1 , crtr-1 + · · ·) = tk- 1 (k, crtr-k + · · · ). 
As t ~ 0, these tangents also converge to the tangent Y = 0 at the 
origin. D 

8.3. As another application of the Puiseux theorems, we will now 
describe a method that is very well suited to computing intersection 
multiplicities (this was already used in the proof of the Plucker formu­
las in Section 5.9) and establishing theoretical properties (Theorem 
3.5, for instance). Our goal is to define a number 

mult (C,C') 

as the intersection multiplicity of two germs of curves C and C', in 
such a way that this function of two arguments has as many good 
properties as possible. (See Figure 8.1.) 

The trick here is to describe the two arguments C and C' in 
different ways: C by an equation f = 0, and C' by a parametrization. 
First, it is important to choose f minimal in the sense of Section 6.14. 

In the first step, we suppose C' = L is a line. Let 

C = V(f), where f E <C(X, Y) is minimal, 

and let 

T ~--+ (>..T, J.LT), where (>.., J.L) =? (0, 0), 
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Figure 8.1 

be a linear parametrization of L. We define 

h(T) := f(AT,p,T) and mult(C,L) := ordh. 

This is completely analogous to the elementary methods of Sections 
1.7 and 2.5. To make the intersection multiplicity more understand­
able, we explain this definition in detail. 

1) mult(C, L) is independent of 

a) the equation of C, 

b) the linear parametrization of L, 

c) linear changes of coordinates in C2 . 

Proof a) f is minimal, hence uniquely determined up to a unit. The 
order of h is independent of the unit. 

b) Any other linear parametrization of L is given by 

T 1----t (eAT, ep,T), where e E C*. 

Such a e does not change the order of h. 

c) We consider f and the parametrization ¢(t) = (At, p,t) as maps 

v.tnLc, 
where V C C is open and D C C2 is a bidisk in which f converges. 
Then h = f o ¢ is holomorphic and independent of coordinates in 
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D. Hence the order of h as a power series is also independent of 
coordinates. D 

2) mult(C, L) is "linear" in the first argument. In other words, if 

C = C1 U ··· UCr 

is the decomposition into irreducible components, then 

mult(C, L) = mult(C1 , L) + · · · + mult(Cn L). 

Proof. If Ci = V(fi) and hi(T) := fi(>-.T,f..LT), then 

h = h1 · ... · hr, so ord h = ord h1 + · · · + ord hr. D 

3) If L is described for>-.= 1 by the equation g(X, Y) = Y- f..LX, and 
iff E <C(X)[Y], then 

mult(C,L) = ordRJ,g· 

In other words, the intersection multiplicity can be computed by means 
of a resultant, as in Section 2. 6. 

Proof. Iff= aoYk + · · · + ak, then 

1 -f..LX 

1 -f..LX 

RJ,g = det 

1 -f..LX 

= ( -1)k(ao(f..LX)k + · · · + ak) = ( -1)k f(X, f..LX) = ( -1)kh(T). 

The best way to expand the determinant is in terms of the first row. 
D 

4) Iff is an irreducible Weierstrass polynomial and the tangent T 
to C = V(f) is described by Y = 0, then the Puiseux pair (k, r) of 
Section 8.1 has the following interpretation: 

mult(C, L) = { k, 
r, 

if L =f. T, 

if L = T. 
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c 
mult(C, L) = 3 mult(C, L) = 2 

Figure 8.2 
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Proof. Let f = yk + a1(X)Yk-l + · · · + ak(X) and f(k) = yk (see 
Section 8.1). Then ord ak = r, and it follows from 

that 

h(T) = f(>.T,p.T) = p.kTk + ... +ak(>.T) 

{ 
k, 

ordh = 
r, 

if f.L =f 0, 

if f.L = 0. 0 

5) If C is irreducible, then the process can be reversed, and a Puiseux 
parametrization of C can be substituted into an equation for L. 

This goes as follows: If ¢(t) = (tk, cp(t)), where cp(t) = ctr + · · ·, 
c =f 0, and if g(X, Y) = p.X- >.Y is an equation for L, let 

h := g(tk,<p(t)) = p.tk- >.ctr + · · ·. 

Then 

ordh= { k, 
r, 

so mult(C, L) = ordh. 

if f.L =f 0, 

if f.L = 0, 

6) If the line L is varied for fixed C, then, in general, a multiple 
intersection point becomes several simple intersection points. 

More precisely, this means the following: In the situation of ( 4), 
let C = V(f), with tangent Y = 0 and Puiseux pair (k, r). Let the 
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line L be parametrized by 

T ~-t (>..T + e, J..LT), where (>.., J..L) -:/= (0, 0). 

Now we consider 

h(>.., J..L, e, T) := f(>..T + e, J..LT) 

as a function of four variables. Before we can apply the preparation 
theorem, we have to put some restrictions on the variables ( >.., J..L, e). 

a) We set J..L = 1 and keep >..fixed. This means that one of the lines 
L0 through 0 that is not the tangent is shifted parallel to a line Le. 
For 

h(e, T) := f(>..T + e, T), we have ordrh = k, 

since f was assumed to be a Weierstrass polynomial. By the prepa­
ration theorem, 

h(e, T) = a(e, T)(Tk + f3I(e)Tk-l + · · · + f3k(e)), 

where a is a unit and f3i E m. Geometrically, this means that for 
sufficiently general f and small e -:/= 0, the k-fold intersection point of 
C with the line £ 0 splits into k simple intersection points of C with 
the line Le· 

Figure 8.3. Shifting the line 

b) Now we move the tangent. To do this, we set >.. = 1. Then, for 

h(J..L, e, T) := f(T + e, J..LT), we have ordrh(O, 0, T) = r, 



8.4. Local Intersection Multiplicity with a Germ 155 

so 

h(J.L, e, T) = a(J.L, e, T)(Tr + fJ1 (J.L, e)Tr-l + · · · + f3r(J.L, g)). 

This means that for small motions of the tangent, the r-fold intersec­
tion point splits, in general, into r simple intersection points. 

Figure 8.4. Moving the tangent 

8.4. Now that the intersection multiplicity 

mult(C, C') 

has been defined when C is an arbitrary germ of a curve and C' is 
a line, we assume in the second step that C' is an irreducible germ. 
Such a germ can be parametrized by a Puiseux series, and this series 
can be used to define the intersection multiplicity, as in Section 8.3. 
We need some technical preliminaries. 

Definition. Let an irreducible g E C(X, Y) and cp1, cp2 E C(T) be 
given. The pair <I> = ( cp1, cp2) is called a local parametrization of the 
germ V(g) if there exist neighborhoods of the origins V C C and 
U C C2 such that 

1) cp1, cp2 are convergent in V and g is convergent in U, 

2) <I>(V) c C := V(g) c U, 

3) <I> : V -7 C is bijective. 

Theorem. Every irreducible germ of a curve admits a local parametri­
zation. Any two local parametrizations <I>= (cp1, cp2) and l]i = ('1/Jl> 'l/J2) 
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of the same germ V(g) are equivalent; that is, there exists a series 
f3 E C(T) such that ord f3 = 1 and '1/Ji (f3(T)) = cpi (T) for i = 1, 2. 

Proof By the Weierstrass preparation theorem we may assume that g 
is a Weierstrass polynomial. Hence the existence of a local parametri­
zation follows immediately from the Puiseux theorem of Section 7.8. 
By Lemma 6.6, we may assume that 

rp1(T) = Tk, where k = ordg. 

If rpi E C(T) and '1/Ji E C(T), then by Corollary 7.7 we may assume 
that 

rp1 (T) = Tk and 'lj;1 (S) = 81• 

It follows from condition (3) that k = l. By Corollary 7.10, there is a 
kth root of unity ( such that 

'l/J2((T) = rp2(T). 

Hence it suffices to combine the change of parameters 

S = (T = f3(T) 

with the transformations from Sections 6.6 and 7. 7. D 

Definition. Let C and C' be germs of curves, let C = V(f) with min­
imal f E C(X, Y), and let C' be irreducible, with local parametriza­
tion <P = (rp1, rp2). Then the intersection multiplicity is defined by 

mult(C,C') := ordrf(rpl(T),rp2(T)). 

Remark. This definition is independent of 

a) linear changes of coordinates in C2 , 

b) the equation f of C, 

c) the local parametrization <P of C'. 

Proof a) is clear, since linear transformations preserve all orders. 

b) is clear, since f is unique up to a unit in C(X, Y). 

c) follows from the theorem above, since a change of parameters f3 
with ord f3 = 1 preserves the orders. D 
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8.5. Now, in the third step, we can generalize the intersection mul­
tiplicity mult(C, C') of two germs of curves to arbitrary arguments C 
and C' by extending linearly. It is often useful, and takes no more ef­
fort, to do this immediately for divisors C and C'. Let J, g E C(X, Y), 
with prime factorizations 

J = ![1, .. ,, J;..m, g = g~l, ... , g~n. 

Then (in the sense of divisors; see Section 6.15) 

C = V(f) = r1 V(fi) + · · · + rm V(fm), 

C' = V(g) = S1 V(gi) + · · · + SnV(gn)· 

If Ci := V(fi) and Cj := V(gj), we define 

m,n 
mult(C, C') := 2::::: riSjmult(Ci, Cj). 

i,j=l 

Here mult(Ci, Cj) is defined as in Section 8.4. Since Ci is given in 
this definition by an equation, and Cj by a parametrization, it is not 
at all clear that the intersection multiplicity is symmetric in the two 
arguments. This and much more are consequences of the following 
basic lemma (see [Wa]). 

Lemma. If J, g E C(X) [Y] are Weierstrass polynomials with resul­
tant Rj,g E C(X), then 

mult(V(f), V(g)) = ordRJ,g· 

Proof By the definition of multiplicity and the properties of the 
resultant given in Appendix 1, we may assume for simplicity that f 
and g are irreducible. Let k = degf, l = degg, ( = exp27ri/k, and 
~ = exp 21fijl. Let 

Sf-+ (Sk,cp(S)), Tf--+ (T1,'¢(T)) 

be Puiseux parametrizations of C and C' as in Section 7.8. By Section 
7.10, 

k 

f(X,Y) =II (Y-cp((I<Xt)), 
1<=1 

l 

g(X,Y) =II (Y-'1/J(ex+)). 
A=l 



158 8. Tangents and Intersection Multiplicities of Germs 

Let 

h(T) := f(T1,7f;(T)) = aTP + · · ·, 

where a =f. 0 and p = ordrh. Then 

h>.(T) := f(T1,7/J(eT)) = ae>-rp + · · · 
for .A= 1, ... , l. Since 

h1(T) · ... · h1(T) = bTP1 + · · · = bXP + · · · , where b =f. 0, 

we have 

ordrh = ordx(h1 · ... · h1). 

These equations, together with Section A.l.4, give 

mult(V(f), V(g)) = ordrh = ordx(hl · ... · h1) 
l 

= ordx II f(X, 7/J(eT)) 
A=l 

l k 

= ordx II II ( 7/J(e x+)- cp((K xi)) 
A=lK=l 

= ordxRJ,g· 

Since Rg,J = ±RJ,g, there is an immediate corollary. 

Corollary. If C, C' are germs of curves, then 

mult(C, C') = mult(C', C). 

8.6. The methods of Section 8.5 yield another important result. 

Theorem. If C, C' are germs of curves, then 

mult( C, C') 2: ord C · ord C'. 

D 

Equality holds if and only if C and C' do not have a common tangent. 

Proof. Again, we may assume that C and C' are irreducible; that 
C = V(f) and C' = V(g), where f and g are Weierstrass polynomials; 
and that the coordinates are chosen as in Section 6. 7 so that 

ordC = degf =: k and ordC' = degg =: l. 
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We may also assume that the line Y = 0 is not tangent to C or 
C'. According to Section 8.1, with these assumptions the Puiseux 
parametrizations have the form 

S f-4 (Sk,cp(S)), 

T f-4 (T1, 'lf;(T)), 

where cp(S) = aSk+···, a =f. 0, 

where '1/J(T) = bT1 + · ·., b =f. 0. 

The equations of the tangents are then Y = aX and Y = bX. It 
follows that 

l k 

II II (¢(e>-x+)-cp(("Xi)) =(b-a)klxkl+···' 
A=1~<=1 

so 

mult(C, C') = kl if a =f. b, and mult(C, C') > kl if a= b. 0 

8. 7. Now we finally have all the tools we need to compare the in­
tersection multiplicity of algebraic curves defined in Section 2. 7 with 
the intersection multiplicity of germs introduced in this chapter. 

Let C = V(F), C' = V(G) C !P'2 (<C) be two algebraic curves, and 
let p E C n C'. The intersection multiplicity of C and C' at p, 

multv(C n C'), 

was defined in Section 2.7 by means of a resultant. But we could also 
consider the germs Cv and C~ of C and C' at p. Let 

mult ( Cv n C~) 

denote the intersection multiplicity described in this chapter. The 
result one might hope for turns out to be true ([Wa], IV §5). 

Theorem. With the notation and hypotheses above, 

multv(C n C') = mult(Cv n C~). 
Proof. First we have to recall which special coordinates were chosen 
in Section 2.7. Since (0: 0: 1) ~ C U C', we were able to choose 

F =X!{'+ A1X;'-1 + ... +Am, G = X2 + B1X!j- 1 + · · · + Bn, 

whereAi,BjEC[Xo,X1], degAi=i, degBj=j. 

Let R E C[X0 , X 1] denote the resultant ofF and G. By Theorem 
A.l.3 it is homogeneous of degree m · n. We may further assume that 
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no point of intersection of C and C' lies on the line X 0 = 0. Hence 
R(O, 1) =f. 0, so 

R'(XI) := R(1,Xl) E C[X1] 

has degree m · n, and R' is the resultant of 

Since all the points of intersection of C and C' are contained in the 
affine space C2 C IP'2(C), we may assume that 

C = V(f), C' = V(g) c C2 • 

Here 

f = X!f' + a1X;'- 1 + · · · +am, g = X?: + blx;-1 + · · · + bn, 

where ai, bi E C[X1]. 

Finally, it was assumed in Section 2. 7 that every line X 1 = x1 con­
tained at most one point of intersection of C and C'. If the line 
X1 = X1 contained a point of intersection p, we defined 

multp(C n C') = ordx1 R'(XI). 

To simplify notation we choose p = (0, 0), so x 1 = 0, and set X 1 =X, 
X2 = Y. As in Section 7.12, we consider 

fo = f(O, Y) = Yk(Y- c2)k2 • ••• • (Y- Cr)kr, 

9o = g(O, Y) = Y 1(Y- d2)12 · ••• • (Y- d5 ) 1•, 

where k, l :2: 1 and c2, ... , Cr, d2, ... , d5 are distinct and nonzero. As 
was proved in Section 7.12, there exist 

<p1, ... , <pm, 'l/J1, ... , '1/Jn E C[X*~ 

such that 

and 

ord <pi, ord '1/Jj > 0 

ord <pi, ord '1/Ji = 0 

fori= 1, ... , k, j = 1, ... , l, 

for i = k + 1, ... , m, j = l + 1, ... , n. 

Now we turn to the resultants. By Appendix 1.4, 
m n 

R' =II II (<pi- 'l/;j) E C[X]. 
i=l j=l 
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The germs of C and C' at 0 are given by 

1 = (Y- cpl) · ... · (Y- IPk) E C(X)[Y], 

g = (Y- 7/Jt) · ... · (Y- 1/Jt) E C(X)[Y]. 

Letting R E C(X) denote the resultant of 1 and g, we have, again by 
Appendix 1.4, 

k l 

R =II II (cpi- 1/Jj) E C(X). 
i=l j=l 

By Lemma 8.5, the equality of multiplicities that is to be proved 
means that 

ordoR' = ordoii. 

By(*) and (**), R is a divisor ofF' in C[X*~, so R' = S ·Rand it 
suffices to show that 

ordS = 0. 

The factors of S are of the form 

(cpi- 1/Jj), where i > k or j > l. 
The possible initial terms of cpi, i > k, are c2, ... , Cri for 1/Jj, j > l, 
they are d2 , .•. , d5 • Hence every such difference has a nonzero initial 
term, so 

for every such factor of S. D 

The proof of this theorem belatedly justifies the computations of 
the intersection multiplicities in the proof of the Plucker formulas in 
Section 5.9. But not only that; through this theorem, Bezout's theo­
rem gains a deeper meaning. It is a kind of local-global principle: The 
local invariants, the intersection multiplicities, add up to a globally 
prescribed number, the product of the degrees. 





Chapter 9 

The Riemann Surface of 
an Algebraic Curve 

In earlier chapters we were able to give rational parametrizations of 
several curves C C lP'2(<C). A rational parametrization is a map 

c.p : lP' 1 (<C) --+ c 
that is bijective away from the singularities of C. In this last chapter 
we will show that such a parametrization always exists if we admit 
an arbitrary compact Riemann surface S instead of lP'1 (<C). This S is 
uniquely determined by C, up to a biholomorphism; it can be called 
the resolution of singularities of C. It leads to a better understanding 
of many properties of plane curves-the estimate of the number of 
singular points in Section 3.8, for instance, or the duality in Section 
5.3. In particular, the Pli.icker formulas appear in a clearer light and 
a more general setting. 

9.1. First we briefly list the necessary facts about Riemann surfaces. 
For details and proofs, we refer the reader to the literature ([Fo2], for 
example). 

Definition. A Riemann surface is a connected Hausdorff topological 

space S, together with a complex atlas 

('1/Ji: Vi--+ Ui)iEI· 

This means that for all i E I, the sets Vi C <C, Ui c S are open and 
the maps '1/J (the charts) are homeomorphisms, and for all i, j E I the 
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Figure 9.1. Charts on a Riemann surface 

transition functions 

are biholomorphic. 

A map 

between Riemann surfaces is called holomorphic if it is described by 
holomorphic functions when viewed in the charts. 

A Riemann surface S is a manifold of complex dimension one, 
so of real dimension two. Using the Cauchy-Riemann differential 
equations, one can see that the real Jacobian matrix of the 1/Jij has 
positive determinant. Hence S is orientable as a real surface. 

It is known from topology that any compact orientable surface 
(two-dimensional topological manifold) is homeomorphic to a sphere 
with g handles. The number g E N is called the genus of the surface 
(see [M]). 
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g >1 

Figure 9.2. Surfaces of genus g 

9.2. It is not hard to construct a complex atlas on a sphere with 
g handles for any g E N. As a break from so much algebra, the 
procedure will be sketched here. 

For g = 0, S = IP1 (C) is the Riemann sphere with two charts, 
where 

Uo = IP1(q \ {(O: 1)}, U1 = IP1(C) \ {(1: 0)}. 

Figure 9.3. The Riemann sphere and its two charts 

For g 2: 1, we start with a regular 4g-gon P c IR2 = C with edges 

a1, b1, a~, b~, ... , a9 , b9 , a~, b~, 

which are arranged and oriented as follows: On the boundary of P, if 
we identify the edges ai with a~ and bi with b~, oriented as in Figure 
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a2 
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b, 

Figure 9.4. A fundamental polygon of a Riemann surface of 
genus g = 3 

9.4, we obtain a surfaceS of genus g. All the corners of P become a 
point o E S, and the edges ai and bi become closed paths ai and (Ji 
based at o. The path 

(3 -1(3-1 (3 -1(3-1 a1 1 a 1 1 · ... · ag gag g inS 

is null-homotopic because it corresponds to the boundary of P and 
can be contracted through the interior of P. Now let 

Uo, U1, ... , Ug, Ug+1, ... , U2g, U2g+1 

be the open sets in S defined by means of their preimages fJi in P. 
Here o is contained only in Uo, Ui intersects only ai, Ug+i intersects 
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only f3i, and U29+l intersects none of the paths. So in P we have the 
following: 

U29+1 is connected, 

iJi has two connected components fori= 1, ... , 2g, 

U0 splits into 4g connected components. 

Figure 9.5. Transition functions for a Riemann surface of 
genus g = 3 

Now we turn to the construction of the charts 

'l/Ji : Vi --+ ui. 
Fori= 2g + 1, we can choose V29+l to be U29+1 and ¢2g+l to be the 
restriction of the canonical map P--+ S. Fori= 1, ... , 2g, we choose 
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the Vi to be disks. If we map two halves to the two components 
of fJi, we obtain '1/Ji· For i = 0 we divide a disk of suitable radius 
into 4g equal sectors. These have central angle cp = 1r j2g and the 
components of U0 have central angle (2g- 1)cp, so we can assemble 
'1/Jo from translations and (2g- 1)st powers. The resulting transition 
functions are biholomorphic. We have proved the following result. 

Theorem. For every g E N, a compact, orientable surface of genus 
g can be made into a Riemann surface. 

The complex structure is unique only for g = 0 (see [Fo2], 16.13). 
The set of complex structures (i.e. the biholomorphic equivalence 
classes of atlases) has one complex parameter for g = 1, and 3g- 3 
complex parameters for g 2: 2. The space of these parameters is 
called Teichmiiller space. With the construction above, at least we 
have determined one point in it. 

9.3. Riemann surfaces have complex dimension one; complex man­
ifolds of dimension n can be defined in exactly the same way. For 
n = 2, we construct an atlas on IP'2 (<C) consisting of three charts. For 
i = 0, 1, 2, let 

and let Vi = <C2 • For i = 0, the chart '1/Jo is given by 

and similarly for i = 1, 2. For practice, the reader is invited to check 
that the resulting transition functions '1/Jii are biholomorphic. 

Thus, for a Riemann surfaceS, it is clear when a map 

is holomorphic: one checks it in the local charts. If C c IP'2 (<C) is an 
algebraic curve, a map 

cp:s-c 
is called holomorphic if it is holomorphic as a map to IP'2 (<C). With 
these preliminaries out of the way, we can state the theorem. 
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Theorem. For every irreducible algebraic curve C C IP'2(C), there 
exist a compact Riemann surface S and a holomorphic map 

with the following properties: 

i) Let C' := C \Sing C be the smooth part of C, and let S' := 
<p-1 (C') c S. Then 

<p' :=<piS' : S' ~ C' 

is biholomorphic. 

ii) For every p E C there is a bijective map 

<p-1 (p) ~ {branches of C at p }. 

In particular, <p- 1 (p) is finite for every p. 

A Riemann surface S with properties (i) and (ii) is uniquely deter­
mined up to biholomorphic equivalence. <p : S ~ C is called the 
resolution of singularities of C. 

Consequence. For any irreducible curve C C IP'2(C), we can define 
the genus 

g(C) :=genus of S. 

C is said to be rational if g( C) = 0. 

Remark. The theorem produces a Riemann surface for every plane 
curve. Conversely, as a consequence of the Riemann-Roch theorem, 
every compact Riemann surface S can be realized as a smooth alge­
braic curveS C IP'3(C). If we choose a suitable point z E IP'3(C) \ S as 
center, we obtain a projection 

such that 

cpiS: S ~ C := n(S) 

is biholomorphic almost everywhere (see [H], Ch. IV). Thus every 
compact Riemann surface occurs as the desingularization of a plane 
algebraic curve C. The projection can even be chosen so that C is a 
Plucker curve and has at most simple double points as singularities 
(see Section 5.7). 
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9.4. For the proof of Theorem 9.3 we first construct a Riemann 
surfaceS. This is done by patching together a large number of open 
sets V C C. 

If p E C', then by the implicit function theorem (Section 6.9) 
there exist an open set VP C C, a neighborhood p E Wp C JID2 , and a 
biholomorphic map 

'if;p : Vp ~ C n Wp c C'. 

For each q E Sing C, we choose a neighborhood q E Wq c lP'2 such 
that the Wq are pairwise disjoint and 

C n Wq = Cq,t U · · · u Cq,k•, 

where the Cq,i are representatives of the branches of C at q (see 
Section 6.14). In particular, let 

Cq,i n Cq,j = {q} fori :f. j. 
Further, let Wq be chosen so small that for every i there is a Puiseux 
parametrization 

'l/Jq,i : Vq,i ~ Cq,i, 

where Vq,i C C is open. Now we take the disjoint union of all the 
open subsets in C obtained above: 

M := U Vp U U Vq,t U · · · U Vq,k•. 
pEG' qESing C 

The maps 'if;p and 'l/Jq,i together yield a holomorphic map 

'l/J=M~c. 

Now things are patched together in M as follows: for p, p' E C' and 
q E Sing C, we have 

v E VP and v' E Vp' are equivalent~ 'if;p(v) = 'if;p'(v') E C', 

v E VP and v' E Vq,i are equivalent~ 'l/Jp(v) = 'l/Jq,i(v') E C'. 

There is no patching between the sets Vq,i and Vq,j. Let S denote the 
quotient of M by the equivalence relation given above, endowed with 
the quotient topology. The map 'if; induces a map 

cp: s ~c. 
We must show that it has all the properties stated in the theorem. 
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a) cp' : S' ~ C' is bijective: This follows from the construction. 

b) Sis a Hausdorff space: The proof must be broken into cases and 
is left to the reader. 

c) S is compact: Let 

s = u ui, where ui c s are open. 
iEJ 

We use the compactness of C, but have to work a bit harder because 
the sets cp(Ui) c C need not be open. Since the exceptional set 
A := cp- 1 (Sing C) c Sis finite, it is compact. We define 

Io := {i E I: Ui n A =1- 0}, h :=I\ Ia. 

Since 

A c U ui, 
iE/o 

there exists a finite subset J0 c Io such that 

A c U ui =: u. 
iEJo 

A is finite, so cp(U) is open. We define Uf := Ui \A for i E Io \ Jo. 
This gives the open cover 

C = cp(U) U U cp(Uf) U U cp(Ui)· 
iElo\Jo iEh 

Since C is compact, there exist finite subsets Ih c I0 \ J0 and J1 C h 
such that 

C = cp(U) U U cp(Uf) U U cp(Ui)· 
iEla iEJ1 

Setting I* := Jo U Ih U J1 c I gives 

d) S is connected: Here we use the irreducibility of C. More gener­
ally, it can be shown that to every irreducible component of C there 
corresponds a connected component of S. 
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Let C = V(F), where FE C[X0 ,X1,X2] is a homogeneous, irre­
ducible polynomial of degree n ~ 1. We may assume that the point 
q = (0: 0: 1) rJ. C. Then, up to a factor inC*, 

F = X'f + A1X'f-1 +···+An, where Ai E C[X0 , X1], deg Ai = i. 

Consider the maps 

S ~ C ~ lP'l(C), 

where 7f denotes the projection with center q. Let b.p E C[Xo, X1] 
be the discriminant ofF (see Section A.l.2). b.p is homogeneous by 
Theorem A.l.3, so we can define the exceptional set 

B := V(b.p) c lP1(C). 

Since F is irreducible, b.p ¥= 0; hence B is finite. Let 

C* := C \ 1r-1(B), 1r* := 1riC*: C* ~ lP1(C) \B. 

Now it is easy to see that C* C C' and that 1r* is ann-fold covering 
(see Section 7.9). Suppose there is a connected component T c S 
with 0 i= T ;:j:. S. Since the exceptional set 

B := rp- 1 (1r- 1 (B)) c S 

is finite, T* := T \ B is connected. Hence 

D := cp(T*) c C* 

is connected. By Remark 2 of Section A.2.1, 

is itself a covering. Let m be the sheet number of ry. Since rp' is 
bijective, it follows that 0 < m < n. 

It will now be shown that F must have a factor G of degree m. To 
make the construction of G clear, we first modify the given F slightly. 
Consider the two embeddings 

L: C XC~ lP2(C), (yl, Y2) 1-t (1 : Y1 : Y2)i 

7:: C x C ~ lP2(C), (zo, z2) 1-t (zo : 1 : z2). 

We have the corresponding transformations 

X1 X2 Xo 
Y1 = Xo, Y2 = Xo and Zo = X 1 , 
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From F we obtain the polynomials 
n 

f(Yt,Y2) := F(1,Y1,Y2) = l:aY2n-i, 
i=O 

n 

J(Zo,Z2) := F(Zo,1,Z2) = l:aiz~-i, 
i=O 

where 

ai E C[Y1], ai E \C[Zo], degai, degai::; i, and 

X~ai (~~) =Xtai (~~) =Ai(Xo,Xt). 

For the affine parts of C, we have 

Co:= t- 1 (C) = V(f) and Co:= 'L-1 (C) = V(J). 

The projection 1r with center q is given in affine coordinates by 

C* 0 

! 7ro 
C\Bo c c, Yt · 
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Here B 0 is the affine part of the exceptional set B. Since the map 
rr0 is a restriction of rr*, it is itself a covering. Hence for every point 
p E C \ B0 there exist a neighborhood W and bounded holomorphic 
functions 'l/Ji E O(W) such that 

n 

f(Yt, Y2) =IT (Y2- 'l/Ji(Yt)) in W x C. 
i=l 

The coefficients of f are the elementary symmetric functions: 

ai = si('l/Jt, ... , 'l/Jn) in W. 

Similarly, we obtain 
n 

J(zo, Z2) =II ( z2- ;Ji(Zo))' ai = Si(¢1, ... '¢n), 
i=l 

in the Z-coordinates. Now, reversing this computation, we can start 
with the connected component DCC* and produce a factor GofF. 
To do this, for some p E C \ B 0 , let the 'l/Ji be numbered so that 

(x, 'l/Ji(x)) ED fori= 1, ... , m and x E W. 
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We then define 

m 

g(YI> Y2) := IJ (Y2 - '1/'i(YI)) in W x C. 
i=l 

The coefficients of g are given by the elementary symmetric functions 
t1, ... , tm in m variables: 

By the symmetry of the tj, we thus obtain functions bj that are 
holomorphic in C \ Bo. Since q ct C, the '1/'i are still bounded in Bo, 
so the bj can be extended holomorphically to C. 

We claim that the bj are actually polynomials. To show this, we 
exploit the fact that, proceeding as above, we can obtain a function 

in the Z-coordinates, with holomorphic bj. By construction, we have 
an analogue of ( *): 

This means that at the point oo, where X 0 = 0, each entire function 
bj has at most a pole of order j. Hence the bj are polynomials of 
degree :::; j. Thus 

is homogeneous of degree j, and by construction 

is a proper divisor of F. But this contradicts the irreducibility of F. 
We have proved assertion (d). 

The rest of the proof is routine and recommended to the reader as 
an exercise. To prove the uniqueness of S, use the Riemann extension 
theorem for holomorphic functions. D 
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9.5. The fact that Sis connected, which just cost us some effort to 
prove, has an important consequence. 

Corollary. Every irreducible algebraic curve C' C C2 is connected. 

Proof. Let C c JP>2 (C) be the projective closure, and let 

r.p:S--"C 

be a resolution of singularities. C\ C' is finite; hence so is r.p- 1 ( C\ C'). 
Thus S' := r.p- 1(C') is connected. Since C' = r.p(S'), the assertion 
follows. 0 

Exercise. Every algebraic curve C c JP>2 (C) is connected. 

9.6. In the Plucker formulas of Chapter 5, we established relation­
ships among a series of invariants of an algebraic curve. Now a new 
invariant, the genus, has appeared through the resolution of singu­
larities. In the following sections we investigate how it behaves with 
respect to the other invariants-in particular, how it can be computed 
from the degree and the invariants of the singularities. We begin by 
recalling a few well-known facts from the theory of Riemann surfaces. 

LetS, T be compact Riemann surfaces, and let 

x:S--'>T 

be a nonconstant holomorphic map. For every point p E S there 
exist a natural number k 2:: 1 and local coordinates s around p and t 
around x(p) such that x is described by 

We call ordp(X) := k the order of x at p and 

the branching order of x at p. 

Obviously x is biholomorphic in a neighborhood of p if and only 
if vp(X) = 0. The point p E Sis called a branch point if 

Vp(X) 2:: 1. 
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The image M C T of all the branch points of x in S is finite, and if 
we set 

T' := T \ M, S' := S \ x-1 (M), 

then 

x' := xiS' : S' ---+ T' 

is a covering map in the sense of Appendix 2. The number of sheets 
is well defined. We call it the sheet number, or degree, ry(x) of X· 
Note that x itself need not be a covering map. (The term sometimes 
used in this case is branched covering, but the terminology is highly 
nonuniform.) All this is easy to prove (see [Fo2], for instance). The 
proof of the next result takes considerably more effort. 

Riemann-Hurwitz formula. Let x : S ---+ T be a nonconstant 
holomorphic map between compact Riemann surfaces. The numbers 

g(S) := genus of S, 

g(T) := genus ofT, 

n(x) := sheet number of x, 

v(x) := L vp(X) = branching order of x 
pES 

are related by the equation 

v(x) = 2(g(S)- 1)- 2n(x)(g(T)- 1). 

In particular, forT= IP'l(C), 

g(S) = ~v(x) - n(x) + 1. 

Different proofs can be found in [Fo2] and [Ki]. 

9.7. The Riemann-Hurwitz formula can be used to compute the 
genus of an irreducible algebraic curve C c JP>2 (C). To do this, we use 
the maps 

s ~ c ~ JP>l(C), 

where r.p is the resolution of singularities of Section 9.3 and 11' is a 
projection with center z off C. Then 

X:= 11' o r.p: S---+ IP'1(C) 
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is a branched covering with sheet number n = degC. It remains to 
compute the branching order v of X· This is especially easy when C 
is smooth. 

Lemma. Let C C IP'2(C) be a smooth, irreducible curve of degree n. 
Then its branching order satisfies 

v = n(n -1) 

if the center z of the projection 1r is chosen to be sufficiently general. 

Setting T = IP'1 in the Riemann-Hurwitz formula gives an imme­
diate corollary. 

Genus formula. A smooth, irreducible curve C C IP'2(C) of degree n 
has genus 

g = ~(n- 1)(n- 2). 

Proof of the lemma. For a smooth curve we may assume that S = C, 
so what we have to determine is the branching order of the projection 
1r. Let z = (0 : 0 : 1) be the center of 1r. We assume that z fj. C. 
Then 1r is given by 

C---+ IP'1(C), P =(Po: Pl: P2) 1--7 q =(Po: Pl)· 

The geometry underlying the lemma is as follows: p is a branch point 
of 1r if and only if the line of projection z V q is a tangent at p. If z 
does not lie on any bitangent or inflectional tangent, then there are 
exactly n* = n(n- 1) simple tangents from z to C (see Section 5.7). 
Being a simple tangent means vp(7r) = 1, and this gives the assertion. 

Whoever finds this too short will have to put up with some com­
putations. We write a minimal polynomial of C in the form 

F =X!):+ A1X!):- 1 +···+An, where Ai E C[Xo, X1]. 

By Appendix 1.3, the discriminant .6. E C[X0 , X 1] has degree n(n-1). 
We choose coordinates such that 

(0: 1) fj. M := V(.6.) c IP'1(C). 

If we set C' := C \ 1r-1 (M), then the restriction 

1r' : C' ---+ IP'1 (C) \ M 
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is an unbranched covering. Thus we can look for all the branchings 
in the affine part 

C x C---+ IP'2(C), (yl, Y2) ~ (1 : Yl : Y2)· 

If j(Y1, Y2) = F(1, Y1, Y2) and Co= V(f) C C x C, then 

1T'o = 1T'jCo : Co ---+ C is given by (Yl, Y2) ~ Yl· 

To simplify notation in describing the map 1T' at p E C0 , we suppose 
p = (0, 0). Now we claim that 

This follows from the Weierstrass preparation theorem (Section 6. 7) 
and a Puiseux parametrization (Section 7.8): If k := ordf(O, Y2), 
then we can substitute an irreducible Weierstrass polynomial of de­
gree k for f in a neighborhood of p (since C is smooth, it is locally 
irreducible), and we can parametrize C by 

s ~ (sk, cp(s)). 

Composing this with 1T' gives the map t = sk, which proves (*)· The 
number k has yet another meaning: 

k = multp(C n Lq), 

where Lq := z V q is the "ray of projection" through p. If the center z 
is chosen off the bitangents and inflectional tangents of C, then k ::; 2. 
Hence the exceptional set M consists of exactly n(n- 1) points, and 
over each one lies a branch point of order 1. D 

9.8. The method of Section 9.7 can also be applied to a singular 
curve, but then computing the branching order v(x) is harder. We 
first treat the special case of a PlUcker curve (see Section 5.7), and 
use the class formula 

n* = n(n- 1)- 2d- 3s. 

Choose coordinates so that the center of projection z = (0 : 0 : 1) 
does not lie on any of the tangents to double points or cusps, and 
the tangents to smooth points Pl, ... ,Pn• E C pass through z. We 
compute vx(X) for xES. 

a) cp(x) 'f. SingC U {p1, ... ,Pn• }. Then vx(X) = 0, as in Section 9.7. 
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b) cp(x) E {p1, ... ,Pn• }. Again as in Section 9.7, vx(X) = 1. 

c) Let cp(x) be a simple cusp. Since the ray of projection L = zVcp(x) 
is not the cuspidal tangent, we get 

mult<p(x) (C n £) = 2, so Vx(X) = 1. 

d) Let cp(x) be a simple double point. Since the branch of Cat cp(x) 
corresponding to x cuts the ray of projection transversely, vx(X) = 0. 
We get 

v(x) = n* + s = n(n- 1)- 2(d + s). 

Substituting this into the Riemann-Hurwitz formula gives 

Clebsch's genus formula. A Plucker curve of degree n in IP'2 (C) 
with d + s singularities has genus 

g = t(n- l)(n- 2)- (d + s). 

Let cp : S --+ C be the desingularization of C. We used cp in 
Section 5.3 to construct a parametrization 

cp*: S--+ C* 

of the same curve, and it is easy to see that cp* is also a desingular­
ization. Thus C and C* have the same genus. With the notation of 
Section 5.7, we have another formula. 

Dual genus formula. A Plucker curve has genus 

g = ~(n*- 1)(n*- 2)- (d* + s*). 

Exercise. The genus of an irreducible curve C C IP'2 (C) of degree n 
satisfies the inequality 

g:::; t(n- 1)(n- 2). 
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9.9. Clebsch's formula can be interpreted to mean that ordinary 
double points and cusps are to be subtracted with weight 1 in the 
computation of the genus of a curve. Higher weights may have to be 
used for more general singularities. 

For a point p E C, we defined the order 

kp := ordp(C) 2:: 1 

in Section 3.3. p is singular if and only if kp 2:: 2; for simple double 
points or cusps, kp = 2. In Appendix 5 we will describe a finer 
invariant Cp E N, with the following properties: 

1) Cp 2:: kp(kp- 1), 

2) cp is an even number, 

3) a) Cp = 0 {=::::}pis smooth, 
b) cp = 2 if p is a simple double point or a simple cusp. 

This can be used to prove the following result (see Section A.5.4): 

Max Noether's genus formula. An irreducible algebraic curve 
C C IP2(C) of degree n has genus 

g=~ ((n-l)(n-2)- L:>P). 
pEG 

For Plucker curves, this is Clebsch's formula. 

Corollary. If LpEC kp(kp -1) = (n- l)(n- 2), then C is rational. 

We proved a simple special case of this in Proposition 3.3. 
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The Resultant 

A.l.l. In algebraic geometry, one often has to decide whether two 
polynomials have common zeros. The resultant can be used to read 
this off from the coefficients, without determining the zeros. At first 
this sounds like witchcraft. 

If A is a ring (commutative with 1), and if 

f = aoXm +···+am, g = boXn + · · · + bn E A[XJ, 

then the resultant of f and g is defined as 

am 

}nro= 
ao am 

R1,9 = det 
bo bn 

m rows 

bo bn 

By definition, Rt,9 EA. The importance of the resultant can be seen 
in the following theorem. 

181 
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Theorem. Let A be a unique factorization domain. Let f, g E A[X] 
be as above, with a0 =I 0 and bo =I 0. Then the following conditions 
are equivalent: 

i) f and g have a common factor of degree ~ 1 in A[X]. 

ii) RJ,g = 0 in A. 

Here the degree is always meant in terms of X, even when A 
itself is a ring of polynomials. We state the first step in the proof as 
a lemma. 

Lemma. If A is an integral domain, then the following conditions 
are equivalent: 

i) There exist r.p,'I/J E A[X] with (r.p,'I/J) =I (0,0), degr.p < degf, 
deg'ljJ <clegg, and 

'1/Jf + r.pg = 0. 

ii) RJ,g = 0 in A. 

Proof of the lemma. We may compute in the quotient field K of A 
because the coefficients of r.p and 'ljJ can be multiplied through by the 
common denominator. In the vector space V of polynomials of degree 
< m + n in K[X], we consider the elements 

xn-1 f, ... , Xf, f, xm-1g, ... 'Xg, g. 

The rows of the resultant matrix are the components of these vectors 
with respect to the basis xm+n-1, ... , X, 1 of V. Thus RJ,g = 0 
means that the vectors ( *) are linearly dependent: there is a nontrivial 
relation 

f..Loxn- 1 f + f..Ltxn-2 f + · · · + f..Ln-tf 

+.Aoxm-1g + .Atxm-2g + · · · + Am-1g = '1/Jf + r.pg = 0. D 

For the proof of the theorem, we use the fact that A is a unique 
factorization domain. With this hypothesis, the following are equiv­
alent: 

i) f and g have a common factor of degree~ 1 in A[X]. 

ii) There exist r.p, 'ljJ as above, with '1/Jf + r.pg = 0. 
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(i) => (ii). If h is such a common factor, then f = f1h and 9 = 91h, 
where f,9 E A[X], and we can set cp := !1, '1jJ := -91· 

(ii) => (i). We decompose the polynomials in f'lj; = -9cp into prime 
factors 

f1 · · · · · fr · '1f;1 · · · · · 'lj;k = -91 · · · · · 9s · 'P1 · · · · · cpz, 

where factors of degree 0 in X may occur. Up to units, the 91 , ... , 9s 
must also appear on the left-hand side. Since deg '1jJ < deg 9, at least 
one 9a with deg ~ 1 is a prime factor of f. D 

Prime factors are linear over C. This gives a corollary. 

Corollary. For f, 9 E C[X] with deg f, deg 9 ~ 1, the following are 
equivalent: 

i) f and 9 have a common zero. 

ii) R 1,9 = 0. 

A.1.2. An important special case of the resultant is the discrimi­
nant, which is obtained by letting 9 be the formal derivative of f. 
If 

f = anXn + · · · + a1X + ao, f' := nanxn-1 + · · · + a1 E A[X], 

then Dt := Ru' E A is called the discriminant of f. It is the 
determinant of a (2n - 1) x (2n - 1) matrix. If n · an =f 0 in A, we 
can apply Theorem A.l.1 to obtain another result. 

Corollary 1. Let A be a unique factorization domain with charac­
teristic 0, and let f E A[X], with deg f ~ 1. Then f has a repeated 
prime factor in A[X] if and only if D f = 0 in A. 

Proof. By Theorem A.l.l, Dt = 0 is equivalent to 

f = h ·f· and f' = h · 9 for some irreducible h. 

From f' = hf + h'f = h · 9 and deg h' < deg h, it follows that h is a 
divisor of J Hence h2 is a divisor of f. The converse is trivial. D 
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Corollary 2. For f E C[X), the following are equivalent: 

i) f has a multiple zero in C. 

ii) DJ = 0. 

For low degrees n, the discriminant can be computed explicitly: 

n=l,f=aoX+al, DJ=ao. 

n = 2, f = aoX2 + a1X + az, DJ = ao(4aoaz- aD. 

n = 3, f = aoX3 + a1X2 + azX + a3, 

DJ = ao(27a~a~- 18aoa1aza3 + 4aoa~ + 4a~a3- a~a~), 

or in "reduced form" 

f = X 3 + azX + a3, DJ = 4a~ + 27a~. 
It is easy to see that D f is a homogeneous polynomial of degree 2n -1 
in the coefficients of f. 

A.1.3. In the proof of Bezout's theorem (for instance), we need ad­
ditional information about the resultant of homogeneous polynomials 
with respect to a distinguished variable. 

Theorem. Let K be a field and A= K[Y1, ... , Yr]· Let f,g E A[X), 

where ao, bo =? 0, and a/1- and b ... are homogeneous of degrees J-L and v, 
respectively. Then either RJ,g E A is homogeneous of degree m · n or 

RJ,g = 0. 

Proof (following [Wa]). We use the familiar fact that a polynomial 
a E K[Y1, ... , Yr] is homogeneous of degree d if and only if 
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If we compute Rj,9 (TY1 , •.. , TYr), then the entries of the resultant 
are multiplied by the following powers of T: 

0 1 
0 

m 
m 

0 m 
0 n 

0 n 

0 n 

Multiplying the rows by the indicated powers ofT gives 

1: 1 2 m+1 
2: 2 m+1 m+2 

n: n 
1 : 1 n n+1 
2: 2 n+2 

m: m 1+m 

m+n 

n+m 

But we can also obtain this by multiplying the ith column of RJ,g 
by Ti. Thus, setting p = (1 + · · · + n) + (1 + · · · + m) and q = 
(1 + · · · + (m + n)), we have 

TP Rj,g(TY) = TqRj,g(Y), 

and the assertion follows because q - p = m · n. D 

A.1.4. The power of the resultant to detect common factors of poly­
nomials without finding them explicitly, which seems so mysterious 
at first, becomes obvious once we manage to split a given polynomial 
into linear factors by extending its ring of coefficients. This is crucial 
in Chapter 8. 
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Theorem. Let A be an integral domain, and let 

f = (X- c1) · ... · (X- Cm), g = (X- dl) · ... · (X- dn), 

m n 

RJ,g =II II (ci- di) = g(c1) · ... · g(cm)· 
i=1 j=1 

In particular, 

Corollary. For normalized polynomials h, h, g E A[ X], we have 

Rh·h.g = Rft,g · RJ,92 in A. 

Proof of the corollary. Apply the theorem in the common splitting 
field of h, h, g over the quotient field of A. 0 

Proof of the theorem. Consider the polynomials 

F := (X- Y1) · ... · (X- Ym) = xm + F1xm-1 + · · · + Fm, 

G := (X- Z1) · ... · (X- Zn) = xn + G1xn-1 + · · · + Gn 

in the ring Z[Y1, ... , Ym, Z1, ... , Zn, X]. Here the F~-' are the ele­
mentary symmetric polynomials in Y1 , ... , Y m and are homogeneous 
of degree J.Li the G., are the elementary symmetric polynomials in 
Z1, ... , Zn and are homogeneous of degree v. We define 

R := RF,G, s :=II (Yi- Zj)· 
i,j 

Both of these polynomials in Z[Y, Z] are homogeneous of degree m·n­
S by definition, and R by Theorem A.1.3. 

Now comes the trick that spares us a hard computation of deriva­
tives. If we substitute Zj for Yi, then F and G have a common linear 
factor. Hence R has a zero at Zj = Yi, and the division algorithm for 
polynomials shows that (Yi - Zj) is a divisor of R. We can do this 
for all i, j, so S is a divisor of R, and R = aS for some a E Z. The 
diagonal of RF,G gives the term 

(-l)m·n(z1 · ... · Zn)m. 

But this is also contained in S, so a = 1. The assertions follow by 
substituting Yi = ci and Zj = dj. 0 
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Exercise. The discriminant off= (X- c1) · ... ·(X- em) is 

DJ = IT(ci- Cj)· 
i#j 
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Appendix 2 

Covering Maps 

A.2.1. The maps we will briefly describe here were encountered in 
complex function theory in the nineteenth century. They later became 
a topic in topology (see [M], for instance). For our applications, it 
suffices to study topological spaces that are locally path-connected 
and Hausdorff These properties will always be assumed in what 
follows. With these assumptions, the notions of connectedness and 
path-connectedness coincide. 

Definition. Let <p : S --+ T be a continuous map. 

a) <p is called a local homeomorphism if for every point p E S there 
exist neighborhoods U of p and V of cp(p) such that 

cpiU: U--+ V is a homeomorphism. 

b) <p is called a covering map, or simply a covering, if for every point 
q E T there exists an open neighborhood V with the following prop­
erty: if <p- 1(V) = UiEI Ui is the decomposition into connected com­
ponents, then for every i E I the map 

cpiUi : Ui--+ V is a homeomorphism. 

It follows, in particular, that every such V is connected, <p -l ( q) =f. 
0, and every point p E <p- 1 (q) lies in exactly one Ui. The Ui can be 
imagined as sheets lying over V. We will see in Section A.2.3 that the 
number of sheets is independent of q when T is connected. 
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Figure A.2.1. Covering map 

Every covering map is obviously a local homeomorphism, but the 
converse is not true. In complex function theory, covering maps in 
the sense defined above are sometimes also called unbranched. 

Examples. a) L: C* ---+ C, z t-+ z, is a local homeomorphism but not 
a covering map. 

b) C ---+ C*, z t-+ ez, is an infinite-sheeted covering map. 

c) For k E N, k :2: 1, 

is a k-sheeted covering map. 

Remark 1. In topology, one computes a fundamental group 

1r1(C*)=Z 

and proves that, corresponding to the possible subgroups kZ C Z, 
k E N, the only coverings of C* for which S is connected are those 
given in (b) and (c). (See [M].) A similar result holds for punctured 
disks (with suitable radii) and the circle 

S1 = {z E C: izi = 1}. 

Up to now we have made no assumptions about the connectedness of 
SorT. 

Remark 2. Let <p : S ---+ T be a covering map, where T is connected, 
and let So C S be a connected component. Then 

<piSo : So ---+ T 

is a covering map. 
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Proof. For q E T, let V and cp- 1 (V) = UiEI Ui be as in the definition; 
let Pi E Ui, where cp(pi) = q. Let 

Io := {i E I: PiE So} and h =I\ Io. 

By the properties of a connected component, 

Ui c So for i E Io and Ui n So = 0 for i E h. 

The assertion follows immediately. 0 

A.2.2. It is often easy to check whether a map is a local homeomor­
phism. Sometimes one can conclude from this that it is a covering. 

Lemma. A proper map cp : S ----) T that is a local homeomorphism is 
a covering. 

Proof. The hypothesis of being proper means that if K C T is com­
pact, then cp- 1 (K) C S is also compact. In particular, this is true if 
Sis compact. A proper map is, in particular, closed. 

Let q E T and p E cp- 1 (q). There exists a neighborhood U in 
which cp is a homeomorphism. Hence cp- 1 (q) is discrete and also 
compact, so 

Let Uj and Vj be neighborhoods of PJ and q such that 

is a homeomorphism and U := U1 U · · · U Un. Since S \ U is closed, 
so is cp(S \ U) cT. Hence 

V := T \ cp(S \ U) 

is an open neighborhood of q, which we may assume to be connected 
(perhaps after shrinking), and cp- 1 (V) cU. Thus V has the desired 
properties. 0 
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A.2.3. The most important property of a covering map is that paths 
or, more generally, homotopies, can be lifted from T to S. 

Lifting theorem. Let a : I = [0, 1] ---. T be a path, with qo := a(O) 
and q1 := a(1), and let cp : S ---. T be a covering map. For any 
Po E cp-1(qo), there is exactly one path a: I---. S such that 

I T 

commutes and a(O) = Po· In particular, the endpoint P1 := a(1) E 

cp- 1(ql) is uniquely determined. 

Proofs can be found in [Fo2], [M] (for instance). 

Corollary. Let a : I ---. T be a path from qo = a(O) to q1 = a(1), 
and let cp : S ---. T be a covering map. Then the map 

cp-1(qo) ---t cp-1(ql), Pot-+ P1 = a(1), 

is bijective. In particular, all the fibers cp- 1(q) have the same number 
of points if T is connected. The number of points in a fiber is called 
the sheet number, or degree, of cp. 

For a closed path based at q E T, we obtain a permutation of 
cp-l(q). 

Since homotopic paths based at q give the same permutation, we 
obtain an action of 1r1(T, q) on cp- 1 (q). It is transitive if S is con­
nected. 

The simple proofs are left to the reader (see also [M]). 



Appendix 3 

The Implicit Function 
Theorem 

In Section 6.9 we saw that the Weierstrass preparation theorem is a 
generalization of the implicit function theorem. Nevertheless a direct 
proof of this special case is useful: it is much shorter and, in addition, 
gives a method for the recursive construction of a solution. This is 
an improvement over Section 6.8. 

Implicit function theorem. Assume that the convergent power 
series f E C(X1, ... , Xn, Y) has the properties 

8! 
f(O, 0) = 0 and aY (0, 0) ¥= 0. 

Then there is a unique series cp E C(X1, ... ,Xn) such that 

cp(O) = 0 and j(X1, ... , Xn, cp(X1, ... , Xn)) = 0. 

Geometrically, the series f defines an analytic set around the 
origin (0, 0) E C n x C. When n = 1 this is the germ of a curve, and 
the condition on the derivative means that this curve is smooth and 
has a nonvertical tangent at the origin. This excludes the cases in 
Figure A.3.1. 

The existence of cp means that the analytic set is the graph of a 
holomorphic function sufficiently close to 0 E C n; see Figure A.3.2. 

Proof [Wal]. In order to be able to apply the Banach fixed-point the­
orem, we have to construct a contracting operator. For this purpose 
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y y y 

X X X 

Figure A.3.1 

y 

X 

Figure A.3.2 

we replace 

by 

g(X, Y) := Y - J(X, Y) = L bvp.xvyp., 
a01 

where X = (X1, ... , Xn) and v = (v1, ... , vn) is a multi-index (Sec­
tion 6.2). Then, by definition, 

a01 =/= 0, boo = b01 = 0 and bvp. = - avp. otherwise. 
ao1 

We consider the maximal ideal m C C[X1 , ... , Xn] and the operator 

G: m ---7 m, <p(X) ~--------+ g(X, <p(X)), 
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defined by the substitution Y = rp(X). By definition of g we have 

f(X, rp(X)) = 0 {::::::::? g(X, rp(X)) = rp(X) 

for every rp E m. Hence we look for a convergent fixed "point" of G. 
The problem is to find a closed set in a Banach algebra, where G is a 
contraction. We use the Banach algebras defined in Section 6.4. 

Lemma. Assume that f is convergent for X = (r1, ... , rn) and 

Y = s, where 0 < ri, s E JR. Then we can find e = (e1. ... , en) and a 
such that 0 < fli < ri and 0 < a < s with the following property: If 

D := {u E Be nm: II u lle:5 a}, 

then G(D) CD, and G is a contraction on D. 

Obviously D is closed in Be, so the fixed-point theorem implies 
the existence of a unique rp E D with G(rp) = rp. This is the desired 
solution. D 

Proof of the lemma. For any e < r and a < s we define 

A:= L Jb~~ole", B := LJ.L ·lb"~-'le"a~-'- 1 . 
II 

These real numbers depend continously on e and a, and vanish at the 
origin. So we can first choose positive e and a such that B ::; ~ and 
then shrink e by keeping a fixed until A::; ~a. Now, if u, v ED and 
J.L EN, then 

JJu~'- v~-'lle ::; II u- v lie. JJ u~-'-1 + u~-'-2v + ... + v~-'-1 lie 

Hence 

:5 JJu- vile· (JJuJJ~- 1 + JJuJJ~-2 IIvlle + · · · + JJvJJ~- 1 ) 

:5 J.L · JJu- vllea~'- 1 . 

llGu- GvJJe :5 L llb"~-'X"(u~'- v~')JJe 

:5 L Jb"~-'J·IIXII~ ·llu~-'- v~'Jie 

:5 LJ.Llb"~-'le"a~-'- 1 ·JJu- vile 

= BJJu- vile :5 ~JJu- vile· 
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This proves that G is a contraction on B11 n m. If u ED, then 

II Guile :S IIG(O)IIe + IIGu- G(O)IIe 
:S IIG(O)IIe + ~u:::; A+ ~u:::; u. 

Hence Gu ED. D 

Once the existence of the solution as the fixed point of an operator 
is clear, it is easy to give a step-by-step construction of the power 
series. By the fixed-point theorem the iterated images of an arbitrary 
starting point converge to a fixed point. With the notation above we 
have the following 

Corollary. Define <po := 0 and 'Pk+l := Gcpk. Then the sequence 
( 'Pk)k converges formally to the solution cp. More precisely, 

cp - 'Pk E mk+l. 

Proof. We proceed by induction on k. The case k = 0 is clear, since 
cp Em. Now 

cp- 'Pk+l = cp- Gcpk = cp- g(X, 'Pk(X)) 

= g(X, cp(X))- g(X, 'Pk(X)) 

= L)..,ILX"'(cpll(X)- cpt(X)) 

= b..,ILX"'(cp- 'Pk)(cpll-1 + cpll-2'Pk + ... + 'Pt-1). 

For lvl 2:: 1 we have X"' E m. On the other hand, 

cpll-1 + cpll-2'Pk + ... + 'Pt-1 E miL-l . 

So if lvl = 0 we use boo = b01 = 0. Hence we are left with the 
case v 2:: 2 and the factor above is in m. In any case, 

k+2 cp - 'Pk+l E m . D 
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The Newton Polygon 

A.4.1. In the construction of the Puiseux series in Chapter 7, we 
used the carrier of a power series in two variables 

carr c~= a,..vX~-'Y") = { (p,, v) E N2 : a,..v =I 0} 

as just a set of lattice points in the plane. Now we will supplement 
this with a nice connection between the geometry of this set and the 
factorization of the series. We follow the presentation of B. Teissier, 
which can be found in [Che). 

To define the Newton polygon off E C[X, Y], we consider the 
lower convex hull of carr(!) in JR.+ x JR.+. This hull is constructed by 
placing supporting lines with slope ::; 0 from below (in the ordering 
of JR.); its boundary contains a compact polygonal arc, which is called 
the Newton polygon. 

v II 

J.l 

. r . . . . . 
+ i + + • • + 

+ i + 

+ i . + 

Figure A.4.1. Newton polygons 

J.l 
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In general, the Newton polygon consists of finitely many segments 
with negative rational slopes. But it can also degenerate to a single 
point, for instance when f is a unit (i.e. a00 =/:. 0). 

v 
+ + + + + • • + + 

I 
I 

+ + + .j. • + + + • i 
+ + + ·-·····+ .. ·······+ ···--· ··-···+--···-·+ 

+ + + + + + + + + 

Figure A.4.2. A degenerate Newton polygon 

Now we turn to the algebraic aspect. To do this, we consider the 
ring C[X*] (introduced in Section 7.12), which contains the solutions 
to the Puiseux problem, namely series with fractional exponents and 
rational orders. Everything else is based on the easy-to-see connection 
between slope and order: 

Proposition. Let f E C[X, Y] and t.p E C[X*], with [! := ord t.p > 0 
and f(X, t.p) = 0. Then the Newton polygon off contains a segment 
with slope -1/ [!. 

Thus the orders of all possible Puiseux parametrizations of f can 
be read off from the Newton polygon. 

Proof. If t.p E <C[X*], we set X = yn to avoid fractional exponents. 
Thus 

t.p = ATm + · · ·, where A E <C*, m = n[!. 

f(Tn, t.p) = 0 in <C[T], and in particular the term of lowest order in 
this series must vanish. To determine it, we can substitute ATm for 
t.p. Then 

f (Tn) ATm) = L a/1-vAvynJ.L+mv = yl L a/1-vAV + ... ) 
/1-,V n11-+mv=l 

where l := min{np, + mv: (p,, v) E carr(!)}. Thus A is a zero of the 
polynomial 

g(A) := L a/1-vAv. 
n11-+mv=l 
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Since >. =I= 0, g must have at least two nonzero coefficients. So there 
must be at least two points in the carrier of f that have distinct v 
and lie on the line nf..L + mv = l. By the minimality of l, this line 
contains a segment of the Newton polygon with slope -njm. 0 

The following is a simple geometric application. A convergent se­
ries f E C(X, Y) with f(O) = 0 determines the germ V(f). A smooth 
branch of this germ of a curve, if one exists, can be parametrized by 

X 1--) (X, cp(X)) or Y 1--) (1/;(Y), Y), 

where cp and 1/J are power series with integer exponents. Hence the 
Newton polygon off must have a segment with slope -1/m or -n, 
where m, n E N. If the tangent to the branch is not one of the 
coordinate axes, then the slope of the segment is -1. Unfortunately, 
this condition on the Newton polygon is only necessary, as is shown 
by the example 

J(X, Y) = X 3 - (X- Y) 2, Y = cp(X) =X+ X~ 

of a linearly transformed cuspidal cubic (but see Corollary 3 in Section 
A.4.2). As an exercise, consider the Newton polygons of the three­
and four-leaf clovers of Section 3.3. 

In Section 7.6 we used the quasi-homogeneous initial polynomial 
to construct the Puiseux series. This corresponds to the steepest seg­
ment of the Newton polygon. We can now show that it is possible 
to start with an arbitrary segment of the Newton polygon. If the 
slope equals -n/m, the series has order mjn. The initial term is 
constructed as in the remark above; the iteration is even more com­
plicated than in Section 7.6 (see [Bu] or [Che], for instance). If the 
series one starts with is a Weierstrass polynomial, the iteration is 
much simpler (see Corollary 2 in Section A.4.2). 

A.4.2. The connection between geometric properties of the Newton 
polygon and algebraic properties of the power series is especially easy 
to see after one has applied the preparation theorem to the power 
series; that is, when it is assumed to be a Weierstrass polynomial. 

Let f E C(X) [Y] be a Weierstrass polynomial of degree k > 0 
that does not have Y as a divisor. We factor f as in the complement 
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in Section 7.12, and arrange the roots of f in C[X*] according to 
their orders: 

where 

{}j = ord cpj,i for i = 1, ... , kj, and {h > [!2 > · · · > fll > 0. 

Then k = k1 + · · · + k1. If g is an irreducible factor of f, then 
g divides exactly one fJ because all the roots of g have the same 
order by Corollary 7.10. Thus the factorization(*) off is cruder in 
general than the factorization into irreducible factors. Unfortunately 
not equal, but still comparable. And the characteristic numbers kj 

and {!j can be read off with the naked eye from the Newton polygon: 

Theorem. Let f E C(X)[Y) be a Weierstrass polynomial that is 
factored as in ( *) and not divisible by Y. Then the Newton polygon 
off consists of segments S1, ... , S1; for j = 1, ... , l, the slopes of 
these segments are -1/ {}j and the heights (i.e. the projections on the 
vertical v-direction) are kj. 

Corollary 1. The Newton polygon of an irreducible Weierstrass poly­
nomial consists of a single segment. 

Hence reducibility-but unfortunately not irreducibility!-can 
often be seen immediately. (Example: f = X 2 - Y 2 .) 

Corollary 2. Let f E C(X)[Y] be a Weierstrass polynomial, and 
-1/ {! the slope of a segment of its Newton polygon. Then there exists 
a convergent cp E C[X*] such that f(X, cp(X)) = 0 and ordcp =fl. 

Proof. All possible solutions cp of the Puiseux problem appear in the 
decomposition(*)· 0 

Corollary 3. If the Newton polygon of a Weierstrass polynomial has 
a segment of height 1, then the germ V(f) has a smooth branch. 

Proof. This segment corresponds to an irreducible factor of f in 
C(X)[Y] that is linear in Y. 0 
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More generally, the heights k1 , ... , kt permit an estimate of the 
degrees of the irreducible factors of f. This can be used to advantage 
in the theory of singularities; an explanation is given in [B-K]. 

For the proof of the theorem, we construct the carrier of f recur­
sively from linear factors of the form Y- t.p, where t.p E C[X*]. As 
intermediate steps, series in C[X*][Y] appear whose carriers (more 
generally than in Section 7.3) are subsets of Q x N. 

The most elementary step is the following. If ord t.p = (2 E Q and 
g = xcryn' where (a, n) E Q X N, then the carriers of (Y- t.p), g, and 
(Y - t.p) · g look like this: 

v v v 
+++++++++ 

+ }u:~+}) • + + + + 

Figure A.4.3. The carriers of (Y- cp), 9, and (Y- cp) · 9 

In particular, the Newton polygon of Y- t.p consists of a single seg­
ment. Now let g E C[X*][Y] be general in Y of order k'. Suppose 
S' is the steepest segment of the Newton polygon of g, and let its 
slope be -1/Q'. We examine the Newton polygon of (Y- t.p) · g if 
0 < ord t.p = (2 :::; (2'. 

v 
+ + + + + + + + + + 

+ + + + + + + + 

k' + + + + + + + + + + + + 

+ + 

+ + 

+ + 

+ + + 

+ + + 

+ + 

r J.L 

Figure A.4.4. Newton polygon of 9 
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To determine the Newton polygon we can replace <p by the initial 
term >.xe, where ).. "I 0. It is easy to see from the pictures that the 
Newton polygon of g is shifted (2 units to the right. 

1/ 
+ + + + + + + + + + + + 

k'+l + + + + + + + + + + + + 

+ + 

+ + 

+ + 

+ + 

+ + 

+ + 

+ + 

Figure A.4.5. Newton polygon of (Y- cp) ·gin the case e = e' 

When (2 = (21 , the upper left-hand segment S' is stretched as shown; 
when (2 < (21 , a steeper segment S" is added. 

1/ 
+ + + + + + + + + + + + 

+ + + + + + + + + + + + 

+ + + + + + + + + + 

+ + + + + + + + + + + 

+ + + + + + + + + + + 

+ + + + 

+ + + + 

+ + + + 

+ + + + 

r+e f-L 

Figure A.4.6. Newton polygon of (Y- cp) · g in the case e < e' 
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Thus the recursion is clear: we have the orders 

{h > fl2 > ... > fll > 0, 

and construct f in the corresponding order from the linear factors. 
This determines the form of the Newton polygon. 0 
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A Numerical Invariant 
of Singularities of 
Curves 

A.5.1. Two germs of curves at the origin in C2 (see Section 6.12) 
are called analytically equivalent if one can be mapped to the other 
by a map that is biholomorphic in a neighborhood of the origin. For 
two curves C and C', this also defines analytic equivalence at points 
p E C and p' E C'. If p and p' are smooth points, then they are always 
equivalent in this sense; otherwise we speak of analytically equivalent 
singularities. 

Proving that two singularities are equivalent, or even classifying 
all possible singularities up to equivalence, is a very hard problem. 
It may be easier to show non-equivalence by using suitable analytic 
invariants. The simplest invariants are natural numbers, such as the 
order (introduced in Section 3.3) or the number of local branches 
(Section 6.14). In contrast, note that the degree of the whole curve 
is a global invariant but not a local invariant at a point. 

Among the many numerical invariants of singularities is one that 
is particularly useful because it can be used to measure the effect 
of the singularity on the class and genus of the curve-that is, to 
generalize the formulas of Plucker and Clebsch. We describe it in this 
appendix. Our presentation is based primarily on [Na] and [Ki]. 
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A.5.2. We consider the following situation. Let C = V(f) be a 
germ of a curve at the origin 0 of C2 , where f E C(X, Y) is minimal. 
Let the decomposition into branches be 

C = C1 U···UCs. 

FUrther, let L C C2 be a line through 0, parametrized by 

T ~(aT, bT), (a: b) E IP'!(C). 

Its point at infinity in IP'2(C) is 

q = (0: a: b) E L. 

For the germ C and this point q, we can define 

( of of) PqC := V a oX +boY 

to be the germ of a polar, just as we did for algebraic curves. As in 
Section 4.2, we see that it has no branch in common with C if L is 
not a branch of C. The following statement about the intersection 
multiplicities of germs at the origin is crucial for the definition of the 
desired invariant. 

Lemma. Suppose that the branch Ci of C is not a line, and q is a 
point at infinity of the line L through 0. Then the integer 

mult(Ci, PqC)- mult(Ci, L) 

is independent of the choice of the line L. In particular, mult(Ci, PqC) 
is independent of q if q is not on the tangent to ci. 

Proof. First we consider the two lines 

V(X) and V(Y) 

and the polars 

v(;?) and v(g{). 
If the branch Ci has a Puiseux parametrization 

T ~ (cp(T), '1/J(T)), 

then, by 8.3 (5), 

mult(Ci, V(X)) = ordrcp and mult(Ci, V(Y)) = ordr'l/J. 
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Moreover, by Section 8.4, 

mult ( Ci, v(;t)) = ordr ;t(\P(T),~(T)), 

mult ( Ci, V ( ;{)) = ordr :{ (\P(T), ~(T)). 
Differentiating f(\P(T),~(T)) = 0 with respect toT gives 

of d\t} of d~ 
ax(\P,~) · dT + ay(\P,~) · dT = 0· 

Hence 
of of 

ordr oX + ordr\P = ordr oY + ordr~· 
Now we can assume that V(Y) is the tangent to Ci. By Section 8.1, 

k := ordr\P < ordr~ =: r. 

Comparing a point q = (0 : a : 1) and the line L with the point 
p = (0 : 1 : 0) and the line V(Y), we have 

k = mult(Ci,L), r = mult(Ci, V(Y)). 

It follows from ( *) and ( **) that 

of of ( of of) of 
ordr oY < ordr oY so ordr a oX + oY = ordr oY. 

Using(*) again gives 

mult(Ci, PqC)- mult(Ci, L) = mult(Ci, PpC)- mult(Ci, V(Y)). D 

Definition. As above, let C = C1 U · · · U Cs be a germ of a curve, 
decomposed into branches, and let L be a line through 0 with point 
at infinity q. For i = 1, ... , s, let 

ci := mult(Ci, PqC)- mult(Ci, L) + 1, 

C := C1 + · · · + Cs· 

Examples. a) If C is smooth, then s = 1 and c = 0. 

b) For a simple double point, s = 2; if L is not tangent to either 
branch, then 

mult(Ci, PqC) = 1, mult(Ci, L) = 1, so Ci = 1 and c = 2. 
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c) For a simple cusp, s = 2; if L is not the cuspidal tangent, then 

mult( C, PqC) = 3, mult( C, L) = 2, so c = 2. 

The following theorem gives the simplest properties of this num­
ber c for a germ of a curve. 

Theorem. Let C = C1 u · · · U Cs be a germ of a curve at 0, de­

composed into branches, and let c = c1 + · · · + C8 be defined as above. 
Then c has the following properties: 

1) c is invariant under linear changes of coordinates. 

2) If L is not tangent to any branch of C, then 

c = mult(C, PqC)- ord C + s. 

3) c ~ 0. 

4) c = 0 if and only if C is smooth at 0. 

Proof. (1) follows from the invariance of intersection numbers un­
der these changes of coordinates; (2) follows from the additivity of 
intersection numbers and orders. 

The rest of the proof is a triviality for Weierstrass and Puiseux. 
We choose coordinates so that no branch has a vertical tangent. Then 
C is described by a Weierstrass polynomial 

f(X, Y) = yk + a1(X)Yk-l + · · · + ak(X), 

and considering the homogeneous initial form of f shows that 

ord aj ~ j for j = 1, ... , k. 

If this series is minimal in the sense of Section 6.14, then 

f = h · · · · · fs, 

where the fi are distinct Weierstrass polynomials of degree ki = 
ordCi and 

k = k1 + · · · + k 8 • 

For each branch Ci = V(/i) there is a Puiseux parametrisation 

Tl--) (Tk;,cpi(T)), where ordrcpi ~ ki. 
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(See Section 8.1.) We have 

:t = kYk-l + (k- 1)al(X)Yk-z + · · · + ak-l(X). 

Substituting and considering the orders, we see that 

ordr :t (Tk;, cpi(T)) ~ ki(k- 1). 

Thus ci ~ ki(k- 2) + 1 and c ~ k(k- 2) + s. (3) and (4) follow. D 

Exercise. Give the singularities when c = 2. 

We prove a better estimate for c in Section A.5.5. The following 
result is much more difficult. 

Gorenstein-Rosenlicht theorem. Let C = V(f) be a germ of a 
curve, where f E C(X, Y) is minimal, and let R be the integral closure 
of the ring 

R = C(X, Y)/(f). 

Then c = 2dimc(R/R). 

In particular, c is an even number and an analytic invariant. 

For the proof, see [Go] and [Ko2]. Because of this theorem, the 
invariant 

o := ~c 

is usually used instead of c; this is sometimes called the degree of the 
singularity. It can be described differently through so-called monoidal 
transformations, with which the singularities of a germ of a curve can 
be resolved. Resolving singularities in this way produces a "tree," 
which is planted at p and terminates in smooth points q1 , ... , q8 

(where s = the number of branches). Altogether, it contains points 
Pl, ... ,Pt (including p and q1, ... , q8 ). These are called infinitely near 
points, and they have orders k1, ... , kt, where ord qi = 1. Then 

t 

c = Lkj(kj -1). 
j=l 

A proof of this equality, which also clarifies the Gorenstein-Rosenlicht 
theorem, can be found in [Ha], Example V.3.9.3. 
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Much historical information about the invariant 6 can be found 
in [A2]; a description via the semigroup of a singularity is given in 
[Ku]. 

A.5.3. If C C JP>2(C) is again a globally defined algebraic curve, 
then for every point p E C we can consider the germ and also the 
invariant Cp EN, as in Section A.5.2. Since Cp was defined by means 
of a polar, it is hardly surprising that we can use it to generalize 
Plucker's class formula. 

General class formula. Let C C JP>2(C) be irreducible of degree 

n:;::: 2. Let 

Then 

n* = class of C, 

kp = order of C at p, 

Sp = number of branches of C at p. 

n* = n(n- 1)- L (cp + kp- sp)· 
pESingC 

Proof. We use the technique of Section 5.9 again. In addition, we 
choose coordinates in JP>2(C) so that through q = (0 : 0 : 1) there pass 
exactly n* tangents through smooth points of C, and no tangent to 
a singular point passes through q. By Bezout's theorem, 

n(n- 1) = n* + L multp(C n PqC). 
pESingC 

By Section A.5.2 it follows that 

We should not neglect to mention that 

{ 
2+2-2=2 

Cp + kp- Sp = 
2+2-1=3 

if p is a simple double point, 

if p is a simple cusp. 

D 
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A.5.4. The proof of Clebsch's genus formula for Pli.icker curves in 
Section 9.8 used Plucker's class formula. With the general class for­
mula and the invariant cp, the method of projection to JP>z(C) gives 
the following formula, which was announced in Section 9.9: 

g=~((n-1)(n-2)- L cp)· 
pESingC 

For the proof, we proceed as in Section 9.7 and use the maps 

cp 
S C c JP>z(C) 

~!· 
JP>l (C)) 

where cp is a resolution of singularities and 1r is the projection with 
center (0: 0: 1). Under the hypotheses of Section 9.7, the branching 
order of X is 

v(x) = n* + L (kp- sp)· 
pESingC 

We need only prove this formula. For then, using the class formula 
A.5.3, we have 

v(x) = n(n- 1) - L cp, 
pESingC 

and the formula above for g follows from the Riemann-Hurwitz the­
orem (Section 9.6). 

To prove ( *) we compute the contribution of the singularities to 
the branching order. If p E Sing C, then 

cp-1(p) = {x1, ... , X 8 v}, 

and to every Xi there corresponds a branch Ci of the germ of C at 
p. We can change coordinates so that p = (1 : 0 : 0). Since cp is 
constructed by means of Puiseux parametrizations, we can choose a 
COordinate t around Xi SO that the parametrization of Ci is described 
by 
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Thus x is described around Xi by 

t t--+ tk', so vx, (x) = ki - 1. 

The total contribution of p to the branching order is 

s, 

2)ki - 1) = kp- Sp. D 
i=l 

The inflection point formula, like the class formula, can be gen­
eralized to curves with arbitrary singularities. The interested reader 
may consult [B-K]. 

A.5.5. The estimate for the invariant c proved in Section A.5.3 is 
very weak. In particular, it gives no information about how c behaves 
with respect to the simplest local invariant, the order. We will work 
this out now. 

Theorem. If Cis a germ of a curve with order k, then c ~ k(k -1). 

Proof (see [Na]). As in the proof of Theorem A.5.2, we use the 
minimal Weierstrass polynomial 

f = !1 · ... · fs of degree k = k1 + · · · + k8 • 

For each i E { 1, ... , s}, it suffices to show that 

The assertion will follow by adding these inequalities. 

To prove(*) we choose coordinates (X, Y) so that the tangent to 
the branch Ci is horizontal (i.e. the tangent is V(Y)), and no branch 
has a vertical tangent. By Section A.5.2, 

Ci = mult(Ci, PqC)- ki + 1, 

where q := (0 : 0 : 1) and L = V(X). Thus it suffices to prove that 

By Puiseux, the branch Ci is parametrized by 

T t--+ (Tk', cp(T) ), where ordrcp ~ ki + 1. 
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(See Section 8.1.) Now we consider the Newton polygon off (see 
Section A.4.2). Its vertices are contained in 

{ (J.L, v) E N2 : J.L + v ?:. k} 

because no branch of C has a vertical tangent. Hence the coefficients 
aj(X) off satisfy 

ordxaj ?:. j for j = 1, ... , k. 

Since ordrrp ?:. ki + 1, the Newton polygon contains a segment of 
height ki and slope{!, where -1 < e < 0. Thus we even have 

ordxaj ?:. j + 1 for k- ki < j :::; k. 

v 
+ + + + + + + + + + + 

k + + + + + + + + + + + 

+ + + + + 

+ + + + + 

+ + + + + 

+ + + + + 

+ + + + + 

f..l 

Figure A.5.1. Bound for the carrier off 

Now, 

mult(Ci, PqC) = ordr :t (Tk;, rp(T)). 

The orders of the summands can be estimated by 

d Y k-j-1 > { kki + k- j- 1 - ki if 0 :::; j :::; k- ki, 
or raj 

- kki + k - j - 1 otherwise. 

The minimum value of the lower bound is kki -1 for j = k- ki. This 
proves(**). 0 

For simple double points and simple cusps, c = k(k -1) = 2. The 
cases for which the inequality above is sharp can be given explicitly 
(see [Na], 2.1.5). 
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A.5.6. By definition, the invariant c depends not only on the sin­
gularities of the individual branches but also on the relative positions 
of the branches. To get a more detailed picture, we consider a few 
more examples. 

Examples. a) As in Section 8.1, we consider the irreducible germ 

C = V(Yk - xr), 

with relatively prime k, r, and 1 ~ k < r. Then ordC = k. The 
parametrization 

gives 
c = r(k- 1)- k + 1 = (r- 1)(k- 1). 

Thus, by a suitable choice of k and r, we can spread the a priori 
inequalities 

0 ~ k(k- 1) ~ c 

arbitrarily far apart. 

b) If c = cl u c2 consists of two smooth branches, then k = 2. If 
the two tangents are distinct (ordinary double point), then c = 2 as 
well. For instance, if 

C = V(h) U V(h) = V(Y- Xr) u V(Y + X 5 ), where 2 ~ r ~ s, 

then V(Y) is the common tangent, and 

c = 2r, so 2 = k(k- 1) <c. 

In this case, the invariant 8 = ~c is equal to the intersection multi­
plicity of the two branches. 

c) The case of two branches as in Example (a) is left to the reader as 
an exercise. 

In the following figures, 11. = ~k(k - 1) and 8 = ~c. A look at 
these figures makes it clear yet again how little of the intricacy of a 
singularity can be seen in the real plane. For the examples in (a), 
the parametrization can be restricted to 8 1 c C. The image of 8 1 in 
81 X 81 C C2 is a so-called torus knot, which appears as the boundary 
of a neighborhood of the singularity (see [B-K]). Only two of its points 
can be seen in the real plane. 
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V(Y 2 - X 3 ) 

~;:=6=1 

V(Y 3 - X 4 ) 

~;:=6=3 

V(Y4 - X 11 ) 

K. = 6, 6 = 15 

V(Y 2 - X 5 ) 

"= 1, {j = 2 

V(Y3- XI D) 
"= 3, 6 = 9 

V(Y 5 - X 9 ) 

K. = 10, 6 = 16 

V(Y 2 - X 11 ) 

"= 1, {j = 5 

V(Y 4 - X 5 ) 

~;:=6=6 

V(Y9- XIO) 
K. = 6 = 36 

Figure A.5.2. Irreducible germs with relatively prime expo­
nents (Example (a)) 
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V((Y - X 2 )(Y + X 2)) 

K = 1, 6 = 2 
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V((Y- X 3 )(Y + X 3 )) 

K = 1, 6 = 3 

I 

I 
I I 

V((Y- X 6 )(Y + X 6 )) 

K = 1, 6 = 6 
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I 
I 

V((Y - X 2 )(Y + X3 )) 

K = 1, 6 = 2 

I 
I 
I 

V((Y- X 3 )(Y + X 1 )) 

K = 11 6 = 3 

I 
I 

I I 

V((Y - X 6 )(Y + X 8 )) 

K = 1, 6 = 6 

I 
I 

I I 

V((Y- X 2 )(Y + xs)) 
K = 1, 6 = 2 

I 

V((Y - X 3 )(Y + X 8 )) 

K = 1, 6 = 3 

I 
I 
I 
I I 

V((Y - X 8 )(Y + X 8 )) 

K = 1, 6 = 8 

Figure A.5.3. Each picture shows two smooth branches with 
a common tangent V(Y) (Example (b)) 



Appendix 6 

Harnack's Inequality 

A.6.1. We saw at the beginning of Chapter 1 that a satisfactory 
theory of plane curves becomes possible only if complex zeros are also 
taken into consideration. It is especially pleasant when one can draw 
conclusions from them about the original real curve. Unfortunately 
such cases are rather rare. The last part of this book is intended to 
provide at least one nice example of this type. 

Let 

be a homogeneous polynomial. Its zero set is a cone V(F) c IR3, 
which corresponds to a real algebraic curve 

C = {(xo : x1 : x2) E IP'2(IR) : F(x) = 0}. 

We assume it is smooth; that is, at every point of C, the homogeneous 
gradient ofF does not vanish (see Section 3.6). Then Cis a compact 
one-dimensional differentiable manifold, and by a well-known theo­
rem from real analysis [Mi] every connected component C' c C is 
homeomorphic to 81 • We call C' an oval if its preimage in 82 under 
the canonical covering map 82 ~ IP'2(1R.) splits into two components. 

Exercise. If n is even, then all the components of C are ovals. 

If n is odd, then exactly one component of C is not an oval. 
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The ovals in IP'2(JR.) are null-homotopic; every non-oval component 
represents the generator of 7r1(IP'2(JR.)) = Z/2Z. 

A.6.2. What is the maximum possible number of connected com­
ponents? This question is answered by the following result. 

Harnack's inequality. Let C c JID2(JR.) be a smooth algebraic curve 
of degree n, and let r be the number of connected components. Then 

r ~ ~(n- 1)(n- 2) + 1. 

This was first published by Harnack in 1876 [H]. A proof using meth­
ods of real algebraic geometry can be found in [B-C-R]. But it can 
also be derived from the genus formula of Section 9.7. We follow the 
presentation of [Sh] (see also [We]). It would go far beyond the scope 
of this book to introduce the necessary topological techniques here. 
We only note what is used. 

Consider the complex projective curve 

S = V(F) c JID2(1C) 

corresponding to the given real polynomial F. To simplify the proof 
we suppose S is smooth, and thus a Riemann surface. (Singularities 
of S cause additional problems in constructing the triangulation and 
the intersection form.) Complex conjugation in C yields a homeo­
morphism 

r': IP'2(1C)---+ IP'2(1C), (xo: x1 : x2) t-+ (xo: x1: x2), 

whose fixed-point set is JID2(JR.). Now, r'(S) = S because F has real 
coefficients, so C c IP'2(JR.) is the fixed-point set of 

r := r'IS: s---+ s. 

Let g be the genus of S. By Section 9.4, it suffices to prove the 
inequality 

r~g+l. 

The following figure makes this relationship between r and g seem 
plausible: 
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~ g=6 

Figure A.6.1. Intersection of a "real" plane with a surface 
of genus g 
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For every triangulation of S we have the following vector spaces, over 
an arbitrary field IF and for i = 0, 1, 2: 

For k = 1, 2, let 

Bi c Zi c Ki, where 

Ki denotes the i-chains, 

zi the i-cycles, and 

Bi the i-boundaries. 

8i : Ki --) Bi-1 

be the boundary operator. Fork= 0, 1, 2, 

is the ith homology group of S with coefficients in IF. It is known from 
topology that this is independent of the choice of triangulation, and 
that 

(1) dimH1(S,IF) = 2g, dimH2(S,IF) = dimZ2 = 1. 

Now, starting with a triangulation of the real curve C by 0- and 1-
simplices and ensuring that the conjugates of 2-simplices in S are 
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2-simplices in S, we construct a 7-invariant triangulation of S with 
the following properties: 

(2) Fori= 0, 1, 2, the homeomorphism 7 induces isomorphisms 

7i : Ki ---+ Ki 

that are compatible with the boundary operators. We denote the 
7-invariant chains by K[ C Ki. 

(3) Let Zl, ... ) Zr E zl be the 1-cycles generated by the connected 
components of C, and let V c Z1 be the subspace they span. Then 

8K2 n v = {o} 

if char IF = 2. This means that no cycle ze can appear as the boundary 
of a 7-invariant 2-cycle. 

Figure A.6.2. T-invariant cycle 

Another tool we will need from topology is the intersection form 

a : H1 (S, IF) x H1 (S, IF) ---+ IF. 

This is an alternating bilinear form. 

For two homology classes, a counts (with weights in IF) the points 
of intersection of representative 1-cycles. If h1 , ... , h29 is a basis, then 

det(a(hi, hj))i,j =f. 0. 

A subspace W C H 1 (S, IF) is called isotropic if a( w, w') = 0 for all 
w, w' E W. It is known from linear algebra that this implies 

dim W ~ !dimH1 (S,IF) =g. 

Now let 
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be the canonical homomorphism, and let W = e(V). Since the cy­
cles z1, ... , Zr are pairwise disjoint and each can be replaced by a 
homologous one with no self-intersections, W is isotropic. Hence 

( 4) dim e(V) S g. 

A.6.3. With all these techniques available, the proof of the inequal­
ity ( *) is a pure pleasure. We use the little field IF = Z/2Z. It must 
be shown that 

dimJF.V S g + 1, 

and because of the equation 

dim V =dim e(V) + dim(V n ker e) 

and ( 4), it suffices to prove that 

dim(V n ker e) S 1. 

Over IF, this means that if two elements satisfy 

o =1- b, b' E V n ker e = V n B1 , 

then b = b'. Take k, k' E K 2 such that 

b = 8k and b' = 8k'. 

Since V c Z[, it follows that 

8k=b=rb=r8k=8rk, so 8(k+rk)=O and k+rkEZ2. 

Hence k+rk =1- 0, because otherwise k E Kf and, by (3), 8k = b = 0. 
Similarly, k' + rk' =1- 0. Since dim Z2 = 1, it follows that 

k + rk = k' + rk', so r(k + k') = k + k' and k + k' E K2. 

Again because of (3), it follows that 

b+b'=8(k+k')EVn8KL so b=b'. D 

Examples of curves with the maximum number of connected com­
ponents were already constructed by Harnack [H] (see also [B-C-R]). 
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