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Preface

The third edition differs from the previous two in some fairly minor corrections
and a number of additions. Both of these are based on remarks and advice from
readers of the earlier editions. The late B.G. Moishezon worked as editor on the
first edition, and the text reflects his advice and a number of his suggestions. I was
equally fortunate with the editor of the second edition, V.L. Popov, to whom I am
grateful for a careful and thoughtful reading of the text. In addition to this, both the
first and the second edition were translated into English, and the publisher Springer-
Verlag provided me with a number of remarks from Western mathematicians on
the translation of the first edition. In particular the translator of the second edition,
M. Reid, contributed some improvements with his careful reading of the text. Other
mathematicians who helped me in writing the book are mentioned in the preface to
the first two editions. I could add a few more names, especially V.G. Drinfeld and
A.N. Parshin.

The most substantial addition in the third edition is the proof of the Riemann–
Roch theorem for curves, which was merely stated in previous editions. This is
a fundamental result of the theory of algebraic curves, having many applications;
however, none of the known proofs are entirely straightforward. Following Parshin’s
suggestion, I have based myself on the proof contained in Tate’s work; as Tate wrote
in the preface, this proof is a result of his and Mumford’s efforts to adapt the general
theory of Grothendieck residues to the one dimensional case. An attractive feature
of this approach is that all the required properties of residues of differential follow
from unified considerations.

This book is a general introduction to algebraic geometry. Its aim is a treatment
of the subject as a whole, including the widest possible spectrum of topics. To judge
by comments from readers, this is how the previous editions were received. The
reader wishing to get into more specialised areas may benefit from the books and
articles listed in the bibliography at the end. A number of publications reflecting the
most recent achievements in the subject are mentioned in this edition.

V
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From the Preface to the Second Edition (1988)

The first edition of this book came out just as the apparatus of algebraic geometry
was reaching a stage that permitted a lucid and concise account of the foundations
of the subject. The author was no longer forced into the painful choice between
sacrificing rigour of exposition or overloading the clear geometrical picture with
cumbersome algebraic apparatus.

The 15 years that have elapsed since the first edition have seen the appearance
of many beautiful books treating various branches of algebraic geometry. However,
as far as I know, no other author has been attracted to the aim which this book set
itself: to give an overall view of the many varied aspects of algebraic geometry,
without going too far afield into the different theories. There is thus scope for a
second edition. In preparing this, I have included some additional material, rather
varied in nature, and have made some small cuts, but the general character of the
book remains unchanged.

The three parts of the book now appear as two separate volumes. Book 1 cor-
responds to Part I, Chapters 1–4, of the first edition. Here quite a lot of material
of a rather concrete geometric nature has been added: the first section, forming a
bridge between coordinate geometry and the theory of algebraic curves in the plane,
has been substantially expanded. More space has been given over to concrete alge-
braic varieties: Grassmannian varieties, plane cubic curves and the cubic surface.
The main role that singularities played in the first edition was in giving rigorous
definition to situations we wished to avoid. The present edition treats a number of
questions related to degenerate fibres in families: degenerations of quadrics and of
elliptic curves, the Bertini theorems. We discuss the notion of infinitely near points
of algebraic curves on surfaces and normal surface singularities. Finally, some ap-
plications to number theory have been added: the zeta function of algebraic varieties
over a finite field and the analogue of the Riemann hypothesis for elliptic curves.

Books 2 and 3 corresponds to Parts II and III, Chapters 5–9 of the first edition.
They treat the foundations of the theory of schemes, abstract algebraic varieties and
algebraic manifolds over the complex number field. As in the Book 1 there are a
number of additions to the text. Of these, the following are the two most important.
The first is a discussion of the notion of moduli spaces, that is, algebraic varieties
that classify algebraic or geometric objects of some type; as an example we work
out the theory of the Hilbert polynomial and the Hilbert scheme. I am very grateful
to V.I. Danilov for a series of recommendations on this subject. In particular the
proof of Theorem 6.7 of Section 4.3, Chapter 6, is due to him. The second addition
is the definition and basic properties of a Kähler metric and a description (without
proof) of Hodge’s theorem.

For the most part, this material is taken from my old lectures and seminars, from
notes provided by members of the audience. A number of improvements of proofs
have been borrowed from the books of Mumford and Fulton. A whole series of
misprints and inaccuracies in the first edition were pointed out by readers, and by
readers of the English translation. Especially valuable was the advice of Andrei
Tyurin and Viktor Kulikov; in particular, the proof of Theorem 4.13 was provided
by Kulikov. I offer sincere thanks to all these.
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Many substantial improvements are due to V.L. Popov, who edited the second
edition, and I am very grateful to him for all the work and thought he has put into
the book. I have the pleasure, not for the first time, of expressing my deep gratitude
to the translator of this book, Miles Reid. His thoughtful work has made it possible
to patch up many uneven places and inaccuracies, and to correct a few mathematical
errors.

From the Preface to the First Edition (1972)

Algebraic geometry played a central role in 19th century math. The deepest results
of Abel, Riemann, Weierstrass, and many of the most important works of Klein and
Poincaré were part of this subject.

The turn of the 20th century saw a sharp change in attitude to algebraic geometry.
In the 1910s Klein1 writes as follows: “In my student days, under the influence of the
Jacobi tradition, Abelian functions were considered as the unarguable pinnacle of
math. Every one of us felt the natural ambition to make some independent progress
in this field. And now? The younger generation scarcely knows what Abelian func-
tions are.” (From the modern viewpoint, the theory of Abelian functions is an an-
alytic aspect of the theory of Abelian varieties, that is, projective algebraic group
varieties; compare the historical sketch.)

Algebraic geometry had become set in a way of thinking too far removed from
the set-theoretic and axiomatic spirit that determined the development of math at
the time. It was to take several decades, during which the theories of topological,
differentiable and complex manifolds, of general fields, and of ideals in sufficiently
general rings were developed, before it became possible to construct algebraic ge-
ometry on the basis of the principles of set-theoretic math.

Towards the middle of the 20th century algebraic geometry had to a large extent
been through such a reconstruction. Because of this, it could again claim the place
it had once occupied in math. The domain of application of its ideas had grown
tremendously, both in the direction of algebraic varieties over arbitrary fields and
of more general complex manifolds. Many of the best achievements of algebraic
geometry could be cleared of the accusation of incomprehensibility or lack of rigour.

The foundation for this reconstruction was algebra. In its first versions, the use of
precise algebraic apparatus often led to a loss of the brilliant geometric style char-
acteristic of the preceding period. However, the 1950s and 60s have brought sub-
stantial simplifications to the foundation of algebraic geometry, which have allowed
us to come significantly closer to the ideal combination of logical transparency and
geometric intuition.

The purpose of this book is to treat the foundations of algebraic geometry across
a fairly wide front, giving an overall account of the subject, and preparing the ground

1Klein, F.: Vorlesungen über die Entwicklung der Mathematik im 19. Jahrhundert, Grundlehren
Math. Wiss. 24, Springer-Verlag, Berlin 1926. Jrb. 52, 22, p. 312.
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for a study of the more specialised literature. No prior knowledge of algebraic ge-
ometry is assumed on the part of the reader, neither general theorems, nor concrete
examples. Therefore along with development of the general theory, a lot of space is
devoted to applications and particular cases, intended to motivate new ideas or new
ways of formulating questions.

It seems to me that, in the spirit of the biogenetic law, the student who repeats
in miniature the evolution of algebraic geometry will grasp the logic of the sub-
ject more clearly. Thus, for example, the first section is concerned with very simple
properties of algebraic plane curves. Similarly, Part I of the book considers only al-
gebraic varieties in an ambient projective space, and the reader only meets schemes
and the general notion of a variety in Part II.

Part III treats algebraic varieties over the complex number field, and their relation
to complex analytic manifolds. This section assumes some acquaintance with basic
topology and the theory of analytic functions.

I am extremely grateful to everyone whose advice helped me with this book. It
is based on lecture notes from several courses I gave in Moscow University. Many
participants in the lectures or readers of the notes have provided me with useful
remarks. I am especially indebted to the editor B.G. Moishezon for a large number
of discussions which were very useful to me. A series of proofs contained in the
book are based on his advice.

Prerequisites

The nature of the book requires the algebraic apparatus to be kept to a minimum.
In addition to an undergraduate algebra course, we assume known basic material
from field theory: finite and transcendental extensions (but not Galois theory), and
from ring theory: ideals and quotient rings. In a number of isolated instances we
refer to the literature on algebra; these references are chosen so that the reader can
understand the relevant point, independently of the preceding parts of the book being
referred to. Somewhat more specialised algebraic questions are collected together
in the Algebraic Appendix at the end of Book 1.

Recommendations for Further Reading

For the reader wishing to go further in the study of algebraic geometry, we can
recommend the following references.

For the cohomology of algebraic coherent sheaves and their applications: see
Hartshorne [37].

An elementary proof of the Riemann–Roch theorem for curves is given in W. Ful-
ton, Algebraic curves. An introduction to algebraic geometry, W.A. Benjamin, Inc.,
New York–Amsterdam, 1969. This book is available as a free download from
http://www.math.lsa.umich.edu/~wfulton/CurveBook.pdf.

http://www.math.lsa.umich.edu/~wfulton/CurveBook.pdf
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For the general case of Riemann–Roch, see A. Borel and J.-P. Serre, Le théorème
de Riemann–Roch, Bull. Soc. Math. France 86 (1958) 97–136,

Yu.I. Manin, Lectures on the K-functor in algebraic geometry, Uspehi Mat. Nauk
24:5 (149) (1969) 3–86, English translation: Russian Math. Surveys 24:5 (1969)
1–89,

W. Fulton and S. Lang, Riemann–Roch algebra, Grundlehren der mathematis-
chen Wissenschaften 277, Springer-Verlag, New York, 1985.

I.R. ShafarevichMoscow, Russia

Translator’s Note

Shafarevich’s book is the fruit of lecture courses at Moscow State University in the
1960s and early 1970s. The style of Russian mathematical writing of the period is
very much in evidence. The book does not aim to cover a huge volume of material
in the maximal generality and rigour, but gives instead a well-considered choice of
topics, with a human-oriented discussion of the motivation and the ideas, and some
sample results (including a good number of hard theorems with complete proofs). In
view of the difficulty of keeping up with developments in algebraic geometry during
the 1960s, and the extraordinary difficulties faced by Soviet mathematicians of that
period, the book is a tremendous achievement.

The student who wants to get through the technical material of algebraic geo-
metry quickly and at full strength should perhaps turn to Hartshorne’s book [37];
however, my experience is that some graduate students (by no means all) can work
hard for a year or two on Chapters 2–3 of Hartshorne, and still know more-or-less
nothing at the end of it. For many students, it’s just not feasible both to do the re-
search for a Ph. D. thesis and to master all the technical foundations of algebraic
geometry at the same time. In any case, even if you have mastered everything in
scheme theory, your research may well take you into number theory or differential
geometry or representation theory or math physics, and you’ll have just as many
new technical things to learn there. For all such students, and for the many special-
ists in other branches of math who need a liberal education in algebraic geometry,
Shafarevich’s book is a must.

The previous English translation by the late Prof. Kurt Hirsch has been used
with great profit by many students over the last two decades. In preparing the new
translation of the revised edition, in addition to correcting a few typographical er-
rors and putting the references into English alphabetical order, I have attempted to
put Shafarevich’s text into the language used by the present generation of English-
speaking algebraic geometers. I have in a few cases corrected the Russian text, or
even made some fairly arbitrary changes when the original was already perfectly
all right, in most case with the author’s explicit or implicit approval. The footnotes
are all mine: they are mainly pedantic in nature, either concerned with minor points
of terminology, or giving references for proofs not found in the main text; my ref-
erences do not necessarily follow Shafarevich’s ground-rule of being a few pages
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accessible to the general reader, without obliging him or her to read a whole book,
and so may not be very useful to the beginning graduate student. It’s actually quite
demoralising to realise just how difficult or obscure the literature can be on some
of these points, at the same time as many of the easier points are covered in any
number of textbooks. For example: (1) the “principle of conservation of number”
(algebraic equivalence implies numerical equivalence); (2) the Néron–Severi theo-
rem (stated as Theorem D); (3) a punctured neighbourhood of a singular point of
a normal variety over C is connected; (4) Chevalley’s theorem that every algebraic
group is an extension of an Abelian variety by an affine (linear) group. A practical
solution for the reader is to take the statements on trust for the time being.

The two volumes have a common index and list of references, but only the second
volume has the references for the historical sketch.
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Chapter 1
Basic Notions

1 Algebraic Curves in the Plane

Chapter 1 discusses a number of the basic ideas of algebraic geometry; this first
section treats some examples to prepare the ground for these ideas.

1.1 Plane Curves

An algebraic plane curve is a curve consisting of the points of the plane whose
coordinates x, y satisfy an equation

f (x, y)= 0, (1.1)

where f is a nonconstant polynomial. Here we fix a field k and assume that the
coordinates x, y of points and the coefficients of f are elements of k. We write A

2

for the affine plane, the set of points (a, b) with a, b ∈ k; because the affine plane A2

is not the only ambient space in which algebraic curves will be considered—we will
be meeting others presently—an algebraic curve as just defined is called an affine
plane curve.

The degree of (1.1), that is, the degree of the polynomial f (x, y), is also called
the degree of the curve. A curve of degree 2 is called a conic, and a curve of degree 3
a cubic.

It is well known that the polynomial ring k[X,Y ] is a unique factorisation domain
(UFD), that is, any polynomial f has a unique factorisation f = f

k1
1 · · ·f kr

r (up to
constant multiples) as a product of irreducible factors fi , where the irreducible fi

are nonproportional, that is, fi �= αfj with α ∈ k if i �= j . Then the algebraic curve X

given by f = 0 is the union of the curves Xi given by fi = 0. A curve is irreducible
if its equation is an irreducible polynomial. The decomposition X =X1 ∪ · · · ∪Xr

just obtained is called a decomposition of X into irreducible components.
In certain cases, the notions just introduced turn out not to be well defined, or to

differ wildly from our intuition. This is due to the specific nature of the field k in

I.R. Shafarevich, Basic Algebraic Geometry 1, DOI 10.1007/978-3-642-37956-7_1,
© Springer-Verlag Berlin Heidelberg 2013
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which the coordinates of points of the curve are taken. For example if k = R then
following the above terminology we should call the point (0,0) a “curve”, since it is
defined by the equation x2+y2 = 0. Moreover, this “curve” should have “degree” 2,
but also any other even number, since the same point (0,0) is also defined by the
equation x2n + y2n = 0. The curve is irreducible if we take its equation to be x2 +
y2 = 0, but reducible if we take it to be x6 + y6 = 0.

Problems of this kind do not arise if k is an algebraically closed field. This is
based on the following simple fact.

Lemma Let k be an arbitrary field, f ∈ k[x, y] an irreducible polynomial, and
g ∈ k[x, y] an arbitrary polynomial. If g is not divisible by f then the system of
equations f (x, y)= g(x, y)= 0 has only a finite number of solutions.

Proof Suppose that x appears in f with positive degree. We view f and g as el-
ements of k(y)[x], that is, as polynomials in one variable x, whose coefficients
are rational functions of y. It is easy to check that f remains irreducible in this
ring: if f splits as a product of factors, then after multiplying each factor by the
common denominator a(y) ∈ k[y] of its coefficients, we obtain a relation that con-
tradicts the irreducibility of f in k[x, y]. For the same reason, g is not divisible
by f in the new ring k(y)[x]. Hence there exist two polynomials ũ, ṽ ∈ k(y)[x]
such that f ũ+ gṽ = 1. Multiplying this equality through by the common denomi-
nator a ∈ k[y] of all the coefficients of ũ and ṽ gives f u+ gv = a, where u= aũ,
v = aṽ ∈ k[x, y], and 0 �= a ∈ k[y]. It follows that if f (α,β) = g(α,β) = 0 then
a(β)= 0, that is, there are only finitely many possible values for the second coor-
dinate β . For each such value, the first coordinate α is a root of f (x,β) = 0. The
polynomial f (x,β) is not identically 0, since otherwise f (x, y) would be divisible
by y − β , and hence there are also only a finite number of possibilities for α. The
lemma is proved. �

An algebraically closed field k is infinite; and if f is not a constant, the curve
with equation f (x, y) = 0 has infinitely many points. Because of this, it follows
from the lemma that an irreducible polynomial f (x, y) is uniquely determined, up
to a constant multiple, by the curve f (x, y) = 0. The same holds for an arbitrary
polynomial, under the assumption that its factorisation into irreducible components
has no multiple factors. We can always choose the equation of a curve to be a poly-
nomial satisfying this condition. The notion of the degree of a curve, and of an
irreducible curve, is then well defined.

Another reason why algebraic geometry only makes sense on passing to an alge-
braically closed field arises when we consider the number of points of intersection
of curves. This phenomenon is already familiar from algebra: the theorem that the
number of roots of a polynomial equals its degree is only valid if we consider roots
in an algebraically closed field. A generalisation of this theorem is the so-called
Bézout theorem: the number of points of intersection of two distinct irreducible al-
gebraic curves equals the product of their degrees. The lemma shows that, in any
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Figure 1 Intersections of conics

case, this number is finite. The theorem on the number of roots of a polynomial is a
particular case, for the curves y − f (x)= 0 and y = 0.

Bézout’s theorem holds only after certain amendments. The first of these is the
requirement that we consider points with coordinates in an algebraically closed
field. Thus Figure 1 shows three cases for the relative position of two curves of
degree 2 (ellipses) in the real plane. Here Bézout’s theorem holds in case (c), but
not in cases (a) and (b).

We assume throughout what follows that k is algebraically closed; in the contrary
case, we always say so. This does not mean that algebraic geometry does not apply
to studying questions concerned with algebraically nonclosed fields k0. However,
applications of this kind most frequently involve passing to an algebraically closed
field k containing k0. In the case of R, we pass to the complex number field C. This
often allows us to guess or to prove purely real relations. Here is the most elementary
example of this nature. If P is a point outside a circle C then there are two tangent
lines to C through P . The line joining their points of contact is called the polar line
of P with respect to C (Figure 2, (a)). All these constructions can be expressed in
terms of algebraic relations between the coordinates of P and the equation of C.
Hence they are also applicable to the case that P lies inside C. Of course, the points
of tangency of the lines now have complex coordinates, and can’t be seen in the
picture. But since the original data was real, the set of points obtained (that is, the
two points of tangency) should be invariant on replacing all the numbers by their
complex conjugates; that is, the two points of tangency are complex conjugates.
Hence the line L joining them is real. This line is also called the polar line of P

with respect to C. It is also easy to give a purely real definition of it: it is the locus
of points outside the circle whose polar line passes through P (Figure 2, (b)).

Here are some other situations in which questions arise involving algebraic ge-
ometry over an algebraically nonclosed field, and whose study usually requires pass-
ing to an algebraically closed field.

(1) k = Q. The study of points of an algebraic curve f (x, y) = 0, where f ∈
Q[x, y], and the coordinates of the points are in Q. This is one of the fundamen-
tal problems of number theory, the theory of indeterminate equations. For exam-
ple, Fermat’s last theorem requires us to describe points (x, y) ∈ Q

2 of the curve
xn + yn = 1.
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Figure 2 The polar line of a point with respect to a conic

(2) Finite fields. Let k = Fp be the field of residues modulo p. Studying the points
with coordinates in k on the algebraic curve given by f (x, y)= 0 is another problem
of number theory, on the solutions of the congruence f (x, y)≡ 0 modp.

(3) k = C(z). Consider the algebraic surface in A
3 given by F(x, y, z) = 0, with

F(x, y, z) ∈ C[x, y, z]. By putting z into the coefficients and thinking of F as a
polynomial in x, y, we can consider our surface as a curve over the field C(z) of
rational functions in z. This is an extremely fertile method in the study of algebraic
surfaces.

1.2 Rational Curves

As is well known, the curve given by

y2 = x2 + x3 (1.2)

has the property that the coordinates of its points can be expressed as rational func-
tions of one parameter. To deduce these expressions, note that the line through the
origin y = tx intersects the curve (1.2) outside the origin in a single point. Indeed,
substituting y = tx in (1.2), we get x2(t2− x− 1)= 0; the double root x = 0 corre-
sponds to the origin 0= (0,0). In addition to this, we have another root x = t2 − 1;
the equation of the line gives y = t (t2−1). We thus get the required parametrisation

x = t2 − 1, y = t
(

t2 − 1
)

, (1.3)

and its geometric meaning is evident: t is the slope of the line through 0 and (x, y);
and (x, y) are the coordinates of the point of intersection of the line y = tx with
the curve (1.2) outside 0. We can see this parametrisation even more intuitively
by drawing another line, not passing through 0 (for example, the line x = 1) and
projecting the curve from 0, by sending a point P of the curve to the point Q of
intersection of the line 0P with this line (see Figure 3). Here the parameter t plays
the role of coordinate on the given line. Either from this geometric description, or
from (1.3), we see that t is uniquely determined by the point (x, y) (for x �= 0).
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Figure 3 Projection of
a cubic

We now give a general definition of algebraic plane curves for which a repre-
sentation in these terms is possible. We say that an irreducible algebraic curve X

defined by f (x, y) = 0 is rational if there exist two rational functions ϕ(t) and
ψ(t), at least one nonconstant, such that

f
(

ϕ(t),ψ(t)
)≡ 0, (1.4)

as an identity in t . Obviously if t = t0 is a value of the parameter, and is not one
of the finitely many values at which the denominator of ϕ or ψ vanishes, then
(ϕ(t0),ψ(t0)) is a point of X. We will show subsequently that for a suitable choice
of the parametrisation ϕ, ψ , the map t0 �→ (ϕ(t0),ψ(t0)) is a one-to-one correspon-
dence between the values of t and the points of the curve, provided that we exclude
certain finite sets from both the set of values of t and the points of the curve. Then
conversely, the parameter t can be expressed as a rational function t = χ(x, y) of
the coordinates x and y.

If the coefficients of the rational functions ϕ and ψ belong to some subfield
k0 of k and t0 ∈ k0 then the coordinates of the point (ϕ(t0),ψ(t0)) also belong
to k0. This observation points to one possible application of the notion of rational
curve. Suppose that f (x, y) has rational coefficients. If we know that the curve
given by (1.1) is rational, and that the coefficients of ϕ and ψ are in Q, then the
parametrisation x = ϕ(t), y = ψ(t) gives us all the rational points of this curve,
except possibly a finite number, as t runs through all rational values. For example,
all the rational solutions of the indeterminate equation (1.2) can be obtained from
(1.3) as t runs through all rational values.

Another application of rational curves relates to integral calculus. We can view
the equation of the curve (1.1) as determining y as an algebraic function of x. Then
any rational function g(x, y) is a (usually complicated) function of x. The rationality
of the curve (1.1) implies the following important fact: for any rational function
g(x, y), the indefinite integral
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Figure 4 Projection of
a conic

∫

g(x, y)dx (1.5)

can be expressed in elementary functions. Indeed, since the curve is rational,
it can be parametrised as x = ϕ(t), y = ψ(t) where ϕ, ψ are rational func-
tions. Substituting these expressions in the integral (1.5), we reduce it to the form
∫

g(ϕ(t),ψ(t))ϕ′(t)dt , which is an integral of a rational function. It is known that
an integral of this form can be expressed in elementary functions. Substituting the
expression t = χ(x, y) for the parameter in terms of the coordinates, we get an
expression for the integral (1.5) as an elementary function of the coordinates.

We now give some examples of rational curves. Curves of degree 1, that is, lines,
are obviously rational. Let us prove that an irreducible conic X is rational. Choose
a point (x0, y0) on X. Consider the line through (x0, y0) with slope t . Its equation is

y − y0 = t (x − x0). (1.6)

We find the points of intersection of X with this line; to do this, solve (1.6) for y

and substitute this in the equation of X. We get the equation for x

f
(

x, y0 + t (x − x0)
)= 0, (1.7)

which has degree 2, as one sees easily. We know one root of this quadratic equation,
namely x = x0, since by assumption (x0, y0) is on the curve. Divide (1.7) by the
coefficient of x2, and write A for the coefficient of x in the resulting equation; the
other root is then determined by x + x0 = −A. Since t appears in the coefficients
of (1.7), A is a rational function of t . Substituting the expression x = −x0 − A in
(1.6), we get an expression for y also as a rational function of t . These expressions
for x and y satisfy the equation of the curve, as can be seen from their derivation,
and thus prove that the curve is rational.

The above parametrisation has an obvious geometric interpretation. A point
(x, y) of X is sent to the slope of the line joining it to (x0, y0); and the parame-
ter t is sent to the point of intersection of the curve with the line through (x0, y0)

with slope t . This point is uniquely determined precisely because we are dealing
with an irreducible curve of degree 2. In the same way as the parametrisation of the
curve (1.2), this parametrisation can be interpreted as the projection of X from the
point (x0, y0) to some line not passing through this point (Figure 4).

Note that in constructing the parametrisation we have used a point (x0, y0) of X.
If the coefficients of the polynomial f (x, y) and the coordinates of (x0, y0) are
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contained in some subfield k0 of k, then so do the coefficients of the functions giving
the parametrisation. Thus we can, for example, find the general form for the solution
in rational numbers of an indeterminate equation of degree 2 if we know just one
solution.

The question of whether there exists one solution is rather delicate. For the ra-
tional number field Q it is solved by Legendre’s theorem (see for example Borevich
and Shafarevich [15, Section 7.2, Chapter 1]).

We consider another application of the parametrisation we have found. The
second degree equation y2 = ax2 + bx + c defines a rational curve, as we have
just seen. It follows from this that for any rational function g(x, y), the integral
∫

g(x,
√
ax2 + bx + c)dx can be expressed in elementary functions. The parametri-

sation we have given provides an explicit form of the substitutions that reduce this
integral to an integral of a rational function. It is easy to see that this leads to the
well-known Euler substitutions.

The examples considered above lead us to the following general question: how
can we determine whether an arbitrary algebraic plane curve is rational? This ques-
tion relates to quite delicate ideas of algebraic geometry, as we will see later.

1.3 Relation with Field Theory

We now show how the question at the end of Section 1.2 can be formulated as a
problem of field theory. To do this, we assign to every irreducible plane curve a
certain field, by analogy with the way we assign to an irreducible polynomial in one
variable the smallest field extension in which it has a root.

Let X be the irreducible curve given by (1.1). Consider rational functions
u(x, y) = p(x, y)/q(x, y), where p and q are polynomials with coefficients in k

such that the denominator q(x, y) is not divisible by f (x, y). We say that such a
function u(x, y) is a rational function defined on X; and two rational functions
p(x, y)/q(x, y) and p1(x, y)/q1(x, y) defined on X are equal on X if the polyno-
mial p(x, y)q1(x, y)− q(x, y)p1(x, y) is divisible by f (x, y). It is easy to check
that rational functions on X, up to equality on X, form a field. This field is called
the function field or field of rational functions of X, and denoted by k(X).

A rational function u(x, y)= p(x, y)/q(x, y) is defined at all points of X where
q(x, y) �= 0. Since by assumption q is not divisible by f , by Lemma of Section 1.1,
there are only finitely many points of X at which u(x, y) is not defined. Hence
we can also consider elements of k(X) as functions on X, but defined everywhere
except at a finite set. It can happen that a rational function u has two different ex-
pressions u = p/q and u = p1/q1, and that for some point (α,β) ∈ X we have
q(α,β)= 0 but q1(α,β) �= 0. For example, the function u= (1− y)/x on the circle
x2+y2 = 1 at the point (0,1) has an alternative expression u= x/(1+y) whose de-
nominator does not vanish at (0,1). If u has an expression u= p/q with q(P ) �= 0
then we say that u is regular at P .
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Every element of k(X) can obviously be written as a rational function of x and
y; now x, y are algebraically dependent, since they are related by f (x, y)= 0. It is
easy to check from this that k(X) has transcendence degree 1 over k.

If X is a line, given say by y = 0, then every rational function ϕ(x, y) on X is
a rational function ϕ(x,0) of x only, and hence the function field of X equals the
field of rational functions in one variable, k(X)= k(x).

Now assume that the curve X is rational, say parametrised by x = ϕ(t), y =ψ(t).
Consider the substitution u(x, y) �→ u(ϕ(t),ψ(t)) that takes any rational function
u = p(x, y)/q(x, y) on X into the rational function in t obtained by substituting
ϕ(t) for x and ψ(t) for y. We check first that this substitution makes sense, that is,
that the denominator q(ϕ(t),ψ(t)) is not identically 0 as a function of t . Assume
that q(ϕ(t),ψ(t))= 0, and compare this equality with (1.4). Recalling that the field
k is algebraically closed, and therefore infinite, by making t take different values in
k, we see that f (x, y)= 0 and q(x, y)= 0 have infinitely many common solutions.
But by Lemma of Section 1.1, this is only possible if f and q have a common factor.

Thus our substitution sends any rational function u(x, y) defined on X into a
well-defined element of k(t). Moreover, since ϕ and ψ satisfy the relation (1.4), the
substitution takes rational functions u, u1 that are equal on X to the same rational
function in t . Thus every element of k(X) goes to a well-defined element of k(t).
This map is obviously an isomorphism of k(X) with some subfield of k(t). It takes
an element of k to itself.

At this point we make use of a theorem on rational functions. This is the result
known as Lüroth’s theorem, that asserts that a subfield of the field k(t) of rational
functions containing k is of the form k(g(t)), where g(t) is some rational function;
that is, the subfield consists of all the rational functions of g(t). If g(t) is not con-
stant, then sending f (u) �→ f (g(t)) obviously gives an isomorphism of the field of
rational functions k(u) with k(g(t)). Thus Lüroth’s theorem can be given the follow-
ing statement: a subfield of the field of rational functions k(t) that contains k and is
not equal to k is itself isomorphic to the field of rational functions. Lüroth’s theorem
can be proved from simple properties of field extensions (see van der Waerden [76,
10.2 (Section 73)]). Applying it to our situation, we see that if X is a rational curve
then k(X) is isomorphic to the field of rational functions k(t). Suppose, conversely,
that for some curve X given by (1.1), the field k(X) is isomorphic to the field of
rational functions k(t). Suppose that under this isomorphism x corresponds to ϕ(t)

and y to ψ(t). The polynomial relation f (x, y)= 0 ∈ k(X) is respected by the field
isomorphism, and gives f (ϕ(t),ψ(t))= 0; therefore X is rational.

It is easy to see that any field K ⊃ k having transcendence degree 1 over k and
generated by two elements x and y is isomorphic to a field k(X), where X is some
irreducible algebraic plane curve. Indeed, x and y must be connected by a polyno-
mial relation, since K has transcendence degree 1 over k. If this dependence relation
is f (x, y)= 0, with f an irreducible polynomial, then we can obviously take X to
be the algebraic curve defined by this equation. It follows from this that the ques-
tion on rational curves posed at the end of Section 1.2 is equivalent to the following
question of field theory: when is a field K ⊃ k with transcendence degree 1 over k

and generated by two elements x and y isomorphic to the field of rational functions
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of one variable k(t)? The requirement that K is generated over k by two elements is
not very natural from the algebraic point of view. It would be more natural to con-
sider field extensions generated by an arbitrary finite number of elements. However,
we will prove later that doing this does not give a more general notion (compare
Theorem 1.8 and Proposition A.7).

In conclusion, we note that the preceding arguments allow us to solve the prob-
lem of obtaining a generically one-to-one parametrisation of a rational curve. Let X
be a rational curve. By Lüroth’s theorem, the field k(X) is isomorphic to the field
of rational functions k(t). Suppose that this isomorphism takes x to ϕ(t) and y to
ψ(t). This gives the parametrisation x = ϕ(t), y =ψ(t) of X.

Proposition The parametrisation x = ϕ(t), y =ψ(t) has the following properties:

(i) Except possibly for a finite number of points, any (x0, y0) ∈X has a represen-
tation (x0, y0)= (ϕ(t0),ψ(t0)) for some t0.

(ii) Except possibly for a finite number of points, this representation is unique.

Proof Suppose that the function that maps to t under the isomorphism k(X)→ k(t)

is χ(x, y). Then the inverse isomorphism k(t)→ k(X) is given by the formula
u(t) �→ u(χ(x, y)). Writing out the fact that the correspondences are inverse to one
another gives

x = ϕ
(

χ(x, y)
)

, y =ψ
(

χ(x, y)
)

, (1.8)

t = χ
(

ϕ(t),ψ(t)
)

. (1.9)

Now (1.8) implies (i). Indeed, if χ(x, y) = p(x, y)/q(x, y) and q(x0, y0) �= 0, we
can take t0 = χ(x0, y0); there are only finitely many points (x0, y0) ∈ X at which
q(x0, y0)= 0, since q(x, y) and f (x, y) are coprime. Suppose that (x0, y0) is such
that χ(x0, y0) is distinct from the roots of the denominators of ϕ(t) and ψ(t); there
are only finitely many points (x0, y0) for which this fails, for similar reasons. Then
formula (1.8) gives the required representation of (x0, y0). In the same way, it fol-
lows from (1.9) that the value of the parameter t , if it exists, is uniquely deter-
mined by the point (x0, y0), except possibly for the finite number of points at which
q(x0, y0)= 0. The proposition is proved. �

Note that we have proved (i) and (ii) not for any parametrisation of a rational
curve, but for a specially constructed one. For an arbitrary parametrisation, (ii) can
be false: for example, the curve (1.2) has, in addition to the parametrisation given
by (1.3), another parametrisation x = t4− 1, y = t2(t4− 1), obtained from (1.3) on
replacing t by t2. Obviously here the values t and −t of the parameter correspond
to the same point of the curve.

1.4 Rational Maps

A rational parametrisation is a particular case of a more general notion. Let X and
Y be two irreducible algebraic plane curves, and u, v ∈ k(X). The map ϕ(P ) =
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(u(P ), v(P )) is defined at all points P of X where both u and v are defined; it
is called a rational map from X to Y if ϕ(P ) ∈ Y for every P ∈ X at which ϕ

is defined. If Y has the equation g = 0 then g(u, v) ∈ k(X) must vanish at all but
finitely many points of X, and therefore we must have g(u, v)= 0 ∈ k(X).

For example, the projection from a point P considered in Section 1.2 is a rational
map of X to the line. A rational parametrisation of a rational curve X is a rational
map of the line to X.

A rational map ϕ : X→ Y is birational, or is a birational equivalence of X to Y ,
if ϕ has a rational inverse, that is, if there exists a rational map ψ : Y →X such that
ϕ ◦ψ and ψ ◦ ϕ are the identity (at the points where they are defined). In this case,
we say that X and Y are birational, or birationally equivalent.

A birational map is not constant, that is, at least one of the functions defining it
is not an element of k. Indeed, a constant map is defined everywhere, and sends X

to a single point Q ∈ Y . Taking any point Q′ �=Q at which the inverse ψ of ϕ is
defined contradicts the definition.

It follows that for any point Q ∈ Y the inverse image ϕ−1(Q) of Q (the set of
points P ∈ X such that ϕ(P ) =Q) is finite; this follows at once from Lemma of
Section 1.1. Let S be the finite set of points of X at which a birational map ϕ : X→
Y is not defined, U =X \ S its complement, and T and V the same for ψ : Y →X.
It follows from what we said above that the complement in X of ϕ−1(V )∩U and in
Y of ψ−1(U)∩V are finite, and ϕ establishes a one-to-one correspondence between
ϕ−1(V )∩U and ψ−1(U)∩ V .

Birational equivalence is a fundamental equivalence relation in algebraic geom-
etry, and we usually classify algebraic curves up to birational equivalence. We have
seen that the rational curves are exactly the curves birational to the line.

Suppose that the equation f (x, y) of an irreducible curve of degree n is a polyno-
mial all of whose terms are monomials in x and y of degree n− 1 and n only. Then
the projection from the origin defines a birational map of our curve and the line: this
can be proved by a direct generalisation of the arguments for the curve (1.2).

Now suppose that the equation f has terms of degrees n− 2, n− 1 and n, that
is, f = un−2 + un−1 + un, where ui is homogeneous of degree i. Again we set
y = tx and cancel the factor of xn−2 from the equation, thus reducing it to the
form a(t)x2+b(t)x+c(t)= 0, where a(t)= un(1, t), b(t)= un−1(1, t) and c(t)=
un−2(1, t). Setting s = 2ax + b to complete the square (assuming that the ground
field has characteristic �= 2), we see that our curve is birational to the curve given
by s2 = p(t), where p = b2 − 4ac. A curve of this type is called a hyperelliptic
curve. If p(t) has even degree 2m then rewriting it in the form p(t)= q(t)(t − α)

and dividing both sides of the equation through by (t − α)2m shows that the curve
is birational to the curve given by

η2 = h(ξ), where ξ = 1

t − α
, η= s

(t − α)m
and h(ξ)= q(t)

(t − α)2m−1
,

in which h is a polynomial of degree ≤2m− 1 in ξ .
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These ideas apply in particular to any cubic curve, if we take the origin to be any
point of the curve. We see that, if char k �= 2, an irreducible cubic curve is birational
to a curve given by y2 = f (x) where f is a polynomial of degree ≤3. If f (x) has
degree ≤2 then the cubic is rational. If it has degree 3 then we can assume that its
leading coefficient is 1. Then the equation takes the form

y2 = x3 + ax2 + bx + c.

This is called the Weierstrass normal form of the equation of a cubic. If chark �= 3
then after making a translation x �→ x− a/3 we can reduce the equation to the form

y2 = x3 + px + q. (1.10)

Let X and Y be two irreducible algebraic plane curves that are birational, and
suppose that the maps between them are given by

(u, v)= (

ϕ(x, y),ψ(x, y)
)

and (x, y)= (

ξ(u, v), η(u, v)
)

.

As in our study of rational curves, we can establish a relation between the func-
tion fields k(X) and k(Y ) of these two curves. For this, we send a rational function
w(x,y) ∈ k(X) to w(ξ(u, v), η(u, v)), viewed as a rational function on Y . It is easy
to check that this defines a map k(X)→ k(Y ) that is an isomorphism between these
two fields. Conversely, if k(X) and k(Y ) are isomorphic, then under this isomor-
phism x, y ∈ k(X) correspond to functions ξ(u, v), η(u, v) ∈ k(Y ), and u, v ∈ k(Y )

to functions ϕ(x, y), ψ(x, y) ∈ k(X), and it is again trivial to check that the pairs
of functions ϕ, ψ and ξ , η define birational maps between the curves X and Y .
Thus two curves are birational if and only if their rational function fields are iso-
morphic.

We see that the problem of classifying algebraic curves up to birational equiva-
lence is a geometric aspect of the natural algebraic problem of classifying finitely
generated extension fields of k of transcendence degree 1 up to isomorphism. In
this problem, it is also natural not to restrict to fields of transcendence degree 1,
but to consider fields of any finite transcendence degree. We will see later that this
wider formulation of the problem also has a geometric interpretation. However, for
this we have to leave the framework of the theory of algebraic curves, and consider
algebraic varieties of any dimension.

1.5 Singular and Nonsingular Points

We borrow a definition from coordinate geometry: a point P is a singular point
or singularity of the curve defined by f (x, y) = 0 if f ′x(P ) = f ′y(P ) = f (P ) = 0,
where f ′x denotes the partial derivative ∂f/∂x. If we translate P to the origin, we
can say that (0,0) is singular if f does not have constant or linear terms. A point
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Figure 5 A cusp

is nonsingular if it is not singular, that is, if f ′x(P ) or f ′y(P ) �= 0. A curve all of
whose points are nonsingular is nonsingular or smooth. It is well known that an
irreducible conic is nonsingular; the simplest example of a singular curve is the
curve of (1.2).

For an irreducible curve, either f ′x vanishes at only finitely many points of the
curve, or f ′x is divisible by f . However, since f ′x has smaller degree than f , the
latter is only possible if f ′x = 0. The same holds for f ′y . But f ′x = f ′y = 0 implies,
if chark = 0, that f ∈ k, and, if chark = p > 0, that f involves x and y only as
pth powers; in this last case, taking pth roots of the coefficients of f and using the
well-known characteristic p identity (α + β)p = αp + βp , we deduce that

f =
∑

aij x
piypj =

(
∑

bij x
iyj

)p

where b
p
ij = aij ,

which contradicts the irreducibility of the curve. This shows that an irreducible
curve has only a finite number of singular points.

If P = (0,0) and the leading terms in the equation of the curve have degree r ,
then r is called the multiplicity of P , and we say that P is an r-tuple point, or
point of multiplicity r . Thus a nonsingular point has multiplicity 1. If P = (0,0) has
multiplicity 2 and the terms of degree 2 in the equation of the curve are ax2+bxy+
cy2 then there are two possibilities: (a) ax2+ bxy + cy2 factorises into two distinct
linear factors; or (b) ax2 + bxy + cy2 is a perfect square. In case (a) the singularity
is called a node (see Figure 3), and in case (b) a cusp (Figure 5).

It follows from the definition that a curve of degree n cannot have a singularity of
multiplicity >n. If a singular point has multiplicity n then the equation of the curve
is a homogeneous polynomial in x and y of degree n, and therefore factorises as a
product of linear factors, so that the curve is reducible. In Section 1.4 we proved that
if an irreducible curve of degree n has a point of multiplicity n− 1 it is rational, and
if it has a point of multiplicity n− 2 then it is hyperelliptic. The cubic curve written
in Weierstrass normal form (1.10) is nonsingular if and only if the cubic polynomial
on the right-hand side has no multiple roots, that is, 4p3 + 27q2 �= 0. In this case it
is called an elliptic curve.

If k =R and P is a nonsingular point of the curve with equation f (x, y)= 0, and
f ′y(P ) �= 0, say, then by the implicit function theorem we can write y as a function
of x in some neighbourhood of P . Substituting this expression for y, this represents
any rational function on the curve as a function of x near P .

When k is a general field, x can still be used to describe all the rational functions
on the curve, admittedly to a more modest extent. For simplicity, set P = (0,0).
Then f = αx + βy + g, where g contains only terms of degree ≥2 and β �= 0.
We distinguish the terms in f that involve x only, writing f = xϕ(x)+ yβ + yh,



1 Algebraic Curves in the Plane 15

with h(0,0) = 0. Thus on the curve f = 0 we have y(β + h) = −xϕ(x), or, in
other words, y = xv, where v =−ϕ(x)/(β + h) is a regular function at P (because
β + h(P ) �= 0).

Let u be any rational function on our curve that is regular at P and has u(P )= 0.
Then u= p/q , where p,q ∈ k[x, y] with p(P )= 0 and q(P ) �= 0. Substituting our
expression for y in this gives p(x, y)= p(x, xv)= xr (because p has no constant
term), where r is a regular function on the curve, and hence u = xr/q = xu1. If
u1(P )= 0 then we can repeat the argument, getting u= x2u2, and so on. We now
prove that, provided u is not identically 0 on the curve, this process must stop after
a finite number of steps.

For this, return to the expression u = p/q , in which, by assumption, p is not
divisible by f . Hence there exist ξ , η ∈ k[x, y] and a polynomial a ∈ k[x]with a �= 0
such that f ξ + pη= a (we have already used this argument in the proof of Lemma
of Section 1.1). Suppose a = xka0 with a0(0) �= 0. Then pη= a on the curve, and a
representation p = xlw with l > k would give a contradiction: xk(xl−kw− a0)= 0
on the curve, that is, xl−kw− a0 = 0. If w = c/d with c, d ∈ k[x, y] and d(P ) �= 0
then xl−kc− a0d = 0 on the curve, that is, xl−kc− a0d is divisible by f . But this is
impossible, since xl−k vanishes at P and a0d does not. Since any rational function
is a ratio of regular functions, we have proved the following theorem.

Theorem 1.1 At any nonsingular point P of an irreducible algebraic curve, there
exists a regular function t that vanishes at P and such that every rational function
u that is not identically 0 on the curve can be written in the form

u= tkv, (1.11)

with v regular at P and v(P ) �= 0. The function u is regular at P if and only if k ≥ 0
in (1.11).

A function t with this property is called a local parameter on the curve at P .
Obviously two different local parameters are related by t ′ = tv, where v is regular
at P and v(P ) �= 0. We saw in the proof of the theorem that if f ′y(P ) �= 0 then x can
be taken as a local parameter.

The number k in (1.11) is called the multiplicity of the zero of u at P . It is
independent of the choice of the local parameter.

Let X and Y be algebraic curves with equations f = 0 and g = 0, and suppose
that X is irreducible and not contained in Y , and that P ∈ X ∩ Y is a nonsingular
point of X. Then g defines a function on X that is not identically zero; the multi-
plicity of the zero of g at P is called the intersection multiplicity2 of X and Y at P .
The notion of intersection multiplicity is one of the amendments needed in a correct

2This is discussed at length later in the book; see Section 1.1, Chapter 4 for the general definition
of intersection multiplicity, which is symmetric in X and Y , and for the fact that it coincides with
the simple notion used here.
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statement of Bézout’s theorem: for the theorem that the number of roots of a poly-
nomial is equal to its degree is false unless we count roots with their multiplicities.
Here we analyse intersection multiplicities in the case that X is a line.

Let P = (α,β) ∈ X, and suppose that the equation of X is written in the form
f (x, y) = a(x − α)+ b(y − β)+ g, where the polynomial g expanded in powers
of x − α and y − β has only terms of degree ≥2. We write the equation of a line L

through P in the form

x = α + λt, y = β +μt. (1.12)

t is a local parameter on L at P . The restriction of f to L is of the form

f (α + λt,β +μt)= (aλ+ bμ)t + t2ϕ(t).

From this we see that if P is singular, that is, if a = b = 0, then every line through
P has intersection multiplicity >1 with X at P . On the other hand, if the curve is
nonsingular, then there is only one such line, namely that for which aλ+ bμ = 0,
with equation a(x − α) + b(y − β) = 0. Obviously a = f ′x(P ), b = f ′y(P ), and
hence this equation can we expressed

f ′x(P )(x − α)+ f ′y(P )(y − β)= 0. (1.13)

The line given by this equation is called the tangent line to X at the nonsingular
point P .

We now determine when a line has intersection multiplicity ≥3 with a curve at a
nonsingular point P = (α,β). For this, we write the equation in the form

f (x, y) = a(x − α)+ b(y − β)

+ c(x − α)2 + d(x − α)(y − β)+ e(y − β)2 + h, (1.14)

where h is a polynomial which has only terms of degree ≥3 when expanded in
power of x − α and y − β . Restricting f to the line L given by (1.12), we get
that f = (aλ+ bμ)t + (cλ2 + dλμ+ eμ2)t2 + t3ψ(t). Therefore the intersection
multiplicity will be ≥3 if the two conditions aλ+ bμ= cλ2+ dλμ+ eμ2 = 0 hold.
The first of these, as we have seen, means that L is the tangent line to X at P , and the
second that moreover cu2 + duv + ev2 is divisible by au+ bv as a homogeneous
polynomial in u, v. Together they show that q = au + bv + cu2 + duv + ev2 is
reducible: it is divisible by au+ bv. Conversely, if q is reducible, then q = rs, and
r and s must have degree 1, and one of them, say r , must vanish when u= v = 0.
But then r is proportional to au+bv and cu2+duv+ev2 is divisible by it. Thus the
reducibility of the conic q = au+bv+cu2+duv+ev2 is a necessary and sufficient
condition for there to exist a line L through P with intersection multiplicity≥3 at P .
Such a point is called an inflexion point or flex of X.

We know from coordinate geometry the condition for a conic to be reducible.
We assume that k has characteristic �= 2; then recalling that a = f ′x(P ), b= f ′y(P ),
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c = (1/2)f ′′x (P ), d = f ′′xy(P ) and e = (1/2)f ′′yy(P ), we can write this condition in
the form

∣

∣

∣

∣

∣

∣

∣

f ′′xx f ′′xy f ′x
f ′′xy f ′′yy f ′y
f ′x f ′y 0

∣

∣

∣

∣

∣

∣

∣

(P )= 0. (1.15)

1.6 The Projective Plane

We return to Bézout’s theorem stated in Section 1.1. Even if we consider points
with coordinates in an algebraically closed field and take account of multiplicities
of intersections, this fails in very simple cases, and still needs one further amend-
ment. This can already be seen in the example of two lines, which have no points of
intersection if they are parallel. However, on the projective plane, parallel lines do
intersect, in a point of the line at infinity.

In the same way, any two circles in the plane, although they are curves of de-
gree 2, have at most 2 points of intersection, and never 4 as predicted by Bézout’s
theorem. This follows from the fact that the quadratic term in the equation of all
circles is always the same, namely x2 + y2, so that subtracting the equation of one
circle from that of the other gives a linear equation, and therefore the intersection
of two circles is the same thing as the intersection of a circle and a line. Moreover,
if the circles are not tangent, their multiplicity of intersection is 1 at each point of
intersection.

To understand what lies behind this failure of Bézout’s theorem, write the equa-
tion of the circle (x − a)2 + (y − b)2 = r2 in homogeneous coordinates by set-
ting x = ξ/ζ and y = η/ζ . We get the equation (ξ − aζ )2 + (η − bζ )2 = r2ζ 2,
from which we see that the circle intersects the line at infinity ζ = 0 in the points
ξ2 + η2 = 0, that is, in the two circular points at infinity (1,±i,0). Thus all circles
have the two points (1,±i,0) at infinity in common. Taken together with the two
finite points of intersection, we thus get 4 points of intersection, in agreement with
Bézout’s theorem. This type of phenomenon motivates passing from the affine to
the projective plane.

Recall that a point of the projective plane P2 is determined by 3 elements (ξ, η, ζ )
of the field k, not all simultaneously zero. Two triples (ξ, η, ζ ) and (ξ ′, η′, ζ ′) de-
termine the same point if there exists λ ∈ k with λ �= 0 such that ξ = λξ ′, η = λη′
and ζ = λζ ′. Any triple (ξ, η, ζ ) defining a point P is called a set of homogeneous
coordinates of P , and we write P = (ξ : η : ζ ).

There is an inclusion A
2 ⊂ P

2 which sends (x, y) ∈ A
2 to (x : y : 1). We get in

this way all points with ζ �= 0: a point (ξ : η : ζ ) ∈ P
2 with ζ �= 0 corresponds to

the point (ξ/ζ, η/ζ ) ∈ A
2. The points of the complementary set ζ = 0 are called

points at infinity. This notion is related to the choice of the coordinate ζ . In fact, P2

contains 3 sets that are copies of the affine plane in this way: A2
1 (given by ξ �= 0),

A
2
2 (given by η �= 0), and A

2
3 (given by ζ �= 0). These intersect, of course: if a point
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P ∈A
2
3 has coordinates x = ξ/ζ , y = η/ζ and η �= 0 then in A

2
2 the same point has

coordinates x′ = ξ/η, y′ = ζ/η, so that x′ = x/y, y′ = 1/y; if ξ �= 0 then in A
2
1

it has coordinates x′′ = η/ξ , y′′ = ζ/ξ , so that x′′ = y/x, y′′ = 1/x. Every point
P ∈ P

2 is contained in at least one of the pieces A
2
1, A2

2 or A2
3, and can be written

down in the affine coordinates of that piece.
An algebraic curve in P

2, or a projective algebraic plane curve is defined in ho-
mogeneous coordinates by an equation F(ξ, η, ζ )= 0, where F is a homogeneous
polynomial. Then whether F(ξ, η, ζ )= 0 holds or not is independent of the choice
of the homogeneous coordinates of a point; that is, it is preserved on passing from
ξ , η, ζ to ξ ′ = λξ , η′ = λη, ζ ′ = λζ with λ �= 0. A homogeneous polynomial is
also called a form. An affine algebraic curve of degree n with equation f (x, y)= 0
defines a homogeneous polynomial F(ξ, η, ζ ) = ζ nf (ξ/ζ, η/ζ ), and hence a pro-
jective curve with equation F(ξ, η, ζ ) = 0. It is easy to see that intersecting this
curve with the affine plane A

2
3 gives us the original affine curve, to which it there-

fore only adds points at infinity with ζ = 0. If the equation of the projective curve
is F(ξ, η, ζ )= 0, then that of the corresponding affine curve is f (x, y)= 0, where
f (x, y)= F(x, y,1). Since every point P ∈ P

2 is contained in one of the affine sets
A

2
1, A2

2 or A2
3, we can use this correspondence to write out the properties of curves,

defined above for affine curves, in terms of homogeneous coordinates. We do this
now for the notions of tangent line, singular point and inflexion point of an algebraic
curve. We always assume that P ∈A

2
3.

In affine coordinates, the equation of the tangent is

∂f

∂x
(P )(x − α)+ ∂f

∂y
(P )(y − β)= 0.

By assumption f (x, y) = F(x, y,1), where F(ξ, η, ζ ) = 0 is the homogeneous
equation of our curve. Hence writing F ′x etc. for the partial derivatives, we get
∂f/∂x = F ′x(x, y,1) and ∂f/∂y = F ′y(x, y,1), and by the well-known theorem of
Euler on homogeneous functions, we have

F ′ξ ξ + F ′ηη+ F ′ζ ζ = nF.

Since P = (α : β : 1) is a point of the curve, F ′ξ (P )α+F ′η(P )β+F ′ζ (P )= 0, so that
the equation of the tangent is F ′ξ (P )x + F ′η(P )y + F ′ζ (P )= 0, or in homogeneous
coordinates

F ′ξ (P )ξ + F ′η(P )η+ F ′ζ (P )ζ = 0.

The conditions in affine coordinates for a singular point are f ′x = f ′y = f = 0.
Hence in homogeneous coordinates F ′ξ = F ′η = F = 0, and by Euler’s theorem,
since ζ = 1, also F ′ζ = 0. If the characteristic of the field k is 0 then it is enough to
require the conditions F ′ξ (P )= F ′η(P )= F ′ζ (P )= 0, since then also F(P )= 0.

The condition defining an inflexion point is given by the relation (1.15). Here
again f (x, y)= F(x, y,1), so that f ′x = F ′x , f ′y = F ′y , f ′′xx = F ′′xx , f ′′xy = F ′′xy , f ′′yy =
F ′′yy . From now on, in the homogeneous polynomial F we write ξ for x and η
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for y. We substitute these expressions in the determinant of (1.15), and use Euler’s
theorem

F ′′ξξ ξ + F ′′ξηη+ F ′′ξζ ζ = (n− 1)F ′ξ ,

F ′′ξηξ + F ′′ηηη+ F ′′ζηζ = (n− 1)F ′η,

F ′ξ ξ + F ′ηη+ F ′ζ ζ = nF.

Multiply the last column of our determinant by (n− 1), and subtract from it ξ times
the first column and η times the second. Using the above identities and recalling that
F(P )= 0, we get the determinant

∣

∣

∣

∣

∣

∣

∣

F ′′ξξ F ′′ξη F ′′ξζ
F ′′ξη F ′′ηη F ′′ζη
F ′ξ F ′η F ′ζ

∣

∣

∣

∣

∣

∣

∣

(P ).

Now perform the same operation on the rows of the determinant. The condition
for P to be an inflexion point then takes the form

∣

∣

∣

∣

∣

∣

∣

F ′′ξξ F ′′ξη F ′′ξζ
F ′′ηξ F ′′ηη F ′′ηζ
F ′′ζ ξ F ′′ζη F ′′ζ ζ

∣

∣

∣

∣

∣

∣

∣

(P )= 0. (1.16)

The determinant on the left-hand side of (1.16) is called the Hessian form of F ,
and denoted by H(F).

We now proceed to considering rational functions. Making the substitution
x = ξ/ζ , y = η/ζ and clearing denominators, we can rewrite a rational function
f = p(x, y)/q(x, y) on A

2
3 in the form P(ξ, η, ζ )/Q(ξ, η, ζ ), where P and Q are

homogeneous polynomials of the same degree. Hence its value at a point (ξ : η : ζ )
does not change on multiplying the homogeneous coordinates through by a common
multiple, and hence f can be viewed as a partially defined function on P

2.
Given a rational map ϕ : A2

3 → A
2
3 defined by (x, y) �→ (u(x, y), v(x, y)), we

first rewrite it, as just explained, in the form

U(ξ,η, ζ )

R(ξ, η, ζ )
,

V (ξ, η, ζ )

S(ξ, η, ζ )
,

where U,V,R,S are homogeneous polynomials, with degU = degR and degV =
degS. Next we put the two components over a common denominator, that is, in the
form (A/C,B/C), with degA= degB = degC. Finally, introducing homogeneous
coordinates ξ ′/ζ ′ =A/C, η′/ζ ′ = B/C, we write the map in the form

(ξ : η : ζ ) �→ (

A(ξ : η : ζ ) : B(ξ : η : ζ ) : C(ξ : η : ζ )),
where A, B , C are homogeneous polynomials of the same degree. Now ϕ is natu-
rally a rational map P

2 → P
2. The map is regular at a point P if one of A, B , C does
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not vanish at P . Studying properties related to points P in the affine set A2
3, say, we

can divide each of A, B , C by ζ n, where n is their common degree, and write the
map in the form (x, y) �→ (u(x, y), v(x, y),w(x, y)), where u, v and w are polyno-
mials. This map is regular at P if the 3 polynomials do not vanish simultaneously
at P .

As a first illustration we prove the following important result.

Theorem 1.2 A rational map from a projective plane curve C to P2 is regular at
every nonsingular point of C (see Section 1.5 for the definition).

Proof Suppose that the nonsingular point P is in the affine piece A
2
3 with coordi-

nates denoted by x, y. We write the map as above in the form (x, y) �→ (u0 : u1 : u2)

where u0, u1, u2 are polynomials, and apply Theorem 1.1 to these. Restricting
the ui to C, we can write them in the form ui = tki vi , where t is a local pa-
rameter, vi(P ) �= 0 and ki ≥ 0 for i = 0, 1, 2. Suppose that k0, say, is the small-
est of the numbers k0, k1, k2. Then the same map can be rewritten in the form
(x, y) �→ (v0 : tk1−k0v1 : tk2−k0v2), with k1 − k0 ≥ 0, k2 − k0 ≥ 0, and v0(P ) �= 0. It
follows that it is regular at P . The theorem is proved. �

Corollary A birational map between nonsingular projective plane curves is regular
at every point, and is a one-to-one correspondence.

As an example, consider a birational map of the projective line to itself. Just as
with any rational map, this can be written as a rational function x �→ p(x)/q(x),
with p(x), q(x) ∈ k[x] (here we assume that x is a coordinate on our line, for ex-
ample the line given by y = 0). The points that map to a given point α are those
for which p(x)/q(x) = α, that is, p(x)− αq(x) = 0. Hence from the fact that the
map is birational, it follows that p and q are linear, that is, the map is of the form
x �→ (ax + b)/(cx + d) with ad − bc �= 0. As a consequence, we get that a bira-
tional map of the line to itself has at most two fixed points, the roots of the equation
x(cx + d)= ax + b.

Now consider the elliptic curve given by (1.10), and assume that 4p3+27q2 �= 0.
All its finite points are nonsingular. Passing to homogeneous coordinates, we can
write its equation in the form η2ζ = ξ3 + pξζ 2 + qζ 3. Hence it has a unique point
on the line at infinity ζ = 0, namely the point o= (0 : 1 : 0). Dividing through by η3

we write the equation of the curve in the form v = u3+puv2+ qv3, in coordinates
u, v, where u = ξ/η and v = ζ/η. The point o = (0,0) in these coordinates is
also nonsingular. Hence our curve is nonsingular. The map (x, y) �→ (x,−y) is
obviously a birational map of the curve to itself. Its fixed points in the finite part of
the plane are the points with y = 0, x3+px+q = 0, that is, there are 3 such points.
The point o is also a fixed point, since u= x/y, v = 1/y, and in coordinates u, v,
the map is written (u, v) �→ (−u,−v). We have constructed on an elliptic curve an
automorphism having 4 fixed points. It follows from this that an elliptic curve is not
birational to a line, that is, is not rational. This shows that the problem of birational
classification of curves is not trivial: not all curves are birational to one another.
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Passing to projective curves is the final amendment required in the statement of
Bézout’s theorem. One version of this is as follows:

Theorem Let X and Y be projective curves, with X nonsingular and not contained
in Y . Then the sum of the multiplicities of intersection of X and Y at all points of
X ∩ Y equals the product of the degrees of X and Y .

We will prove this theorem and a series of generalisations in a later section (Sec-
tion 2.2, Chapter 3 and Section 2.1, Chapter 4). Here we verify the two simplest
cases, when X is a line or a conic.

Let X be a line. By Lemma of Section 1.1, X and Y have a finite number of
points of intersection. We choose a convenient coordinate system, so that the line
ζ = 0 does not pass through the points of intersection, and is not equal to X, and
η = 0 is the line X. Then the points of intersection of X and Y are contained in the
affine plane with coordinates x = ξ/ζ , y = η/ζ , and the equation of X is y = 0. Let
f (x, y)= 0 be the equation of the curve Y and f = f0 + f1(x, y)+ · · · + fn(x, y)

its expression as a sum of homogeneous polynomials. The point (1 : 0 : 0) is not
contained in Y by the choice of the coordinate system, and hence fn(1,0) �= 0, that
is, f contains the term axn with a �= 0. Hence f (x,0), the restriction of f to X,
has degree n. The function x − α is a local parameter of X at the point x = α, and
the multiplicity of intersection of X and Y at this point equals the multiplicity of
the root x = α of the polynomial f (x,0). Therefore the sum of these multiplicities
equals n.

Let X be a conic. Take any point P ∈X with P /∈ Y , and choose coordinates so
that ζ = 0 is the tangent line to X at P , and ξ = 0 some other line through P . An
easy calculation in coordinates shows that X is a parabola in the affine plane with
coordinates x = ξ/ζ , y = η/ζ (since it touches the line at infinity), with equation
y = px2+qx+r and p �= 0. As before, f = f0+· · ·+fn(x, y), and now fn(0,1) �=
0, that is, f (x, y) contains the term ayn with a �= 0. The conic X has no other points
of intersection with the line ζ = 0 except P , and hence all the points of intersection
of X and Y are contained in the finite part of the plane. At any point with x = α the
function x − α is a local parameter on X, and the multiplicity of intersection of X

and Y at this point is equal to the multiplicity of the root x = α of the polynomial
f (x,px2 + qx + r). Since f (x, y) contains the term ayn with a �= 0, the degree
of f (x,px2 + qx + r) is 2n, so that the sum of multiplicities of all the points of
intersection equals 2n.

This proves the theorem in the case X is a line or conic.
Already this simple particular case of Bézout’s theorem has beautiful geomet-

ric applications. One of these is the proof of Pascal’s theorem, which asserts that
for a hexagon inscribed in a conic, the 3 points of intersection of pairs of op-
posite sides are collinear. Let l1 and m1, l2 and m2, l3 and m3 be linear forms
that are the equations of the opposite sides of a hexagon (see Figure 6). Con-
sider the cubic with the equation fλ = l1l2l3 + λm1m2m3 where λ is an arbi-
trary parameter. This has six points of intersection with the conic, the vertexes
of the hexagon. Moreover, we can choose the value of λ so that fλ(P ) = 0 for
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Figure 6 Pascal’s theorem

any given point P ∈ X, distinct from these 6 points of intersection. We get a
cubic fλ having 7 points of intersection with a conic X, and by Bézout’s theo-
rem this must decompose as the conic X plus a line L. This line L must con-
tain the points of intersection l1 ∩ m1, l2 ∩ m2 and l3 ∩ m3. (This proof is due to
Plücker.)

1.7 Exercises to Section 1

1 Find a characterisation in real terms of the line through the points of intersection
of two circles in the case that both these points are complex. Prove that it is the
locus of points having the same power with respect to both circles. (The power of a
point with respect to a circle is the square of the distance between it and the points
of tangency of the tangent lines to the circle.)

2 Which rational functions p(x)/q(x) are regular at the point at infinity of P
1?

What order of zero do they have there?

3 Prove that an irreducible cubic curve has at most one singular point, and that the
multiplicity of a singular point is 2. If the singularity is a node then the cubic is
projectively equivalent to the curve in (1.2); and if a cusp then to the curve y2 = x3.

4 What is the maximum multiplicity of intersection of two nonsingular conics at a
common point?

5 Prove that if the ground field has characteristic p then every line through the ori-
gin is a tangent line to the curve y = xp+1. Prove that over a field of characteristic 0,
there are at most a finite number of lines through a given point tangent to a given
irreducible curve.

6 Prove that the sum of multiplicities of two singular points of an irreducible curve
of degree n is at most n, and the sum of multiplicities of any 5 points is at most 2n.
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7 Prove that for any two distinct points of an irreducible curve there exists a rational
function that is regular at both, and takes the value 0 at one and 1 at the other.

8 Prove that for any nonsingular points P1, . . . ,Pr of an irreducible curve and num-
bers m1, . . . ,mr ≥ 0 there exists a rational function that is regular at all these points,
and has a zero of multiplicity mi at Pi .

9 For what values of m is the cubic x3
0 +x3

1 +x3
2 +mx0x1x2 = 0 in P

2 nonsingular?
Find its inflexion points.

10 Find all the automorphisms of the curve of (1.2).

11 Prove that on the projective line and on a conic of P2, a rational function that is
regular at every point is a constant.

12 Give an interpretation of Pascal’s theorem in the case that pairs of vertexes of
the hexagon coincide, and the lines joining them become tangents.

2 Closed Subsets of Affine Space

Throughout what follows, we work with a fixed algebraically closed field k, which
we call the ground field.

2.1 Definition of Closed Subsets

At different stages of the development of algebraic geometry, there have been chang-
ing views on the basic object of study, that is, on the question of what is the “natural
definition” of an algebraic variety; the objects considered to be most basic have
been projective or quasiprojective varieties, abstract algebraic varieties, schemes or
algebraic spaces.

In this book, we consider algebraic geometry in a gradually increasing degree
of generality. The most general notion considered in the first chapters, embracing
all the algebraic varieties studied here, is that of quasiprojective variety. In the final
chapters this role will be taken by schemes. At present we define a class of algebraic
varieties that will play a foundational role in all the subsequent definitions. Since the
word variety will be reserved for the more general notions, we use a different word
here.

We write A
n for the n-dimensional affine space over the field k. Thus its points

are of the form α = (α1, . . . , αn) with αi ∈ k.

Definition A closed subset of A
n is a subset X ⊂ A

n consisting of all common
zeros of a finite number of polynomials with coefficients in k. We will sometimes
say simply closed set for brevity.
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From now on we will write F(T ) to denote a polynomial in n variables, allowing
T to stand for the set of variables T1, . . . , Tn. If a closed set X consists of all common
zeros of polynomials F1(T ), . . . ,Fm(T ), then we refer to F1(T )= · · · = Fm(T )= 0
as the equations of the set X.

A set X defined by an infinite system of equations Fα(T ) = 0 is also closed.
Indeed, the ideal A of the polynomial ring in T1, . . . , Tn generated by all the poly-
nomials Fα(T ) is finitely generated (the Hilbert Basis Theorem, see Atiyah and
Macdonald [8, Theorem 7.5]), that is, A= (G1, . . . ,Gm). One checks easily that X
is defined by the system of equations G1 = · · · =Gm = 0.

It follows from this that the intersection of any number of closed sets is closed.
Indeed, if Xα are closed sets, then to get a system of equations defining X =⋂

Xα ,
we need only take the union of the systems defining all the Xα .

The union of a finite number of closed sets is again closed. It is obviously enough
to check this for two sets. If X = X1 ∪ X2, where X1 is defined by the system of
equations Fi(T )= 0 for i = 1, . . . ,m and X2 by Gj(T )= 0 for j = 1, . . . , l then it
is easy to check that X is defined by the system Fi(T )Gj (T )= 0 for i = 1, . . . ,m
and j = 1, . . . , l.

Let X ⊂A
n be a closed subset of affine space. We say that a set U ⊂X is open if

its complement X \U is closed. Any open set U � x is called a neighbourhood of x.
The intersection of all the closed subsets of X containing a given subset M ⊂X is
closed. It is called the closure of M and denoted by M . A subset is dense in X if
M =X. This means that M is not contained in any closed subset Y �X.

Example 1.1 The whole affine space An is closed, since it is defined by the empty
set of equations, or by 0= 0.

Example 1.2 The subset X ⊂ A
1 consisting of all points except 0 is not closed:

every polynomial F(T ) that vanishes at all T �= 0 must be identically 0.

Example 1.3 Let us determine all the closed subsets X ⊂A
1. Such a set is given by

a system of equations F1(T )= · · · = Fm(T )= 0 in one variable T . If all the Fi are
identically 0 then X =A

1. If the Fi don’t have any common factor, then they don’t
have any common roots, and X does not contain any points. If the highest common
factors of all the Fi is D(T ) then D(T )= (T − α1) · · · (T − αn) and X consists of
the finitely many points T = α1, . . . , T = αn.

Example 1.4 Let us determine all the closed subsets X ⊂ A
2. A closed subset is

given by a system of equations

F1(T )= · · · = Fm(T )= 0, (1.17)

where now T = (T1, T2). If all the Fi are identically 0 then X = A
2. Suppose this

is not the case. If the polynomials F1, . . . ,Fm do not have a common factor then,
as follows from Lemma of Section 1.1, the system (1.17) has only a finite set of
solutions (possibly empty). Finally, suppose that the highest common factor of all
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the Fi(T ) is D(T ). Then Fi(T )=D(T )Gi(T ), where now the polynomials Gi(T )

do not have a common factor. Obviously then X = X1 ∪X2 where X1 is given by
G1(T )= · · · =Gm(T )= 0 and X2 is given by the single equations D(T )= 0. As
we have seen, X1 is a finite set. The closed sets defined in A

2 by one equation are
the algebraic plane curves. Thus a closed set X ⊂ A

2 either consists of a finite set
of points (possibly empty), or the union of an algebraic plane curve and a finite set
of points, or the whole of A2.

Example 1.5 If α ∈ A
r is the point with coordinates (α1, . . . , αr) and β ∈ A

s the
point with coordinates (β1, . . . , βs), we take α, β into the point (α,β) ∈A

r+s with
coordinates (α1, . . . , αr , β1, . . . , βs). Thus we identify A

r+s as the set of pairs (α,β)
with α ∈ A

r and β ∈ A
s . Let X ⊂ A

r and Y ⊂ A
s be closed sets. The set of pairs

(x, y) ∈ A
r+s with x ∈X and y ∈ Y is called the product of X and Y , and denoted

by X × Y . This is again a closed set. Indeed, if X is given by Fi(T )= 0 and Y by
Gj(U)= 0 then X× Y ⊂A

r+s is defined by Fi(T )=Gj(U)= 0.

Example 1.6 A set X ⊂ A
n defined by one equation F(T1, . . . , Tn)= 0 is called a

hypersurface.

2.2 Regular Functions on a Closed Subset

Let X be a closed set in the affine space A
n over the ground field k.

Definition A function f defined on X with values in k is regular if there exists a
polynomial F(T ) with coefficients in k such that f (x)= F(x) for all x ∈X.

If f is a given function, the polynomial F is in general not uniquely determined.
We can add to F any polynomial entering in the system of equations of X without
altering f . The set of all regular functions on a given closed set X forms a ring and
an algebra over k; the operations of addition, multiplication and scalar multiplication
by elements of k, are defined as in analysis, by performing the operations on the
value of the functions at each point x ∈X.The ring obtained in this way is denoted
by k[X] and is called the coordinate ring of X.

We write k[T ] for the polynomial ring with coefficients in k in variables
T1, . . . , Tn. We can obviously associate with each polynomial F ∈ k[T ] a function
f ∈ k[X], by viewing F as a function on the set of points of X; in this way we get
a homomorphism from k[T ] to k[X]. The kernel of this homomorphism consists of
all polynomials F ∈ k[T ] that take the value 0 at every point x ∈X. This is an ideal
of k[T ], just as the kernel of any ring homomorphism; it is called the ideal of the
closed set X, and denoted by AX . Obviously

k[X] = k[T ]/AX.

Thus k[X] is determined by the ideal AX ⊂ k[T ].
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Example 1.7 If X is a point then k[X] = k.

Example 1.8 If X =A
n then AX = 0 and k[X] = k[T ].

Example 1.9 Let X ⊂ A
2 be given by the equation T1T2 = 1. Then k[X] =

k[T1, T
−1
1 ], and it consists of all the rational functions in T1 of the form G(T1)/T

n
1

with G(T1) a polynomial and n≥ 0.

Example 1.10 We prove that if X and Y are any closed sets then k[X × Y ] =
k[X] ⊗k k[Y ]. Define a homomorphism ϕ : k[X] ⊗k k[Y ] → k[X × Y ] by the con-
dition

ϕ

(

∑

i

fi ⊗ gi

)

(x, y)=
∑

i

fi(x)gi(y).

The right-hand side is obviously a regular functions on X× Y , and it is clear that ϕ
is onto, since, in the notation of Example 1.5, the functions αi and βj are contained
in the image of ϕ, and these generate k[X× Y ]. To prove that ϕ is one-to-one, it is
enough to check that if {fi} are linearly independent in k[X] and {gj } in k[Y ] then
{fi ⊗ gj } are linearly independent in k[X× Y ]. Now an equality

∑

i,j

cij fi(x)gj (y)= 0

implies the relation
∑

j cij gj (y)= 0 for any fixed y, and in turn that cij = 0.

Since k[X] is a homomorphic image of the polynomial ring k[T ], it satisfies
the Hilbert basis theorem: any ideal of k[X] is finitely generated. It also satis-
fies the following analogue of the Nullstellensatz (Proposition A.9): if a function
f ∈ k[X] is zero at every point x ∈ X at which functions g1, . . . , gm vanish then
f r ∈ (g1, . . . , gm) for some r > 0. Indeed, suppose that f is given by a polyno-
mial F(T ), the gi by polynomials Gi(T ), and let Fj = 0 for j = 1, . . . , l be the
equations of X. Then F(T ) vanishes at all points α ∈ A

n at which all the polyno-
mials G1, . . . ,Gm,F1, . . . ,Fl vanish; for since Fj (α) = 0 it follows that α ∈ X,
and then by assumption F(α) = 0. Applying the Nullstellensatz in the polyno-
mial ring we deduce that F r ∈ (G1, . . . ,Gm,F1, . . . ,Fl) for some r > 0, and hence
f r ∈ (g1, . . . , gm) in k[X].

How is the ideal AX of a closed set X related to a system F1 = · · · = Fm = 0
of defining equations of X? Clearly Fi ∈ AX by definition of AX , and hence
(F1, . . . ,Fm) ⊂ AX ; however, it’s not always true that (F1, . . . ,Fm) = AX . For
example, if X ⊂ A

1 is defined by the equation T 2 then it consists just of the
point T = 0, so that AX consists of all polynomials with no constant term. That
is, AX = (T ), whereas (F1, . . . ,Fm) = (T 2). We can however always define the
same closed set X by a system of equation G1 = · · · =Gl = 0 in such a way that
AX = (G1, . . . ,Gl). For this it is enough to recall that any ideal of k[T ] is finitely
generated. Let G1, . . . ,Gl be a basis of the ideal AX , that is, AX = (G1, . . . ,Gl).
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Then obviously the equations G1 = · · · = Gl = 0 define the same set X and have
the required property. It is sometimes even convenient to consider a closed set as
defined by the infinite system of equations F = 0 for all polynomials F ∈ AX . In-
deed, if (F1, . . . ,Fm)=AX then these equations are all consequences of F1 = · · · =
Fm = 0.

Relations between closed subsets are often reflected in their ideals. For example,
if X and Y are closed sets in the affine space An then X ⊃ Y if and only if AX ⊂AY .
It follows from this that with any closed subset Y contained in X we can associate
the ideal aY of k[X], consisting of the images under the homomorphism k[T ] →
k[X] of polynomials F ∈AY . Conversely, any ideal a of k[X] defines an ideal A in
k[T ], consisting of all inverse images under k[T ]→ k[X] of elements of a. Clearly
A⊃AX . The equations F = 0 for all F ∈A define the closed set Y ⊂X.

It follows from the Nullstellensatz that Y is the empty set if and only if aY =
k[X]. The ideal aY ⊂ k[X] can alternatively be described as the set of all functions
f ∈ k[X] that vanish at all points of the subset Y .

In particular, each point x ∈ X is a closed subset, and hence defines an ideal
mx ⊂ k[X]. By definition this ideal is the kernel of the homomorphism k[X] → k

that takes a function f ∈ k[X] to its value f (x) at x. Since k[X]/mx = k is a field,
the ideal mx is maximal. Conversely, every maximal ideal m ⊂ k[X] corresponds
in this way to some point x ∈X. Indeed, it defines a closed subset Y ⊂ X; for any
point y ∈ Y we have my ⊃m, and then my =m since m is maximal. For u ∈ k[X]
the set of points x ∈X at which u(x)= 0 is closed; it is denoted by V (u), and called
a hypersurface in X.

2.3 Regular Maps

Let X ⊂A
n and Y ⊂A

m be closed subsets.

Definition A map f : X → Y is regular if there exist m regular functions
f1, . . . , fm on X such that f (x)= (f1(x), . . . , fm(x)) for all x ∈X.

Thus any regular map f : X→A
m is given by m functions f1, . . . , fm ∈ k[X]; in

order to know that this maps into the closed subset Y ⊂A
m, it is obviously enough

to check that f1, . . . , fm as elements of k[X] satisfy the equations of Y , that is

G(f1, . . . , fm)= 0 ∈ k[X] for all G ∈AY .

Example 1.11 A regular function on X is exactly the same thing as a regular map
X→A

1.

Example 1.12 A linear map A
n→A

m is a regular map.

Example 1.13 The projection map (x, y) �→ x defines a regular map of the curve
defined by xy = 1 to A

1.
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Example 1.14 The preceding example can be generalised as follow: let X ⊂ A
n be

a closed subset and F a regular function on X. Consider the subset X′ ⊂ X × A
1

defined by the equation Tn+1F(T1, . . . , Tn)= 1. The projection ϕ(x1, . . . , xn+1)=
(x1, . . . , xn) defines a regular map ϕ : X′ →X.

Example 1.15 The map f (t)= (t2, t3) is a regular map of the line A
1 to the curve

given by y2 = x3.

Example 1.16 (The zeta function of a variety over Fp) We give an example that
is very important for number theory. Suppose that the coefficients of the equations
Fi(T ) of a closed subset X ⊂ A

n belong to the field Fp with p elements, where p

is a prime number.
As we said in Section 1.1, the points of X with coordinates in Fp correspond

to solutions of the system of congruences Fi(T ) ≡ 0 modp. Consider the map
ϕ : An→A

n defined by

ϕ(α1, . . . , αn)=
(

α
p

1 , . . . , α
p
n

)

.

This is obviously a regular map. The important thing is that it takes X ⊂A
n to itself.

Indeed, if α ∈X, that is, Fi(α)= 0, then since Fi(T ) ∈ Fp[T ], it follows from prop-
erties of fields of characteristic p that Fi(α

p

1 , . . . , α
p
n )= (Fi(α1, . . . , αn))

p = 0. The
map ϕ : X→ X obtained in this way is called the Frobenius map. Its significance
is that the points of X with coordinates in Fp are characterised among all points of
X as the fixed points of ϕ. Indeed, the solutions of the equation α

p
i = αi are exactly

all the elements of Fp .
In exactly the same way, the elements α ∈ Fpr of the field with pr elements

are characterised as the solutions of αpr = α, and hence the points x ∈ X with
coordinates in Fpr are the fixed points of the map ϕr . For each r , write νr for the
number of points x ∈X with coordinates in Fpr . To get a better overall view of the
set of numbers νr , we consider the generating function

PX(t)=
∞
∑

r=1

νr t
r .

A deep general theorem asserts that this function is always a rational function of t

(for a fairly elementary proof, see Koblitz [49, Chapter V]). In this way the function
PX(t) gives an expression in finite terms for the infinite sequence of numbers νr .

The function PX(t) associated with the closed set X has some properties analo-
gous to those of the Riemann zeta function. To express these, note that if x ∈ X is
a point whose coordinates are in Fpr and generate this field, then X contains all the
points ϕi(x) for i = 1, . . . , r , and these are all distinct. We call a set ξ = {ϕi(x)} of
this form a cycle, and the number r of points of ξ the degree of ξ , denoted deg ξ .
Now we can group together all the νr points x ∈X with coordinates in Fpr into cy-
cles. The coordinates of any of these points generate some subfield Fpd ⊂ Fpr , and
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it is known that d | r (see for example van der Waerden [76, Ex. 6.23 of Section 6.7
(Ex. 1 of Section 43)]). We get a formula

νr =
∑

d|r
dμd,

where μd is the number of cycles of degree d , hence

PX(t)=
∞
∑

r=1

∑

d|r
dμdt

r =
∞
∑

d=1

dμd

∞
∑

m=1

tmd =
∞
∑

d=1

μd

dtd

1− td
. (1.18)

We introduce the function

ZX(t)=
∏

ξ

1

1− tdeg ξ
, (1.19)

where the product runs over all cycles ξ . Then the formula (1.18) can obviously be
rewritten as

PX(t)= Z′X(t)

ZX(t)
t.

Equation (1.19) is analogous to the Euler product for the Riemann zeta function. To
emphasise this analogy we set pdeg ξ = N(ξ) and t = p−s . Then (1.19) takes the
form

ZX(t)= ζX(s)=
∏

ξ

1

1−N(ξ)−s
.

This function (either ZX(t) or ζX(s)) is called the zeta function of X.

We now find out how a regular map acts on the ring of regular functions on
a closed set. We start with a remark concerning arbitrary maps between sets. If
f : X → Y is a map from a set X to a set Y then we can associate with every
function u on Y (taking values in an arbitrary set Z) a function v on X by setting
v(x)= u(f (x)). Obviously the map v : X→ Z is the composite of f : X→ Y and
u : Y → Z. We set v = f ∗(u), and call it the pullback of u. We get in this way a
map f ∗ from functions on Y to functions on X. Now suppose that f colonX→ Y

is a regular map; then f ∗ takes regular functions on Y into regular functions on X.
Indeed, if u is given by a polynomial function G(T1, . . . , Tn) and f by polynomials
F1, . . . ,Fm then v = f ∗(u) is obtained simply by substituting Fi for Ti in G, so
that v is given by the polynomial G(F1, . . . ,Fm). Moreover, regular maps can be
characterised as the maps that take regular functions into regular functions. Indeed,
suppose that a map f : X→ Y of closed set has the property that for any regular
function u on Y the function f ∗(u) on X is again regular. Then this applies in
particular to the functions ti defined by the coordinates Ti on Y for i = 1, . . . ,m;
thus the functions f ∗(ti) are regular on X. But this just means that f is a regular
map.
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We have seen that if f is regular then the pullback of functions defines a map
f ∗ : k[Y ] → k[X]. It follows easily from the definition of f ∗ that it is a homo-
morphism of k-algebras. We show that, conversely, every algebra homomorphism
ϕ : k[Y ] → k[X] is of the form ϕ = f ∗ for some regular map f : X → Y . Let
t1, . . . , tm be coordinates in the ambient space A

m of Y , viewed as functions on Y .
Obviously ti ∈ k[Y ], and hence ϕ(ti) ∈ k[X]. Set ϕ(ti)= si and consider the map f

given by the formula f (x)= (s1(x), . . . , sm(x)). This is of course a regular map. We
prove that f (X)⊂ Y . Indeed, if H ∈AY then H(t1, . . . , tm)= 0 in k[Y ], hence also
ϕ(H)= 0 on X. Let x ∈X; then H(f (x))= ϕ(H)(x)= 0, and therefore f (x) ∈ Y .

Definition A regular map f : X→ Y of closed sets is an isomorphism if it has an
inverse, that is, if there exists a regular map g : Y → X such that f ◦ g = 1 and
g ◦ f = 1. In this case we say that X and Y are isomorphic.

An isomorphism is obviously a one-to-one correspondence. It follows from what
we have said that if f is an isomorphism then f ∗ : k[Y ]→ k[X] is an isomorphism
of algebras. It is easy to see that the converse is also true; in other words, closed sets
are isomorphic if and only if their rings of regular functions are isomorphic over k.

The facts we have just proved show that X �→ k[X] defines an equivalence of cat-
egories between closed subsets of affine spaces (with regular maps between them)
and a certain subcategory of the category of commutative algebras over k (with al-
gebra homomorphisms). What is this subcategory, that is, which algebras are of the
form k[X]?

Theorem 1.3 An algebra A over a field k is isomorphic to a coordinate ring k[X]
of some closed subset X if and only if A has no nilpotents (that is f m = 0 implies
that f = 0 for f ∈A) and is finitely generated as an algebra over k.

Proof These conditions are all obviously necessary. If an algebra A is generated
by finitely many elements t1, . . . , tn then A∼= k[T1, . . . , Tn]/A, where A is an ideal
of the polynomial ring k[T1, . . . , Tn]. Suppose that A= (F1, . . . ,Fm), and consider
the closed set X ⊂ A

n defined by the equations F1 = · · · = Fm = 0; we prove that
AX =A, from which it will follow that k[X] ∼= k[T1, . . . , Tn]/A∼=A.

If F ∈ AX then F r ∈ A for some r > 0 by the Nullstellensatz. Since A has no
nilpotents, also F ∈A. Thus AX ⊂A, and since obviously A⊂AX , we have AX =
A. The theorem is proved. �

Example 1.17 The generalised parabola, defined by the equation y = xk is isomor-
phic to the line, and the maps f (x, y)= x and g(t)= (t, tk) define an isomorphism.

Example 1.18 The projection f (x, y) = x of the hyperbola xy = 1 to the x-axis
is not an isomorphism, since the map is not a one-to-one correspondence: the hy-
perbola does not contain any point (x, y) for which f (x, y) = 0. Compare also
Exercise 4.
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Example 1.19 The map f (t)= (t2, t3) of the line to the curve defined by y2 = x3 is
easily seen to be a one-to-one correspondence. However, it is not an isomorphism,
since the inverse map is of the form g(x, y) = y/x, and the function y/x is not
regular at the origin. (See Exercise 5.)

Example 1.20 Let X and Y ⊂An be closed sets. Consider X×Y ⊂A2n as in Exam-
ple 1.5, and the linear subspace Δ⊂A

2n defined by equations t1 = u1, . . . , tn = un,
called the diagonal. Consider the map that sends each point z ∈ X ∩ Y to ϕ(z) =
(z, z) ∈ A2n, which is obviously a point of X × Y ∩Δ. It is easy to check that the
map ϕ : X ∩ Y →X × Y ∩Δ obtained in this way is an isomorphism from X ∩ Y

to X × Y ∩ Δ. Using this, we can always reduce the study of the intersection of
two closed sets to considering the intersection of a different closed set with a linear
subspace.

Example 1.21 Let X be a closed set and G a finite group of automorphisms of X.
Suppose that the characteristic of the field k does not divide the order N of G. Set
A = k[X], and let AG be the subalgebra of invariants of G in A, that is, AG =
{f ∈A | g∗(f )= f for allg ∈G}. According to Proposition A.6, the algebra AG is
finitely generated over k. From Theorem 1.3 it follows that there exists a closed set
Y such that AG ∼= k[Y ], and a regular map ϕ : X→ Y such that ϕ∗(k[Y ]) = AG.
This set Y is called the quotient variety or quotient space of X by the action of G,
and is written X/G.

Given two points x1, x2 ∈X, there exists g ∈G such that x2 = g(x1) if and only
if ϕ(x1)= ϕ(x2). Indeed, if x2 = g(x1) then f (x2)= f (x1) for every f ∈ k[X]G =
k[Y ], and hence ϕ(x1) = ϕ(x2). Conversely, if x2 �= g(x1) then we must take a
function f ∈ k[X] such that f (g(x2)) = 1, f (g(x1)) = 0 for all g ∈ G. Then the
symmetrised function S(f ) (see Section 4, Appendix) is G-invariant and satisfies
S(f )(x2)= 1 and S(f )(x1)= 0, and hence ϕ(x2) �= ϕ(x1). Thus X/G parametrises
the orbits {g(x) | g ∈G} of G acting on X.

In what follows we will mainly be interested in notions and properties of closed
sets invariant under isomorphism. The system of equations defining a set is clearly
not a notion of this kind; two sets X and Y can be isomorphic although given by
different systems of equations in different spaces An. Thus it would be natural to try
to give an intrinsic definition of a closed set independent of its realisation in some
affine space; a definition of this kind will be given in Chapters 5–6 in connection
with the notion of a scheme.

Now we determine when a homomorphism f ∗ : k[Y ] → k[X] corresponding to
a regular map f : X→ Y has no kernel, that is, when f ∗ is an isomorphic inclusion
k[Y ] ↪→ k[X]. For u ∈ k[Y ], let’s see when f ∗(u)= 0. This means that u(f (x))= 0
for all x ∈X. In other words, u vanishes at all points of the image f (X) of X. The
points y ∈ Y for which u(y) = 0 obviously form a closed set, and hence if this
contains f (X), it also contains the closure f (X). Repeating the same arguments
backwards, we see that f ∗(u)= 0 if and only if u vanishes on f (X), or equivalently,
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u ∈ af (X). It follows in particular that the kernel of f ∗ is zero if and only if f (X)=
Y , that is, f (X) is dense in Y .

This is certainly the case if f (X)= Y , but cases with f (X)= Y but f (X) �= Y

are possible (see Example 1.13).
In what follows we will be concerned mainly with algebraic varieties in projec-

tive space. But closed subsets of affine space have a geometry with a specific flavour,
which is often quite nontrivial. As an example we give the following theorem due
to Abhyankar and Moh:

Theorem A curve X ⊂ A
2 is isomorphic to A

1 if and only if there exists an auto-
morphism of A2 that takes X to a line. (Here an automorphism is an isomorphism
from A

2 to itself.)

The group AutA2 of automorphisms of the plane is an extremely interesting
object. Some examples of automorphisms are very simply to construct: the affine
linear maps, and maps of the form

x′ = αx, y′ = βy + f (x), (1.20)

where α, β �= 0 are constants, and f a polynomial. It is known that the whole group
AutA2 is generated by these automorphisms. Moreover, the expression of an ele-
ment g ∈ AutA2 as a word in affine linear maps and maps of the form (1.20) is
almost unique: the only relations in AutA2 between maps of these two classes are
those expressing the fact that the two classes have a subset in common, namely maps
of the form (1.20) with f a linear polynomial. In the language of abstract group the-
ory, AutA2 is the free product (or amalgamation) of two subgroups, the maps of
the form (1.20) and the affine maps, over their common subgroup (see Kurosh [53,
Section 35, Chapter IX, Vol. II and Ex. 10]).

A famous unsolved problem related to automorphisms of A2 is the Jacobian con-
jecture. This asserts that, if the ground field k has characteristic 0, a map given by

x′ = f (x, y), y′ = g(x, y)

with f , g ∈ k[x, y] is an automorphism of A2 if and only if the Jacobian determinant
∂(f,g)

∂(x,y)
is a nonzero constant. At present this conjecture is proved when the degrees

of f and g are not too large (the order of 100). There is a similar conjecture for the
n-dimensional affine space A

n.

2.4 Exercises to Section 2

1 The set X ⊂A
2 is defined by the equation f : x2+y2 = 1 and g : x = 1. Find the

ideal AX . Is it true that AX = (f, g)?
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2 Let X ⊂ A
2 be the algebraic plane curve defined by y2 = x3. Prove that an ele-

ment of k[X] can be written uniquely in the form P(x)+Q(x)y with P(x), Q(x)

polynomials.

3 Let X be the curve of Exercise 2 and f (t) = (t2, t3) the regular map A
1 → X.

Prove that f is not an isomorphism. [Hint: Try to construct the inverse of f as a
regular map, using the result of Exercise 2.]

4 Let X be the curve defined by the equation y2 = x2+x3 and f : A1 →X the map
defined by f (t)= (t2 − 1, t (t2 − 1)). Prove that the corresponding homomorphism
f ∗ maps k[X] isomorphically to the subring of the polynomial ring k[t] consisting
of polynomials g(t) such that g(1)= g(−1). (Assume that chark �= 2.)

5 Prove that the hyperbola defined by xy = 1 and the line A
1 are not isomorphic.

6 Consider the regular map f : A2 → A
2 defined by f (x, y) = (x, xy). Find the

image f (A2); is it open in A
2? Is it dense? Is it closed?

7 The same question as in Exercise 6 for the map f : A3 → A
3 defined by

f (x, y, z)= (x, xy, xyz).

8 An isomorphism f : X→X of a closed set X to itself is called an automorphism.
Prove that all automorphisms of the line A

1 are of the form f (x) = ax + b with
a �= 0.

9 Prove that the map f (x, y)= (αx,βy +P(x)) is an automorphism of A2, where
α, β ∈ k are nonzero elements, and P(x) is a polynomial. Prove that maps of this
type form a group B .

10 Prove that if f (x1, . . . , xn) = (P1(x1, . . . , xn), . . . ,Pn(x1, . . . , xn)) is an auto-
morphism of An then the Jacobian J (f ) = det | ∂Pi

∂xj
| ∈ k. Prove that f �→ J (f ) is

a homomorphism from the group of automorphisms of An into the multiplicative
group of nonzero elements of k.

11 Suppose that X consists of two points. Prove that the coordinate ring k[X] is
isomorphic to the direct sum of two copies of k.

12 Let f : X→ Y be a regular map. The subset Γf ⊂X×Y consisting of all points
of the form (x, f (x)) is called the graph of f . Prove that (a) Γf ⊂X×Y is a closed
subset, and (b) Γf is isomorphic to X.

13 The map pY : X× Y → Y defined by pY (x, y)= y is called the projection to Y

or the second projection. Prove that if Z ⊂X and f : X→ Y is a regular map then
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f (Z)= pY ((Z × Y)∩ Γf ), where Γf is the graph of f and Z × Y ⊂X× Y is the
subset of (z, y) with z ∈Z.

14 Prove that for any regular map f : X→ Y there exists a regular map g : X→
X×Y that is an isomorphism of X with a closed subset of X×Y and such that f =
pY ◦ g. In other words, any map is the composite of an embedding and a projection.

15 Prove that if X = ⋃

Uα is any covering of a closed set X by open sub-
sets Uα then there exists a finite number Uα1, . . . ,Uαr of the Uα such that X =
Uα1 ∪ · · · ∪Uαr .

16 Prove that the Frobenius map ϕ (Example 1.16) is a one-to-one correspondence.
Is it an isomorphism, for example if X =A1?

17 Find the zeta function ZX(t) for X =A
n.

18 Determine ZX(t) for X a nonsingular conic in A
2.

3 Rational Functions

3.1 Irreducible Algebraic Subsets

In Section 1.1 we introduced the notion of an irreducible algebraic curve in the
plane. Here we formulate the analogous notion in general.

Definition A closed algebraic set X is reducible if there exist proper closed subsets
X1,X2 �X such that X =X1 ∪X2. Otherwise X is irreducible.

Theorem 1.4 Any closed set X is a finite union of irreducible closed sets.

Proof Suppose that the theorem fails for a set X. Then X is reducible, X = X1 ∪
X′1, and the theorem must fail either for X1 or for X′1. If X1, then it is reducible,
and again it is made up of closed sets one of which is reducible. In this way we
construct an infinite strictly decreasing chain of closed subsets X � X1 � X2 · · · .
We prove that there cannot be such a chain. Indeed, the ideals corresponding to the
Xi would form an increasing chain AX � AX1 � AX2 � · · · . But such an infinite
strictly increasing chain cannot exist, since every ideal of the polynomial ring has
a finite basis, and hence an increasing chain of ideals terminates. The theorem is
proved. �

If X =⋃

Xi is an expression of X as a finite union of irreducible closed sets,
and if Xi ⊂Xj for some i �= j then we can delete Xi from the expression. Repeat-
ing this several times, we arrive at a representation X =⋃

Xi in which Xi �⊂ Xj
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for all i �= j . We say that such a representation is irredundant, and the Xi are the
irreducible components of X.

Theorem 1.5 The irredundant representation of X as a finite union of irreducible
closed sets is unique.

Proof Let X =⋃

i Xi =⋃

j Yj be two irredundant representations. Then

Xi =Xi ∩X =Xi ∩
⋃

j

Yj =
⋃

j

(Xi ∩ Yj ).

Since by assumption Xi is irreducible, we have Xi ∩ Yj = Xi for some j , that is,
Xi ⊂ Yj . Repeating the argument with the Xi and Yj interchanged gives Yj ⊂ Xi′
for some i′. Hence Xi ⊂ Yj ⊂Xi′ , so that by the irredundancy of the representation,
i = i′ and Yj =Xi . The theorem is proved. �

We now restate the condition that a closed set X is irreducible in terms of its
coordinate ring k[X]. If X = X1 ∪X2 is reducible then since X � X1 there exists
a polynomial F1 that is 0 on X1 but not 0 on X, and a similar polynomial F2 for
X2. Then the product F1F2 is 0 on both X1 and X2, hence on X. The corresponding
regular functions f1, f2 ∈ k[X] have the property that f1, f2 �= 0, but f1f2 = 0. In
other words, f1 and f2 are zerodivisors in k[X]. Conversely, suppose that k[X] has
zerodivisors f1, f2 �= 0, with f1f2 = 0. Write X1, X2 for the closed subsets of X

corresponding to the ideals (f1) and (f2) of k[X]. In other words, Xi consists of
the points x ∈X such that fi(x)= 0, for i = 1 or 2. Obviously both Xi �X, since
fi �= 0 on X, and X = X1 ∪X2 since f1f2 = 0 on X, so that at each point x ∈ X

either f1(x)= 0 or f2(x)= 0. Therefore, a closed set X is irreducible if and only if
its coordinate ring k[X] has no zerodivisors. This in turn is equivalent to AX being
a prime ideal.

If a closed subset Y is contained in X then obviously so are its irreducible com-
ponents. In terms of the ring k[X] the irreducibility of a closed subset Y ⊂ X is
reflected in aY ⊂ k[X] being a prime ideal.

A hypersurface X ⊂ A
n with equation f = 0 is irreducible if and only if the

polynomial f is irreducible. Thus our terminology is compatible with that used in
Section 1 in the case of plane curves.

Theorem 1.6 A product of irreducible closed sets is irreducible.

Proof Suppose that X and Y are irreducible, but X×Y = Z1∪Z2, with Zi �X×Y

for i = 1,2. For any point x ∈ X, the closed set x × Y , consisting of points (x, y)

with y ∈ Y , is isomorphic to Y , and is therefore irreducible. Since

x × Y = (

(x × Y)∩Z1
)∪ ((x × Y)∩Z2

)

,

either x × Y ⊂ Z1 or x × Y ⊂ Z2. Consider the subset X1 ⊂X consisting of points
x ∈ X such that x × Y ⊂ Z1; we now prove that X1 is a closed set. Indeed, for
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any point y ∈ Y , the set Xy of points x ∈ X such that x × y ∈ Z1 is closed: it is
characterised by (X × y) ∩ Z1 = Xy × y, and the left-hand side is closed as an
intersection of closed sets; now X1 =⋂

y∈Y Xy is closed. In the same way, the set
X2 consisting of all points x ∈X such that x × Y ⊂ Z2 is also closed. We see that
X1∪X2 =X, and since X is irreducible it follows from this that X1 =X or X2 =X.
In the first case X × Y = Z1, and in the second X × Y = Z2. This contradiction
proves the theorem. �

3.2 Rational Functions

It is known that any ring without zerodivisors can be embedded into a field, its field
of fractions.

Definition If a closed set X is irreducible then the field of fractions of the coordi-
nate ring k[X] is the function field or field of rational functions of X; it is denoted
by k(X).

Recalling the definition of the field of fractions, we can say that the function field
k(X) consists of rational functions F(T )/G(T ) such that G(T ) /∈AX , and F/G=
F1/G1 if FG1 − F1G ∈ AX . This means that the field k(X) can be constructed as
follows. Consider the subring OX ⊂ k(T1, . . . , Tn) of rational functions f = P/Q

with P , Q ∈ k[T ] and Q /∈ AX . The functions f with P ∈ AX form an ideal MX

and k(X)=OX/MX .
In contrast to regular functions, a rational function on a closed set X does not

necessarily have well-defined values at every point of X; for example, the function
1/x at x = 0 or x/y at (0,0). We now find out when this is possible.

Definition A rational function ϕ ∈ k(X) is regular at x ∈ X if it can be written
in the form ϕ = f/g with f,g ∈ k[X] and g(x) �= 0. In this case we say that the
element f (x)/g(x) ∈ k is the value of ϕ at x, and denote it by ϕ(x).

Theorem 1.7 A rational function ϕ that is regular at all points of a closed subset
X is a regular function on X.

Proof Suppose ϕ ∈ k(X) is regular at every point x ∈X. This means that for every
x ∈ X there exists fx , gx ∈ k[X] with gx(x) �= 0 such that ϕ = fx/gx . Consider
the ideal a generated by all the functions gx for x ∈ X. This has a finite basis, so
that there are a finite number of points x1, . . . , xN such that a = (gx1 , . . . , gxN ).
The functions gxi do not have a common zero x ∈ X, since then all functions in
a would vanish at x, but gx(x) �= 0. From the analogue of the Nullstellensatz it
follows that a = (1), and hence there exist functions u1, . . . , uN ∈ k[X] such that
∑N

i=1 uigxi = 1. Multiplying both sides of this equality by ϕ and using the fact
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that ϕ = fxi /gxi , we get that ϕ =∑N
i=1 uifxi , that is, ϕ ∈ k[X]. The theorem is

proved. �

If ϕ is a rational function on a closed set X, the set of points at which ϕ is regular
is nonempty and open. The first assertion follows since ϕ can be written ϕ = f/g

with f , g ∈ k[X] and g �= 0; hence g(x) �= 0 for some x ∈ X, and obviously ϕ is
regular at this point. To prove the second assertion, consider all possible represen-
tations ϕ = fi/gi . For any regular function gi the set Yi ⊂ X of points x ∈ X for
which gi(x)= 0 is obviously closed, and hence Ui =X \ Yi is open. The set U of
points at which ϕ is regular is by definition U =⋃

Ui , and is therefore open. This
open set is called the domain of definition of ϕ. For any finite system ϕ1, . . . , ϕm

of rational functions, the set of points x ∈ X at which they are all regular is again
open and nonempty. The first assertion follows since the intersection of a finite num-
ber of open sets is open, and the second from the following useful proposition: the
intersection of a finite number of nonempty open sets of an irreducible closed set
is nonempty. Indeed, let Ui =X \ Yi for i = 1, . . . ,m be such that

⋂

Ui = ∅. Then
Yi �=X and

⋃

Yi =X; but the Yi are closed sets, and this contradicts the irreducibil-
ity of X.

Thus for any finite set of rational functions, there is some nonempty open set
on which they are all defined and can be compared. This remark is useful be-
cause a rational function ϕ ∈ k(X) is uniquely determined if it is specified on some
nonempty open subset U ⊂ X. Indeed, if ϕ(x) = 0 for all x ∈ U and ϕ �= 0 on X

then any expression ϕ = f/g with f , g ∈ k[X] gives a representation of X as a
union X = X1 ∪ X2 of two closed sets, where X1 = X − U and X2 is defined by
f = 0. This contradicts the irreducibility of X.

3.3 Rational Maps

Let X ⊂A
n be an irreducible closed set. A rational map ϕ : X→A

m is a map given
by an arbitrary m-tuple of rational functions ϕ1, . . . , ϕm ∈ k(X). Thus a rational map
ϕ is not a map defined on the whole set X to the set Am, but it clearly defines a map
of some nonempty open set U ⊂ X to A

m. Working with functions and maps that
are not defined at all points is an essential difference between algebraic geometry
and other branches of geometry, for example, topology.

We now define the notion of rational map ϕ : X→ Y to a closed subset Y ⊂A
m.

Definition A rational map ϕ : X→ Y ⊂ A
m is an m-tuple of rational functions

ϕ1, . . . , ϕm ∈ k(X) such that, for all points x ∈ X at which all the ϕi are regular,
ϕ(x) = (ϕ1(x), . . . , ϕm(x)) ∈ Y ; we say that ϕ is regular at such a point x, and
ϕ(x) ∈ Y is the image of x. The image of X under a rational map ϕ is the set of
points

ϕ(X)= {

ϕ(x) | x ∈X and ϕ is regular at x
}

.
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As we proved at the end of Section 3.2, there exists a nonempty open set U ⊂X

on which all the rational functions ϕi are defined, hence also the rational map ϕ =
(ϕ1, . . . , ϕm). Thus we can view rational maps as maps defined on open subsets;
but we have to bear in mind that different maps may have different domains of
definition. The same of course also applies to rational functions.

To check that rational functions ϕ1, . . . , ϕm ∈ k(X) define a rational map
ϕ : X → Y we need to check that ϕ1, . . . , ϕm, as elements of k(X), satisfy
all the equations of Y . Indeed, if this property holds then for any polynomial
u(T1, . . . , Tm) ∈ AY the function u(ϕ1, . . . , ϕm) = 0 on X. Then at each point x

at which all the ϕi are regular, we have u(ϕ1(x), . . . , ϕm(x))= 0 for all u ∈AY , that
is, (ϕ1(x), . . . , ϕm(x)) ∈ Y . Conversely, if ϕ : X→ Y is a rational map, then for ev-
ery u ∈AY the function u(ϕ1, . . . , ϕm) ∈ k(X) vanishes on some nonempty open set
U ⊂X, and so is 0 on the whole of X. It follows from this that u(ϕ1, . . . , ϕm)= 0
in k(X).

We now study how rational maps act on rational functions on a closed set. Let
ϕ : X→ Y be a rational map and assume that ϕ(X) is dense in Y . Consider ϕ as
a map U → ϕ(X) ⊂ Y , where U is the domain of definition of ϕ, and construct
the map ϕ∗ on functions corresponding to it. For any function f ∈ k[Y ] the function
ϕ∗(f ) is a rational function on X. Indeed, if Y ⊂A

m, and f is given by a polynomial
u(T1, . . . , Tm), then ϕ∗(f ) is given by the rational function u(ϕ1, . . . , ϕm). Thus we
have a map ϕ∗ : k[Y ] → k(X) which is obviously a ring homomorphism of the
ring k[Y ] to the field k(X). This homomorphism is even an isomorphic inclusion
k[Y ] ↪→ k(X). Indeed, if ϕ∗(u) = 0 for u ∈ k[Y ] then u = 0 on ϕ(X). But if u �=
0 on Y then the equality u = 0 defines a closed subset V (u) � Y . Then ϕ(X) ⊂
V (u), but this contradicts the assumption that ϕ(X) is dense in Y . The inclusion
ϕ∗ : k[Y ] ↪→ k(X) can be extended in an obvious way to an isomorphic inclusion of
the field of fractions k(Y ) into k(X). Thus if ϕ(X) is dense in Y , the rational map ϕ

defines an isomorphic inclusion ϕ∗ : k(Y ) ↪→ k(X).
Given two rational maps ϕ : X→ Y and ψ : Y → Z such that ϕ(X) is dense in

Y then it is easy to see that we can define a composite ψ ◦ ϕ : X→ Z; if in addition
ψ(Y ) is dense in Z then so is (ψ ◦ ϕ)(X). Then the inclusions of fields satisfy the
relation (ψ ◦ ϕ)∗ = ϕ∗ ◦ψ∗.
Definition A rational map ϕ : X→ Y is birational or is a birational equivalence if
ϕ has an inverse rational map ψ : Y →X, that is, ϕ(X) is dense in Y and ψ(Y ) in
X, and ψ ◦ ϕ = 1, ϕ ◦ψ = 1 (where defined). In this case we say that X and Y are
birational or birationally equivalent.

Obviously if ϕ : X → Y is a birational map then the inclusion of fields
ϕ∗ : k(Y )→ k(X) is an isomorphism. It is easy to see that the converse is also
true (for algebraic plane curves this was done in Section 1.4). Thus closed sets X

and Y are birational if and only if the fields k(X) and k(Y ) are isomorphic over k.

Examples In Section 1 we treated a series of examples of birational maps between
algebraic plane curves. Isomorphic closed sets are obviously birational. The regular
maps in Examples 1.18–1.19, although not isomorphisms, are birational maps.
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A closed set that is birational to an affine space An is said to be rational. Rational
algebraic curves were discussed in Section 1. We now give some other examples of
rational closed sets.

Example 1.22 An irreducible quadric X ⊂ A
n defined by a quadratic equation

F(T1, . . . , Tn) = 0 is rational. The proof given in Section 1.2 for the case n = 2
works in general. The corresponding map can once again be interpreted as the pro-
jection of X from some point x ∈ X to a hyperplane L ⊂ A

n not passing through
x (stereographic projection). We need only choose x so that it is not a vertex of X,
that is, so that ∂F/∂Ti(x) �= 0 for at least one value of i = 1, . . . , n.

Example 1.23 Consider the hypersurface X ⊂ A
3 defined by the 3rd degree equa-

tion x3 + y3 + z3 = 1. We suppose that the characteristic of the ground field k is
different from 3. The surface X contains several lines, for example the two skew
lines L1 and L2 defined by

L1 : x + y = 0, z= 1, and L2 : x + εy = 0, z= ε,

where ε �= 1 is a cube root of 1.
We give a geometric description of a rational map of X to the plane, and leave the

reader to write out the formulas, and also to check that it is birational. Choose some
plane E ⊂ A

3 not containing L1 or L2. For x ∈ X \ (L1 ∪ L2), it is easy to verify
that there is a unique line L passing through x and intersecting L1 and L2. Write
f (x) for the point of intersection L∩E; then x �→ f (x) is the required rational map
X→E.

This argument obviously applies to any cubic surface in A
3 containing two skew

lines.

In algebraic geometry we work with two different equivalence relations be-
tween closed sets, isomorphism and birational equivalence. Birational equivalence is
clearly a coarser equivalence relation than isomorphism; in other words, two closed
sets can be birational without being isomorphic. Thus it often turns out that the clas-
sification of closed sets up to birational equivalence is simpler and more transparent
than the classification up to isomorphism. Since it is defined at every point, isomor-
phism is closer to geometric notions such as homeomorphism and diffeomorphism,
and so more convenient. Understanding the relation between these two equivalence
relations is an important problem; the question is to understand how much coarser
birational equivalence is compared to isomorphism, or in other words, how many
closed sets are distinct from the point of view of isomorphism but the same from
that of birational equivalence. This problem will reappear frequently later in this
book.

We conclude this section by proving one result that illustrates the notion of bira-
tional equivalence.

Theorem 1.8 Any irreducible closed set X is birational to a hypersurface of some
affine space A

m.
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Proof k(X) is generated over k by a finite number of elements, for example the
coordinates t1, . . . , tn in A

n, viewed as functions on X.
Suppose that d is the maximal number of the ti that are algebraically independent

over k. According to Proposition A.7, the field k(X) can be written in the form
k(z1, . . . , zd+1), where z1, . . . , zd are algebraically independent over k and

f (z1, . . . , zd+1)= 0, (1.21)

with f irreducible over k and f ′Td+1
�= 0. The function field k(Y ) of the closed set

Y defined by (1.21) is obviously isomorphic to k(X). This means that X and Y are
birational. The theorem is proved. �

Remark 1.1 According to Proposition A.7, the element zd+1 is separable over the
field k(z1, . . . , zd). Hence the k(z1, . . . , zd)⊂ k(X) is a finite separable field exten-
sion.

Remark 1.2 It follows from the proof of Proposition A.7 and the primitive element
theorem of Galois theory that z1, . . . , zd+1 can be chosen as linear combinations
of the original coordinates x1, . . . , xn, that is, of the form zi =∑n

j=1 cij xj for i =
1, . . . , d + 1. The map (x1, . . . , xn) �→ (z1, . . . , zd+1) given by these formulas is a
projection of the space An parallel to the linear subspace defined by

∑n
j=1 cij xj = 0

for i = 1, . . . , d+1. This shows the geometric meaning of the birational map whose
existence is established in Theorem 1.8.

3.4 Exercises to Section 3

1 Suppose that k is a field of characteristic �= 2. Decompose into irreducible com-
ponents the closed set X ⊂A

3 defined by x2 + y2 + z2 = 0, x2 − y2 − z2 + 1= 0.

2 Prove that if X is the closed set of Exercise 4 of Section 2.4 then the elements of
the field k(X) can be expressed in a unique way in the form u(x) + v(x)y where
u(x) and v(x) are arbitrary rational functions of x.

3 Prove that the maps f of Exercises 3, 4 and 6 of Section 2.4 are birational.

4 Decompose into irreducible components the closed set X ⊂ A
3 defined by y2 =

xz, z2 = y3. Prove that all its components are birational to A
1.

5 Let X ⊂ An be the hypersurface defined by an equation fn−1(T1, . . . , Tn) +
fn(T1, . . . , Tn) = 0, where fn−1 and fn are homogeneous polynomials of degrees
n − 1 and n. (A hypersurface of this form is called a monoid.) Prove that if X is
irreducible then it is birational to A

n−1. (Compare the case of plane curves treated
in Section 1.4.)
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6 At what points of the circle given by x2+y2 = 1 is the rational function (1−y)/x

regular?

7 At which points of the curve X defined by y2 = x2 + x3 is the rational function
t = y/x regular? Prove that y/x /∈ k[X].

4 Quasiprojective Varieties

4.1 Closed Subsets of Projective Space

Let V be a vector space of dimension n+ 1 over the field k. The set of lines (that is,
1-dimensional vector subspaces) of V is called the n-dimensional projective space,
and denoted by P(V ) or Pn. If we introduce coordinates ξ0, . . . , ξn in V then a point
ξ ∈ P

n is given by n+ 1 elements (ξ0 : · · · : ξn) of the field k, not all equal to 0; and
two points (ξ0 : · · · : ξn) and (η0 : · · · : ηn) are considered to be equal in P

n if and
only if there exists λ �= 0 such that ηi = λξi for i = 0, . . . , n. Any set (ξ0 : · · · : ξn)
defining the point ξ is called a set of homogeneous coordinates for ξ (compare
Section 1.6).

We say that a polynomial f (S) ∈ k[S0, . . . , Sn] vanishes at ξ ∈ P
n if

f (ξ0, . . . , ξn) = 0 for any choice of the coordinates (ξ0, . . . , ξn) of ξ . Obviously,
then also f (λξ0, . . . , λξn) = 0 for all λ ∈ k with λ �= 0. Write f in the form
f = f0 + f1 + · · · + fr , where fi is the sum of all terms of degree i in f . Then

f (λξ0, . . . , λξn)= f0(ξ0, . . . , ξn)

+ λf1(ξ0, . . . , ξn)+ · · · + λrfr(ξ0, . . . , ξn).

Since k is an infinite field, the equality f (λξ0, . . . , λξn)= 0 for all λ ∈ k with λ �= 0
implies that fi(λξ0, . . . , λξn) = 0. Thus if f vanishes at a point ξ then all of its
homogeneous components fi also vanish at ξ .

Definition X ⊂ P
n is a closed subset if it consists of all points at which a finite

number of polynomials with coefficients in k vanish. A closed subset defined by
one homogeneous equation F = 0 is called a hypersurface, as in the affine case.
The degree of the polynomial is the degree of the hypersurface. A hypersurface of
degree 2 is called a quadric.

The set of all polynomials f ∈ k[S0, . . . , Sn] that vanish at all points x ∈X forms
an ideal of k[S], called the ideal of the closed set X, and denoted by AX . By what
we said above, the ideal AX has the property that whenever it contains an element f
it also contains all the homogeneous components of f . An ideal with this property
is said to be homogeneous or graded. Thus the ideal of a closed set X of projective
space is homogeneous. It follows from this that it has a basis consisting of homo-
geneous polynomials: we need only start from any basis and take the system of
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homogeneous components of polynomials of the basis. In particular, any closed set
can be defined by a system of homogeneous equations.

Thus to each closed subset X ⊂ P
n there is a corresponding homogeneous ideal

AX ⊂ k[S0, . . . , Sn]. Conversely, any homogeneous ideal A⊂ k[S] defines a closed
subset X ⊂ P

n. That is, if F1, . . . ,Fm is a homogeneous basis of A then X is defined
by the system of equation F1 = · · · = Fm = 0. If this system of equations has no
other solutions in the vector space V other than 0 then it is natural to take X to be
the empty set.

Examples of Closed Subsets of Projective Space

Example 1.24 (The Grassmannian) The projective space P(V ) parametrises the 1-
dimensional vector subspaces L1 ⊂ V of a vector space V . The Grassmannian or
Grassmann variety Grass(r,V ) plays the same role for r-dimensional vector sub-
spaces Lr ⊂ V . To define this, consider the r th exterior power

∧r
V of V , and send

a basis f1, . . . , fr of a vector subspace L into the element f1 ∧ · · · ∧ fr ∈∧r
V . On

passing to another basis of the same vector subspace this element is multiplied by
a nonzero element α ∈ k, the determinant of the matrix of the coordinate change,
and hence the corresponding point of the projective space P(

∧r
V ) is uniquely de-

termined by the subspace L. Write P(L) for this point. It is easy to see that it
determines the subspace L uniquely. If {ei} is a basis of V then {ei1 ∧ · · · ∧ eir } is
a basis of

∧r
V and P(L) =∑

i1<···<ir
pi1...ir (ei1 ∧ · · · ∧ eir ). The homogeneous

coordinates pi1...ir of P(L) are called the Plücker coordinates of L.
Except for the trivial cases of subspaces having dimension or codimension 1, not

every point P ∈ P(
∧r

V ) is of the form P(L), or in other words, not every element
x ∈∧r

V is of the form f1 ∧ · · · ∧ fr with fi ∈ V . The necessary and sufficient
condition for this to hold uses the notion of convolution. Let u ∈ V ∗ be a vector of
the dual vector space. For x ∈∧1

V = V the convolution u � x is an element of
k, and is just the scalar product (u, x) or the value u(x). For x ∈∧0

V = k we set
u � x = 0. For any x ∈∧r

V the convolution u � x = 0 can be extended in a unique
way from x ∈∧1

V if we require the property

u � (x ∧ y)= (u � x)∧ y + (−1)a
(

x ∧ (u � y)
)

for x ∈
a
∧

V. (1.22)

Here u �∧r
V ⊂∧r−1

V . The element u � x for u ∈ V ∗ and x ∈∧r
V is called

the convolution of u and x. Finally, for u1, . . . , us ∈ V ∗ the element u1 � (u2 � · · · �
(us � x) · · · ) depends only on x and y = u1 ∧ · · · ∧ us ∈∧s

V ∗, and is denoted by
y � x. Here y � x ∈∧r−s

V if r ≥ s and y � x = 0 if r < s.
Necessary and sufficient conditions for x ∈∧r

V to be of the form x = f1∧· · ·∧
fr are given by

(y � x)∧ x = 0 for all y ∈
r−1
∧

V ∗. (1.23)
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It is obviously enough to check the conditions (1.23) for y = ui1 ∧· · ·∧uir−1 , where
{ui} is a basis of V ∗; in particular, if we take {ui} to be the basis dual to the basis
{ei} of V then (1.23) can be written in coordinates. They take the form

r+1
∑

t=1

(−1)tpi1...ir−1jt
pj1...̂jt ...jr+1

= 0 (1.24)

for all sequences i1, . . . , ir−1 and j1, . . . , jr+1.
The variety defined in P(

∧r
V ) by the relations (1.23) or (1.24) is called the

Grassmannian, and denoted by Grass(r,V ) or Grass(r, n) where n= dimV .
We need a method of reconstructing a vector subspace L explicitly from its

Plücker coordinates pi1...ir satisfying (1.24). Suppose for example that p1...r �= 0.
If p = (pi1...ir )= P(L) then L has a basis of the form

fi = ei +
∑

k>r

aikek for i = 1, . . . , r.

It follows easily from this that p1...̂i...rk = (−1)kaik , from which we get aik =
(−1)kp1...̂i...rk , where we have set p1...r = 1 for convenience.

Thus the open affine sets pi1...ir �= 0 of Grass(r,V ) are all isomorphic to the affine
space A

r(n−r) with coordinates aik (for i = 1, . . . , r and k = r + 1, . . . , n). We can
see, for example, that in the open set p1...r �= 0 (1.24) can be solved explicitly with
the coordinates p1...r �= 0 and p1...̂i...rk as free parameters. That is, if m ≥ 2 of the
subscripts i1, . . . , ir are >r then

pi1...ir =
F(. . . ,p1...̂i...rk, . . . )

(p1...r )m
,

where F is a form of degree m in p1...r �= 0 and p1...̂i...rk with i ≤ r and k > r . A
detailed treatment of Grassmannians is contained, for example, in the survey article
Kleiman and Laksov [47].

The first nontrivial case of this theory is when r = 2. Then by (1.22)

(u � x)∧ x = 1

2

(

u � (x ∧ x)
)

for u ∈ V ∗ and x ∈
2
∧

V .

Hence (1.23) reduces to u � (x ∧ x)= 0 for all u ∈ V ∗, that is, simply

x ∧ x = 0. (1.25)

Finally, when n= 4 we have dim
∧4

V = 1, so that (1.25) reduces to a single equa-
tion in the Plücker coordinates p12, p13, p14, p23, p24, p34:

p12p34 − p13p24 + p14p23 = 0. (1.26)

Planes L⊂ V in a 4-dimensional vector space V correspond to lines � ⊂ P(V )

in projective 3-space. In this case, coordinates in V are denoted by x0, x1, x2,
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x3 and the Plücker coordinates p01, p02, p03, p12, p13, p23, and (1.26) takes the
form

p01p23 − p02p13 + p03p12 = 0. (1.27)

This is a quadric in projective 5-space P(
∧2

V ).

Example 1.25 (The variety of associative algebras) Let A be an associative alge-
bra over a field k of rank n. Then after a choice of basis, A is determined by its
multiplication table

eiej =
∑

clij el

with structure constants clij ∈ k. The associative condition for multiplication in A

takes the form
∑

l

clij c
m
lk =

∑

l

cmil c
l
jk for i, j, k,m= 1, . . . , n. (1.28)

this is again a system of quadratic equation in the structure constants clij . Multi-

plying all the basis elements ei by a nonzero element α−1 ∈ k has the effect of
multiplying all the clij by α. Thus if we discard the algebra with zero multiplication,

all algebras are described by points of the closed set in the projective space P
n3−1

defined by (1.28).
To be more precise, points of this set correspond to associative multiplication

laws written out in terms of a chosen basis e1, . . . , en. The change to a different
basis is given by a nondegenerate n× n matrix. Thus the set of associative algebras
of rank n over a field k, up to isomorphism, is parametrised by the quotient of the
set defined by (1.28) by the group of nondegenerate n× n matrixes. The extent to
which this type of quotient can be identified with an algebraic variety is an extremely
delicate question.

Example 1.26 (Determinantal varieties) Quadratic forms in n variables form a
vector space V of dimension

(

n+1
2

) = (1/2)n(n + 1). Quadrics in an (n − 1)-
dimensional projective space are parametrised by points of the projective space
P(V ). Among these, the degenerate quadrics are characterised by det(f )= 0, where
f is the corresponding quadratic form. This is a hypersurface X1 ⊂ P(V ). The
quadrics of rank ≤n − k correspond to points of a set Xk defined by setting all
(n− k+ 1)× (n− k+ 1) minors of the matrix of f to 0. A set of this type is called
a determinantal variety. Another type of determinantal variety Mk is defined in the
space P(V ), where V is the space of n×m matrixes, by the condition that a matrix
has rank ≤k.

In the case of closed subsets of affine space, an ideal A⊂ k[T ] defines the empty
set only if A = (1); this is the assertion of the Nullstellensatz. For closed subsets
of projective spaces this is not the case: for example, the ideal (S0, . . . , Sn) also
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defines the empty set. Write Is for the ideal of k[S] consisting of polynomials having
only terms of degree ≥s. Obviously Is also defines the empty set: it contains, for
example, the monomials Ss

i for i = 0, . . . , n, which have a common zero only at the
origin.

Lemma 1.1 A homogeneous ideal A ⊂ k[S] defines the empty set if and only if it
contains the ideal Is for some s > 0.

Proof We have already seen that the ideal Is defines the empty set, and the
same holds a fortiori for any ideal containing Is . Suppose that a homogeneous
ideal A ⊂ k[S] defines the empty set. Let F1, . . . ,Fr be a homogeneous basis
of the ideal A and set degFi = mi . Then from the assumption, it follows that
the polynomials Fi(1, T1, . . . , Tn) have no common root, where Tj = Sj/S0. In-
deed, a common root (α1, . . . , αn) would give a common root (1, α1, . . . , αn) of
F1, . . . ,Fr . By the Nullstellensatz there must exist polynomials Gi(T1, . . . , Tn) such
that

∑

i Fi(1, T1, . . . , Tn)Gi(T1, . . . , Tn) = 1. Setting Tj = Sj/S0 in this equality

and multiplying through by a common denominator of the form S
l0
0 we get Sl0

0 ∈A.

In the same way, for each i = 1, . . . , n there exists a number li > 0 such that Sli
i ∈A.

If now l =max(l0, . . . , ln) and s = (l− 1)(n+ 1)+ 1 then in any term S
a0
0 · · ·San

n of
degree a0+· · ·+an ≥ s we must have at least one term Si with exponent ai ≥ l ≥ li ,
and since S

li
i ∈ A, this term is contained in A. This proves that Is ⊂ A. The lemma

is proved. �

From now on we consider closed subsets of affine and projective spaces at one
and the same time. We again call these affine and projective closed sets. For pro-
jective closed sets, we use the same terminology as for affine sets; that is, if Y ⊂X

are two closed sets then we say that X \ Y is an open set in X. As before, a union
of an arbitrary number of open sets, and an intersection of finitely many open sets
is again open. The set An

0 ⊂ P
n of points ξ = (ξ0 : · · · : ξn) for which ξ0 �= 0 is ob-

viously open. Its points can be put in one-to-one correspondence with the points of
an n-dimensional affine space by setting αi = ξi/ξ0 for i = 1, . . . , n, and sending
ξ ∈ A

n
0 to (α1, . . . , αn) ∈ A

n. Thus we call the set An
0 an affine piece of Pn. In the

same way, for i = 0, . . . , n, the set An
i consists of points for which ξi �= 0. Obviously

P
n =⋃

i A
n
i .

For any projective closed set X ⊂ Pn, and any i = 0, . . . , n, the set Ui =X ∩A
n
i

is open in X. It is closed as a subset of An
i . Indeed, if X is given by a system of

homogeneous equations F1 = · · · = Fm = 0 and degFj = nj then, for example, U0
is given by the system

S
−nj

0 Fj = Fj (1, T1, . . . , Tn)= 0 for j = 1, . . . ,m,

where Ti = Si/S0 for i = 1, . . . , n. We call Ui the affine pieces of X; obviously X =
⋃

Ui . A closed subset U ⊂A
n
0 defines a closed projective set U called its projective

completion; U is the intersection of all projective closed sets containing U . It is easy
to check that the homogeneous equations of U are obtained by a process inverse
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to that just described. If F(T1, . . . , Tn) is any polynomial in the ideal A of U of
degree degF = k, then the equations of U are of the form Sk

0F(S1/S0, . . . , Sn/S0).
It follows from this that

U =U ∩A
n
0 . (1.29)

Up to now we have considered two classes of objects that could claim to be called
algebraic varieties; affine and projective closed sets. It is natural to try to introduce
a unified notion of which both of these types will be particular cases. This will be
done most systematically in Chapters 5–6 in connection with the notion of scheme.
For the moment we introduce a more particular notion, that unifies projective and
affine closed sets.

Definition A quasiprojective variety is an open subset of a closed projective set.

A closed projective set is obviously a quasiprojective variety. For affine closed
sets this follows from (1.29). A closed subset of a quasiprojective variety is its inter-
section with a closed set of projective space. Open set and neighbourhood of a point
are defined similarly. The notion of irreducible variety and the theorem on decom-
posing a variety as a union of irreducible components carries over word-for-word
from the case of affine sets.

From now on we use subvariety Y of a quasiprojective variety X ⊂ P
n to mean

any subset Y ⊂ X which is itself a quasiprojective variety in Pn. This is obviously
equivalent to saying that Y = Z \Z1 with Z and Z1 ⊂X closed subsets.

4.2 Regular Functions

We proceed to considering functions on quasiprojective varieties, and start with the
projective space P

n itself. Here we meet an important distinction between functions
of homogeneous and inhomogeneous coordinates: a rational function of the homo-
geneous coordinates

f (S0, . . . , Sn)= P(S0, . . . , Sn)

Q(S0, . . . , Sn)
(1.30)

cannot be viewed as a function of x ∈ P
n, even when Q(x) �= 0, since the value

f (α0, . . . , αn) in general changes when all the αi are multiplied through by a com-
mon factor. However, when f is a homogeneous function of degree 0, that is, when
P and Q are homogeneous of the same degree, then f can be viewed as a function
of x ∈ P

n.
If X ⊂ P

n is a quasiprojective variety, x ∈ X and f = P/Q is a homogeneous
function of degree 0 with Q(x) �= 0, then f defines a function on a neighbourhood
of x in X with values in k. We say that f is regular in a neighbourhood of x, or
simply at x. A function on X that is regular at all points x ∈X is a regular function
on X. All regular functions on X form a ring, that we denote by k[X].
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Let’s prove that for a closed subset X of an affine space, our definition of regular
function here is the same as that in Section 2.2 (after an obvious passage to inhomo-
geneous coordinates). For X irreducible, this is stated in Theorem 1.7. In the general
case we only need to change slightly the arguments used to prove this theorem. In
this proof we let f be a regular function in the affine sense of Section 2.2.

By assumption, each point x ∈ X has a neighbourhood Ux with qx �= 0 on Ux

in which f = px/qx , where px , qx are regular functions on X and qx �= 0 on Ux .
Hence

qxf = px (1.31)

on Ux . But we can assume that (1.31) holds over the whole of X. To achieve this,
we multiply both px and qx by a regular function equal to 0 on X \Ux and nonzero
at x; then (1.31) holds also on X \Ux , since both sides are 0 there. As in the proof of
Theorem 1.7, we can find points x1, . . . , xN ∈ X and regular functions h1, . . . , hN

such that
∑N

i=1 qxi hi = 1. Multiply (1.31) for x = xi by hi and add, to get

f =
N
∑

i=1

pxi hi,

that is, f is a regular function.
In contrast to the case of closed affine sets, the ring k[X] may consist only of

constants. We will prove later (Theorem 1.11, Corollary 1.1) that this is always the
case if X is an irreducible closed projective set. This is easy to prove directly if X =
P
n: indeed, if f = P/Q, with P and Q forms of the same degree, we can assume

that P and Q have no common factors; then f is not regular at points x where
Q(x)= 0. On the other hand, when X is only quasiprojective, k[X] may turn out to
be an unexpectedly large ring. If X is an affine closed set then as we have seen k[X]
is finitely generated as an algebra over k. However, Rees and Nagata constructed
examples of quasiprojective varieties for which k[X] is not finitely generated. This
shows that k[X] is only a reasonable invariant when X is an affine closed set.

We pass to maps. Any map of a quasiprojective variety X to an affine space A
n

is given by n functions on X with values in k. If these functions are regular then we
say the map is regular.

Definition Let f : X→ Y be a map between quasiprojective varieties, with Y ⊂
P
m. This map is regular if for every point x ∈ X and for some affine piece A

m
i

containing f (x) there exists a neighbourhood U � x such that f (U)⊂ A
m
i and the

map f : U →A
m
i is regular.

We check that the regularity property is independent of the choice of affine piece
A

m
i containing f (x). If f (x)= (y0, . . . ,̂1, . . . , ym) ∈ A

m
i (wherê1 in the ith place

means that this coordinate is discarded) is also contained in A
m
j , then yj �= 0, and the

coordinates of this point in A
m
j are (y0/yj , . . . ,1/yj , . . . ,̂1, . . . ym/yj ), with 1/yj
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in the ith place and̂1 discarded from the j th. Therefore if f : U →A
m
i is given by

functions (f0, . . . ,̂1, . . . , fm), the map f to A
m
j is given by

(f0/fj , . . . ,1/fj , . . . ,̂1, . . . fm/fj ).

By assumption fj (x) �= 0, and the subset U ′ ⊂U of points at which fj �= 0 is open.
The functions f0/fj , . . . ,1/fj , . . . , fm/fj are regular on U ′, and hence f : U ′ →
A

m
j is regular.
In the same way as for affine closed sets, a regular map f : X→ Y defines a

homomorphism f ∗ : k[Y ]→ k[X].
The question of how to write down formulas defining a regular map on an irre-

ducible variety is solved in complete analogy with the case n = 2 treated in Sec-
tion 1.6. Suppose for example that f (x) ∈ A

m
0 , and the map f : U → A

m
0 is given

by regular functions f1, . . . , fm. By definition fi = Pi/Qi where Pi , Qi are forms
of the same degree in the homogeneous coordinates of x and Qi(x) �= 0. Putting
these fractions over a common denominator gives fi = Fi/F0, where F0, . . . ,Fm

are forms of the same degree and F0(x) �= 0. In other words, f (x)= (F0(x) : · · · :
Fm(x)) ∈ P

m. In this process, we must bear in mind that the representation of a
regular function as a ratio of two forms is not unique. Hence two different formulas

f (x)= (

F0(x) : · · · : Fm(x)
)

and g(x)= (

G0(x) : · · · :Gm(x)
)

(1.32)

may define the same map; this happens if and only if

FiGj = FjGi on X for 0≤ i, j ≤m. (1.33)

This brings us to a second form of the definition of a regular map:

Definition A regular map f : X→ P
m of an irreducible quasiprojective variety X

to projective space Pm is given by an (m+ 1)-tuple of forms

(F0 : · · · : Fm) (1.34)

of the same degree in the homogeneous coordinates of x ∈ P
n. We require that for

every x ∈X there exists an expression (1.34) for f such that Fi(x) �= 0 for at least
one i; then we write f (x) to denote the point (F0(x) : · · · : Fm(x)). Two maps (1.32)
are considered equal if (1.33) holds.

Now we have a definition of regular maps between quasiprojective varieties, it is
natural to define an isomorphism to be a regular map having an inverse regular map.

A quasiprojective variety X′ isomorphic to a closed subset of an affine space will
be called an affine variety. It can happen that X is given as a subset X ⊂ A

n, but is
not closed in A

n. For example, the set X =A
1 \ 0 is not closed in A

1, although it is
quasiprojective, and is isomorphic to the hyperbola xy = 1 (Example 1.13), which
is a closed set of A2. Thus the notion of a closed affine set is not invariant under
isomorphism, while that of affine variety is invariant by definition.
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In the same way, a quasiprojective variety isomorphic to a closed projective set
will be called a projective variety. We will prove in Theorem 1.10 that if X ⊂ P

n is
a projective variety then it is closed in P

n, so that the notions of closed projective
set and projective variety coincide and are both invariant under isomorphism.

There are quasiprojective varieties that are neither affine nor projective (see Ex-
ercise 5 of Section 4.5 and Exercises 4–6 of Section 5.5).

In what follows, we will meet some properties of varieties X that need only be
verified for some neighbourhood U of any point x ∈ X. In other words, if X =
⋃

Uα , with Uα any open sets, then it is enough to verify the property for each of the
Uα . We say that properties of this type are local properties. We give some example
of local properties.

Lemma 1.2 The property that a subset Y ⊂X is closed in a quasiprojective variety
X is a local property.

Proof The assertion means that if X =⋃

Uα with open sets Uα , and Y ∩ Uα is
closed in each Uα then Y is closed in X. By definition of open sets, Uα = X \ Zα

where the Zα are closed, and by definition of closed sets, Uα ∩ Y =Uα ∩ Tα where
the Tα ⊂X are closed.

We check that Y =⋂

(Zα ∪Tα), from which it follows of course that Y is closed.
If y ∈ Y and y ∈ Uα then y ∈ Uα ∩ Y ⊂ Tα , and if y /∈ Uα then y ∈ X \ Uα = Zα ,
so that y ∈ Zα ∪ Tα for every α. Conversely, suppose that x ∈ Zα ∪ Tα for every α.
Since X =⋃

Uα it follows that x ∈Uβ for some β . Then x /∈ Zβ , and hence x ∈ Tβ ,
so that x ∈ Tβ ∩Uβ ⊂ Y . The lemma is proved. �

In studying local properties we can restrict ourselves to affine varieties in view
of the following result.

Lemma 1.3 Every point x ∈X has a neighbourhood isomorphic to an affine vari-
ety.

Proof By assumption X ⊂ P
n. If x ∈ A

n
0 (that is, if the coordinate u0 of x is

nonzero) then x ∈X ∩A
n
0, and by definition of a quasiprojective variety X ∩A

n
0 =

Y \Y1 where Y and Y1 ⊂ Y are closed subsets of An
0. Since x ∈ Y \Y1, there exists a

polynomial F of the coordinates of An
0 such that F = 0 on Y1 and F(x) �= 0. Write

V (F) for the set of points of Y where F = 0. Obviously D(F) = Y \ V (F) is a
neighbourhood of x. We prove that this neighbourhood is isomorphic to an affine
variety. Suppose that G1 = · · · = Gm = 0 are the equations of Y in A

n
0. Define a

variety Z ⊂A
n+1 by the equations

G1(T1, . . . , Tn)= · · · =Gm(T1, . . . , Tn)= 0,

F (T1, . . . , Tn) · Tn+1 = 1.
(1.35)

The map ϕ : (x1, . . . , xn+1) �→ (x1, . . . , xn) obviously defines a regular map
Z → D(F) and ψ : (x1, . . . , xn) �→ (x1, . . . , xn,F (x1, . . . , xn)

−1) a regular map
D(F)→ Z inverse to ϕ. This proves the lemma. �
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If Y = A
1, F = T then the isomorphism just constructed is the map considered

in Example 1.13.

Definition An open set D(f ) = X \ V (f ) consisting of the points of an affine
variety X such that f (x) �= 0 is called a principal open set.

The significance of these sets is that they are affine, as we have seen, and the
ring k[D(f )] of regular function on them can be easily determined. Namely, by
construction f �= 0 on D(f ), so that f−1 ∈ k[D(f )], and Theorem 1.7 together
with (1.35) shows that k[D(f )] = k[X][f−1].

Lemmas 1.2–1.3 show for example that closed subsets map to closed subsets
under isomorphisms. We prove in addition that the inverse image f−1(Z) under
any regular map f : X→ Y of any closed subset Z ⊂ Y is closed in X.

By definition of a regular map f colonX→ Y , for any point x ∈ X there are
neighbourhoods U of x in X and V of f (x) in Y such that f (U)⊂ V ⊂A

m and the
map f : U → V is regular. By Lemma 1.3 we can assume that U is an affine variety.
By Lemma 1.2, it is enough to check that f−1(Z) ∩U = f−1(Z ∩ V ) is closed in
U . Since Z ∩ V is closed in V , it is defined by equations g1 = · · · = gm = 0, where
the gi are regular functions on V . But then f−1(Z ∩ V ) is defined by the equations
f ∗(g1)= · · · = f ∗(gm)= 0, and is hence also closed.

It follows also from what we have just proved that the inverse image of an open
set is again open. It is easy to check that a regular map can be defined as a map
f : X→ Y such that the inverse image of any open set is open (that is, f is “con-
tinuous”), and for any point x ∈ X and any function ϕ regular in a neighbourhood
of f (x) ∈ Y , the function f ∗(ϕ) is regular in a neighbourhood of x.

4.3 Rational Functions

In discussing the definition of rational functions on quasiprojective varieties, we met
a distinction of substance between the case of affine varieties and the general case.
Namely, we defined rational functions on an affine variety X as ratios of functions
that are regular on the whole of X. But in the general case, as we have said, it can
happen that there are no everywhere regular functions except for the constants, so
that if we used the same definition there would also be no rational functions except
for the constants. For this reason we define rational functions on a quasiprojective
variety X ⊂ P

n to be functions defined on X by homogeneous functions on P
n (as

in Section 1.6 for n= 2).
More precisely, consider an irreducible quasiprojective variety X ⊂ P

n and (by
analogy with Section 3.2) write OX for the set of rational functions f = P/Q in the
homogeneous coordinates S0, . . . , Sn such that P , Q are forms of the same degree
and Q /∈AX . As for affine varieties, from the fact that X is irreducible it follows that
OX is a ring. Write MX for the set of functions f ∈OX with P ∈AX . Obviously the
quotient ring OX/MX is a field, called the function field of X, and denoted by k(X).
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If U is an open subset of an irreducible quasiprojective variety X then, since a form
vanishes on X if and only if it vanishes on U , we have k(X)= k(U). In particular,
k(X) = k(X), where X is the projective closure of X in P

n. Thus in discussing
function fields we can restrict to affine or projective varieties if we want to.

It is easy to check that if X is an affine variety then the definition just given
coincides with that given in Section 3.2. Indeed, dividing the numerator and de-
nominator of a rational function f = P/Q with degP = degQ=m by Sm

0 , we can
write it as a rational function in Ti = Si/S0 for i = 1, . . . , n. By doing this, we estab-
lish an isomorphism of the field of homogeneous rational functions of degree 0 in
S0, . . . , Sn with the field k(T1, . . . , Tn). An obvious verification shows that the sub-
ring and ideal of k(T1, . . . , Tn) denoted in Section 3.2 by OX and MX correspond
to the objects denoted here by the same letters.

In Section 4.2 we have already used rational functions on P
n to define regular

functions. As there, we say that f ∈ k(X) is regular at a point x ∈ X if it can be
written in the form f = F/G, with F and G homogeneous of the same degree
and G(x) �= 0. Then f (x) = F(x)/G(x) is the value of f at x. As in the case of
affine varieties, the set of points at which a given rational function f is regular is
a nonempty open set U of X, called the domain of definition of f . Obviously a
rational function can also be defined as a function regular on some open set U ⊂X.

A rational map f : X→ Pm is defined (as in the second definition of regular
map in Section 4.2) by giving m + 1 forms (F0 : · · · : Fm) of the same degree in
the n + 1 homogeneous coordinates of Pn containing X. Here at least one of the
forms must not vanish on X. Two maps (F0 : · · · : Fm) and (G0 : · · · :Gm) are equal
if FiGj = FjGi on X for all i, j . If we divide through all the forms Fi by one of
them (nonzero on X), we can define a rational map by m+ 1 rational functions on
X, with the same notion of equality of maps. If a rational map f can be defined by
functions (f0 : · · · : fm) such that all the fi are regular at x ∈X and not all zero at
x, then f is regular at x. It then defines a regular map of some neighbourhood of
the point x to P

m.
The set of points at which a rational map is regular is open. Hence we can also

define a rational map to be a regular map of some open set U ⊂ X. If Y ⊂ P
m is a

quasiprojective variety and f : X→ P
m a rational map, we say that f maps X to Y

if there exists an open set U ⊂X on which f is regular and f (U)⊂ Y . The union
˜U of all such open sets is called the domain of definition of f , and f (˜U) ⊂ Y the
image of X in Y .

As in the case of affine varieties, if the image of a rational map f : X → Y

is dense in Y then f defines an inclusion of fields f ∗ : k(Y ) ↪→ k(X). If a ratio-
nal map f : X→ Y has an inverse rational map then f is birational or is a bira-
tional equivalence, and X and Y are birational. In this case the inclusion of fields
f ∗ : k(Y ) ↪→ k(X) is an isomorphism.

We can now clarify the relation between the notions of isomorphism and bira-
tional equivalence.

Proposition 1.1 Two irreducible varieties X and Y are birational if and only if they
contain isomorphic open subsets U ⊂X and V ⊂ Y .
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Proof Indeed, suppose that f : X→ Y is birational, and let g = f−1 : Y → X be
the inverse rational map. Write U1 ⊂X and V1 ⊂ Y for the domain of definition of f
and g. Then by assumption f (U1) is dense in Y , so that f−1(V1)∩U1 is nonempty,
and as proved in Section 4.2, is open. Set U = f−1(V1)∩U1 and V = g−1(U1)∩V1.
A simple check shows that f (U) = V , g(V ) = U and fg = 1, gf = 1, that is, U
and V are isomorphic. �

4.4 Examples of Regular Maps

Example 1.27 (Projection) Let E be a d-dimensional linear subspace of Pn defined
by n− d linearly independent linear equations L1 = · · · = Ln−d = 0, with Li lin-
ear forms. The projection with centre E is the rational map π(x) = (L1(x) : · · · :
Ln−d(x)). This map is regular on P

n \E, since at every point of this set one of the
forms Li does not vanish. Hence if X is any closed subvariety of Pn disjoint from E,
the restriction of π defines a regular map π : X→ P

n−d−1. The geometric meaning
of projection is as follows: as a model of Pn−d−1 take any (n− d − 1)-dimensional
linear subspace H ⊂ P

n disjoint from E. Then there is a unique (d+1)-dimensional
linear subspace 〈E,x〉 passing through E and any point x ∈ P

n \E. This subspace
intersects H in a unique point, which is π(x). If X intersects E, but is not contained
in it, then projection from E is a rational map on X. The case d = 0, a projection
from a point, has already appeared several times.

Example 1.28 (The Veronese embedding) Consider all the homogeneous poly-
nomials F of degree m in variables S0, . . . , Sn. These form a vector space, whose
dimension is easy to compute: it is the binomial coefficient

(

n+m
m

)

.
Consider the hypersurfaces of degree m in Pn. Since polynomials define the same

hypersurface if and only if they are proportional, hypersurfaces correspond to points
of the projective space P

N of dimension N = νn,m =
(

n+m
m

) − 1. Write vi0...in for
homogeneous coordinates of PN , where i0, . . . , in ≥ 0 are any nonnegative integers
such that i0 + · · · + in =m. Consider the map vm : Pn→ P

N defined by

vi0...in = u
i0
0 · · ·uin

n for i0 + · · · + in =m. (1.36)

This is obviously a regular map, since the monomials on the right-hand side of
(1.36) include in particular the elements um

i , which vanish only if all ui = 0. The
map vm is called the mth Veronese embedding of Pn, and the image vm(Pn)⊂ P

N

the Veronese variety. It follows from (1.36) that the relations

vi0...invj0...jn = vk0...knvl0...ln (1.37)

hold on vm(Pn) whenever i0 + j0 = k0 + l0, . . . , in + jn = kn + ln. Conversely, it’s
easy to deduce from (1.37) that at least one of the coordinates v0...m...0 corresponding
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to the monomial um
i is nonzero, and that, for example, on the open set vm0...0 �= 0,

the map

u0 = vm0...0, ui = vm−1,0...1...0 for i ≥ 1

is a regular inverse of vm. Hence vm(Pn) is defined by (1.37), and vm is an isomor-
phic embedding P

n ↪→ P
N .

The significance of the Veronese embedding is that if

F =
∑

ai0...inu
i0
0 · · ·uin

n

is a form of degree m in the homogeneous coordinates of P
n and H ⊂ P

n is the
hypersurface defined by F = 0, then vm(H) ⊂ vm(Pn) ⊂ P

N is the intersection of
vm(Pn) with the hyperplane of PN with equation

∑

ai0...invi0...in . Thus the Veronese
embedding allows us to reduce the study of some problems concerning hypersur-
faces of degree m to the case of hyperplanes.

The mth Veronese image of the projective line vm(P1) ⊂ P
m is called the

Veronese curve, the twisted m-ic curve, or the rational normal curve of degree m.

4.5 Exercises to Section 4

1 Prove that an affine variety U is irreducible if and only if its projective closure U

is irreducible.

2 Associate with any affine variety U ⊂ A
n
0 its projective closure U in P

n. Prove
that this defines a one-to-one correspondence between the affine subvarieties of An

0
and the projective subvarieties of Pn with no components contained in the hyper-
plane S0 = 0.

3 Prove that the variety X =A
2 \ (0,0) is not isomorphic to an affine variety. [Hint:

Compute the ring k[X] of regular functions on X, and use the fact that if Y is an
affine variety, every proper ideal A� k[Y ] defines a nonempty set.]

4 Prove that any quasiprojective variety is open in its projective closure.

5 Prove that every rational map ϕ : P1 → P
n is regular.

6 Prove that any regular map ϕ : P1 →A
n maps P1 to a point.

7 Define a birational map f from an irreducible quadric hypersurface X ⊂ P
3 to the

plane P
2 by analogy with the stereographic projection of Example 1.22. At which

points is f not regular? At which points is f−1 not regular?

8 In Exercise 7, find the open subsets U ⊂X and V ⊂ P
2 that are isomorphic.
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9 Prove that the map y0 = x1x2, y1 = x0x2, y2 = x0x1 defines a birational map of
P2 to itself. At which points are f and f−1 not regular? What are the open sets
mapped isomorphically by f ? (Compare Section 3.5, Chapter 4.)

10 Prove that the Veronese image vm(Pn)⊂ P
N is not contained in any linear sub-

space of PN .

11 Prove that the variety P
2 \X, where X is a plane conic, is affine. [Hint: Use the

Veronese embedding.]

5 Products and Maps of Quasiprojective Varieties

5.1 Products

The definition of the product of affine varieties (Example 1.5) was so natural as not
to require any comment. For general quasiprojective varieties, things are somewhat
more complicated. Because of this, we first consider quasiprojective subvarieties of
affine spaces. If X ⊂A

n and Y ⊂A
m are varieties of this type then X×Y = {(x, y) |

x ∈X,y ∈ Y } is a quasiprojective variety in An ×Am. Indeed, if X =X1 \X0 and
Y = Y1 \ Y0 where X1,X0 ⊂ A

n, and Y1, Y0 ⊂ A
m are closed subvarieties, then

writing

X× Y =X1 × Y1 \
(

(X1 × Y0)∪ (X0 × Y1)
)

shows that X × Y is quasiprojective. This quasiprojective variety is the product of
X and Y . At this point, we should check that if X and Y are replaced by isomorphic
varieties then so is X × Y . This is easy to see. Suppose that ϕ : X→X′ ⊂ A

p and
ψ : Y → Y ′ ⊂ Aq are isomorphisms. Then ϕ × ψ : X × Y → X′ × Y ′ defined by
(ϕ ×ψ)(x, y)= (ϕ(x),ψ(y)) is a regular map, with regular inverse ϕ−1 ×ψ−1.

We return to quasiprojective varieties, and decide what properties we want the
notion of product to have. Let X ⊂ P

n and Y ⊂ P
m be two quasiprojective varieties.

Write X× Y for the set of pairs (x, y) with x ∈X and y ∈ Y . We want to consider
this set as a quasiprojective variety, and for this, we have to produce an embedding
ϕ of X×Y into a projective space PN in such a way that the image ϕ(X×Y)⊂ P

N

is a quasiprojective subvariety. At the same time, it is reasonable to require that
the definition is local, in the sense that for any points x ∈ X and y ∈ Y there exist
affine neighbourhoods X ⊃ U � x and Y ⊃ V � y such that ϕ(U × V ) is open in
ϕ(X × Y), and ϕ defines an isomorphism of the product of the affine varieties U

and V , whose definition we already know, to the subvariety ϕ(U ×V )⊂ ϕ(X×Y).
It is easy to see that the local property of ϕ determines it uniquely; more precisely,

if ψ : X × Y → P
M is another embedding of the same kind, then ψ ◦ ϕ−1 defines

an isomorphism between ϕ(X × Y) and ψ(X × Y). Indeed, for this, it is enough
to prove that for any x ∈ X and y ∈ Y , there exist neighbourhoods ϕ(X × Y) ⊃
W1 � ϕ(x, y) and ψ(X × Y) ⊃W2 � ψ(x, y) such that ψ ◦ ϕ−1 : W1 →W2 is an
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isomorphism. Consider affine neighbourhoods X ⊃ U � x and Y ⊃ V � y the ex-
istence of which is provided by the local property; passing if necessary to smaller
affine neighbourhoods, we can assume that U × V is isomorphic to both ϕ(U × V )

and ψ(U × V ). Then ϕ(U × V ) =W1 and ψ(U × V ) =W2 are the affine neigh-
bourhoods we need, since both are isomorphic to the product U × V of the affine
varieties U and V .

We now proceed to construct an embedding ϕ with the required properties. For
this, we can at once restrict to the case X = P

n, Y = P
m; for once an embedding

ϕ : Pn× P
m ↪→ P

N is constructed, it is easy to check that its restriction to X× Y ⊂
P
n × P

m has all the required properties.
To construct the embedding ϕ, consider the projective space P

N with homoge-
neous coordinates wij having two subscripts i = 0, . . . , n and j = 0, . . . ,m; thus
N = (n+1)(m+1)−1. If x = (u0 : · · · : un) ∈ P

n and y = (v0 : · · · : vm) ∈ P
m then

we set

ϕ(x, y)= (wij ), with wij = uivj for 0≤ i ≤ n and 0≤ j ≤m. (1.38)

Multiplying the homogeneous coordinates of x or y by a common scalar obviously
does not change the point ϕ(x, y) ∈ P

N . To prove that ϕ(Pn×P
m) is a closed set of

PN , we write out its defining equations:

wijwkl =wkjwil for 0≤ i, k ≤ n and 0≤ j, l ≤m. (1.39)

Substituting the wij given by (1.38) shows at once that they satisfy (1.39). Con-
versely, if wij satisfy (1.39), and, say, w00 �= 0, then setting k, l = 0 in (1.39) gives
that (wij )= ϕ(x, y), where

x = (w00 : · · · :wn0) and y = (w00 : · · · :w0m).

This argument proves at the same time that ϕ(x, y) determines x and y uniquely,
that is, ϕ is an embedding P

n × P
m ↪→ P

N with image the subvariety W ⊂ P
N

defined by (1.39). Consider the open sets A
n
0 ⊂ P

n given by u0 �= 0, Am
0 ⊂ P

m by
v0 �= 0, and A

N
00 ⊂ P

N by w00 �= 0, having inhomogeneous coordinates xi = ui/u0,
yj = vj /v0 and zij = wij /w00 respectively. Then obviously ϕ(An

0 × A
m
0 ) = W ∩

A
N
00 = W00. As we have just seen, on W00 we have zi0 = xi , z0j = yj and zij =

xiyj = zi0z0j for i, j > 0. It follows from this that ϕ(Pn × Pm) ∩ A
N
00 = W00 is

isomorphic to A
n+m with coordinates (x1, . . . , xn, y1, . . . , ym), and ϕ defines an

isomorphism A
n
0 ×A

m
0 →W00. This proves that ϕ satisfies the local requirement of

our construction. The embedding ϕ : Pn×P
m ↪→ P

N with N = (n+ 1)(m+ 1)− 1
just constructed is called the Segre embedding, and the image P

n × P
m ⊂ P

N the
Segre variety.

Remark 1.3 The point (wij ) can be interpreted as an (n+ 1)× (m+ 1) matrix, and
(1.39) express the vanishing of the 2× 2 minors:

det

∣

∣

∣

∣

∣

wij wil

wkj wkl

∣

∣

∣

∣

∣

= 0.
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That is, they express the condition that the matrix (wij ) has rank 1, and (1.38) shows
that such a matrix is a product of a 1× (n+ 1) column matrix and a (m+ 1)× 1
row matrix. Thus ϕ(Pn × P

m) is a determinantal variety (see Example 1.26).

Remark 1.4 The simplest case n=m= 1 has a simple geometric interpretation: in
this case, (1.39) is the single equation w11w00 =w01w10, so that ϕ(P1 × P

1) is just
a nondegenerate quadric surface Q⊂ P

3. For α = (α0, α1) ∈ P
1, the set ϕ(α × P

1)

is the line in P
3 given by α1w00 = α0w10, α1w01 = α0w11. As α runs through P

1,
these lines give all the generators of one of the two families of lines of Q. Similarly
the set ϕ(P1 × β) is a line of P

3, and as β runs through P
1, these lines give the

generators of the other family.

It is convenient, now that we have defined the product X× Y of quasiprojective
varieties using the embedding ϕ : Pn × P

m ↪→ P
N , with N = (n+ 1)(m+ 1)− 1,

to explain some ideas of algebraic geometry that are originally defined in terms of
P
n × P

m and of this embedding.
Let us determine, for example, what are the subsets of Pn × P

m that are mapped
by ϕ to algebraic subvarieties of PN ; these will then be the closed algebraic sub-
varieties of the product Pn × Pm. A subvariety V ⊂ PN is defined by equations
Fk(w00 : · · · : wnm) = 0, where the Fk are homogeneous polynomials in the wij .
After making the substitution (1.38), we can write these in the coordinates ui and
vj as equations

Gk(u0 : · · · : un;v0 : · · · : vm)= 0,

where the Gk are homogeneous in each set of variables u0, . . . , un and v0, . . . , vm,
and of the same degree in both. Conversely, it is easy to see that a polynomial with
this bihomogeneity property can always be written as a polynomial in the products
uivj . However, equations that are bihomogeneous in ui and vj always define an
algebraic subvariety of Pn × P

m even if the degrees of homogeneity in the two sets
of variables are different. For if G(u0 : · · · : un;v0 : · · · : vm) has degree r in ui and s

in vj , and, say, r > s, then G= 0 is equivalent to the system of equations vr−s
i G= 0

for i = 0, . . . ,m, and we know that these define an algebraic variety.
In what follows, we also need to answer the same question for the product

P
n × A

m. Suppose that Am = A
m
0 ⊂ P

m is given by v0 �= 0. The equations of a
closed subset of Pn × P

m are Gk(u0 : · · · : un;v0 : · · · : vm)= 0. Suppose that Gk is
homogeneous of degree rk in v0 : · · · : vm. Dividing the equation by v

rk
0 and setting

yj = vj /v0 gives equations gk(u0 : · · · : un;y1 : · · · : ym)= 0 that are homogeneous
in the ui , and (in general) inhomogeneous in the yj . This proves the following result:

Theorem 1.9 A subset X ⊂ P
n × P

m is a closed algebraic subvariety if and only if
it is given by a system of equations

Gk(u0 : · · · : un;v0 : · · · : vm)= 0 for k = 1, . . . , t,
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homogeneous separately in each set of variables ui and vj . Every closed algebraic
subvariety of Pn ×A

m is given by a system of equations

gk(u0 : · · · : un;y1 : · · · : ym)= 0 for k = 1, . . . , t (1.40)

that are homogeneous in (u0, . . . , un).

Of course, the same kind of thing holds for a product of any number of spaces.
For example, a subvariety of Pn1 × · · · × Pnk is given by a system of equations
homogeneous in each of the k sets of variables.

5.2 The Image of a Projective Variety is Closed

The image of an affine variety under a regular map does not have to be a closed
set; this is illustrated in Examples 1.13–1.14 for a map from an affine variety to an
affine variety. For maps from an affine variety to a projective variety it is even more
obvious: an example is given by the embedding of An into P

n as the open subset An
0 .

In this respect, projective varieties are fundamentally different from affine varieties.

Theorem 1.10 The image of a projective variety under a regular map is closed.

The proof uses a notion that will occur later. Let f : X→ Y be a regular map
between arbitrary quasiprojective varieties. The subset Γf of X × Y consisting of
pairs (x, f (x)) is called the graph of f .

Lemma 1.4 The graph of a regular map is closed in X× Y .

Proof First of all, it is enough to assume that Y is projective space. Indeed, if
Y ⊂ P

m then X× Y ⊂X× P
m, and f defines a map f : X→ P

m with Γf = Γf ⊂
X×Y ⊂X×P

m. Thus set Y = P
m. Let ι be the identity map from P

m to itself. Con-
sider the regular map (f, ι) : X×P

m→ P
m×P

m given by (f, ι)(x, y)= (f (x), y).
Obviously Γf is the inverse image under the regular map (f, ι) of the graph Γι of ι.
We proved in Section 4.2 that the inverse image of a closed set under a regular map
is closed. Hence everything reduces to proving that Γι ⊂ P

m × P
m is closed. But

Γι consists of points (x, y) ∈ P
m × P

m such that x = y. If x = (u0 : · · · : um) and
y = (v0 : · · · : vm) then the condition is that (u0 : · · · : um) and (v0 : · · · : vm) are
proportional; this condition can be expressed uivj = ujvi , that is, wij = wji for i,
j = 0, . . . ,m. This proves that Γι is closed, and therefore the lemma. �

We return to the proof of the theorem. Let Γf be the graph of f , and p : X×Y →
Y the second projection, defined by p(x, y)= y. Obviously f (X)= p(Γf ). In view
of Lemma 1.4, Theorem 1.10 follows from the following more general assertion.
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Theorem 1.11 If X is a projective variety, and Y a quasiprojective variety, the sec-
ond projection p : X× Y → Y takes closed sets to closed sets.

Proof The proof of this theorem can be reduced to a simple particular case. First of
all, if X ⊂ P

n is a closed subset then the theorem for X follows from the theorem
for Pn: for X × Y is closed in P

n × Y , so that if Z is closed in X × Y , it is also
closed in P

n × Y . Thus we can assume that X = P
n. Secondly, since closed is a

local property, it is enough to cover Y by affine open sets Ui and prove the theorem
for each of these. Hence we can assume that Y is an affine variety. Finally if Y ⊂A

m

then P
n × Y is closed in P

n × A
m, and hence it is enough to prove the theorem in

the particular case X = P
n and Y =A

m.
Let’s see what the theorem means in this case. According to Theorem 1.9, any

closed subvariety Z ⊂ P
n × A

m is defined by (1.40), that we write in the form
gi(u;y) = 0 for i = 1, . . . , t . Write p : Z→ A

m for the restriction of the second
projection. Obviously the inverse image p−1(y0) of y0 ∈A

m consists of all nonzero
solutions of the system gi(u, y0) = 0, and hence y0 ∈ p(Z) if and only if the sys-
tem of equations gi(u;y0)= 0 has a nonzero solution in (u0, . . . , un). Thus Theo-
rem 1.11 asserts that for any system of (1.40), the subset T of y0 ∈ A

m for which
gi(u;y0)= 0 has a nonzero solution is closed.

Now in view of Lemma 1.1, gi(u;y0)= 0 has a nonzero solution if and only if

(

g1(u, y0), . . . , gt (u, y0)
) �⊃ Is for all s = 1, 2, . . . .

We now show that for given s ≥ 1, the set of points y0 ∈ A
m for which

(g1(u, y0), . . . , gt (u, y0)) �⊃ Is is a closed set Ts . Then T =⋂

Ts , and T is also
closed. Write ki for the degree of the homogeneous polynomial gi(u, y) in the vari-
ables u0, . . . , un. Let {Mα}α be the monomials of degree s in u0, . . . , un written
out in some order. The condition (g1(u, y0), . . . , gt (u, y0)) ⊃ Is means that each
monomial Mα can be expressed in the form

Mα =
t
∑

i=1

gi(u, y0)Fi,α(u). (1.41)

Comparing the homogeneous components of degree s shows that there must also
be an expression (1.41) for Mα with degFi,α = s − ki , or Fi,α = 0 if ki > s. Let
{Nβ

i }β be the monomials of degree s− ki written out in some order. We see that the
conditions (1.41) hold if and only if every monomial Mα is a linear combination
of the polynomials gi(u, y0)N

β
i . This, in turn, is equivalent to the condition that the

polynomials gi(u, y0)N
β
i span the entire vector space S of homogeneous polynomi-

als of degree s in u0, . . . , un. Conversely, (g1(u, y0), . . . , gt (u, y0)) �⊃ Is means that
gi(u, y0)N

β
i do not span S. To turn this condition into equations for Ts , write out the

coefficients of the Mα appearing in all the polynomials gi(u, y0)N
β
i as a rectangular

matrix {aαβ}, and set to zero all of its σ × σ minors, where σ = dimS. These mi-
nors are obviously polynomials in the coefficients of the polynomials gi(u, y0), and
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are therefore polynomials in the coordinates of the point y0; they give the equations
of the set Ts . Theorem 1.11 is proved, and with it Theorem 1.10. �

Remark One sees from the proof that Theorem 1.10 generalises to a wider class of
maps f : X→ Y between quasiprojective varieties, namely those that factor as a
composite of a closed embedding ι : X ↪→ P

n × Y (that is, an isomorphism of X

with a closed subvariety) and the projection p : Pn× Y → Y . Such maps are said to
be proper. For example, if f : X→ Y is a regular map of projective varieties then
the restriction f : f−1(U)→ U to an open subset U ⊂ Y is proper. Obviously if
f : X→ Y is a proper map the inverse image f−1(y) of a point y ∈ Y is a projective
variety.

Corollary 1.1 If ϕ is a regular function on an irreducible projective variety then
ϕ ∈ k, that is, ϕ is constant.

Proof We can view ϕ as a map f : X→A
1, and hence as a map f : X→ P

1. Since
ϕ is a regular function, f is a regular map, and hence so is f ; by Theorem 1.10
its image f (X) ⊂ P1 is closed. But since f itself is regular, f (X) = f (X), and
therefore f (X) is a closed subset of P1 and is contained in A

1, that is, it does not
contain the point at infinity x∞ ∈ P

1. It follows from this that either f (X)= A
1 or

f (X) is a finite set S ⊂ A
1 (see Example 1.3). The first case is impossible, since

f (X) is also supposed to be closed in P
1, and A

1 is not. Hence f (X) = S. If S

consists of finitely many points α1, . . . , αt then X =⋃

f−1(αi), and t > 1 would
contradict the irreducibility of X. Hence S consists of one point only, and so ϕ is
constant. The corollary is proved. �

Corollary 1.1 and Theorem 1.7 provide an example of affine and projective va-
rieties having diametrically opposite properties. On an affine variety there is a host
of regular functions (they make up the whole coordinate ring k[X]), but on an irre-
ducible projective variety, only the constants. The next result is a second example
of affine and projective varieties being opposites.

Corollary 1.2 A regular map f : X→ Y from an irreducible projective variety X

to an affine variety Y maps X to a point.

Proof Suppose that Y ⊂ A
m. Then f is given by m functions f (x) = (ϕ1(x), . . . ,

ϕm(x)). Each of the functions ϕi is constant by Corollary 1.1, that is ϕi = αi ∈ k.
Hence f (X)= (α1, . . . , αm). The corollary is proved. �

We give another example of an application of Theorem 1.10. For this, we use the
representation of forms of degree m in n+ 1 variables by points of the projective
space P

N with N = νn,m =
(

m+n
m

)− 1, as in Example 1.28.

Proposition Points ξ ∈ PN corresponding to reducible homogeneous polynomials
F form a closed set.
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Remark 1.5 The proposition asserts that the condition for a homogeneous polyno-
mial to be reducible can be written as polynomial conditions on its coefficients.
For curves of degree 2, that is, the case m = n = 2, this relation is well known
from coordinate geometry: if F =∑2

i=0 aijUiUj then F is irreducible if and only
if det |aij | �= 0.

Remark 1.6 Passing to inhomogeneous coordinates, we see that in the vector space
of all polynomial of degree ≤m, the reducible polynomials together with the poly-
nomials of degree <m form a closed set.

Proof Proceeding to the proof of the proposition, we write X ⊂ PN for the set of
points ξ corresponding to reducible polynomials, and Xk for the set of points cor-
responding to polynomials F that split as a product of two polynomials of degrees
k and m− k (for k = 1, . . . ,m). Obviously X =⋃

Xk , and we need only prove that
each Xk is closed.

Consider the projective space Pνn,k and Pνn,m−k of forms of degree k and m− k,
where νn,k =

(

n+k
k

)− 1 is as in Example 1.28. Multiplying polynomials of degree
k and m− k defines a map f : Pνn,k × P

νn,m−k → P
N , and it is easy to see that f is

regular. Obviously Xk = f (Pνn,k × P
νn,m−k ). We saw in Section 5.1 that the product

of two projective spaces is a projective variety, and hence Xk closed follows by
Theorem 1.10. The proposition is proved. �

5.3 Finite Maps

The projection map introduced in Section 4.4 has an important property; in order to
state this, we first recall some notions from algebra. Let B be a ring, and A a subring
containing the identity element 1B . We say that an element b ∈ B is integral over A
if it satisfies an equation

bk + a1b
k−1 + · · · + ak = 0 with ai ∈A.

B is integral over A if every element b ∈ B is integral over A. It is easy to prove
(see for example Atiyah and Macdonald [8, Proposition 5.1 and Corollary 5.2 of
Chapter 5]) that a ring B that is finitely generated as an A-algebra is integral over A
if and only if it is finite as a module over A.

Let X and Y be affine varieties and f : X→ Y a regular map such that f (X) is
dense in Y . Then f ∗ defines an isomorphic inclusion k[Y ] ↪→ k[X]. We view k[Y ]
as a subring of k[X] by means of f ∗.

Definition 1.1 f is a finite map if k[X] is integral over k[Y ].

From the properties of integral rings recalled above it follows that the composite
of two finite maps is again finite. A typical example of a map that is not finite is
Example 1.13.
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Example 1.29 Let X be an affine algebraic variety, G a finite group of automor-
phisms of X and Y = X/G the quotient space (see Example 1.21). Then the map
ϕ : X→ Y is finite. Indeed, the proof of Proposition A.6 shows that the generators
ui of the algebra k[X] are integral over the algebra k[X]G = k[Y ]. It follows from
this that k[X] is integral over k[Y ].

If f is a finite map then any point y ∈ Y has at most a finite number of inverse
images. Indeed, suppose that X ⊂ A

n and let t1, . . . , tn be the coordinates of A
n

viewed as functions on X. It is enough to prove that any coordinate ti takes only
a finite number of values on the set f−1(y). By definition ti satisfies an equation
tki + a1t

k−1
i + · · · + ak = 0 with ai ∈ k[Y ]. For y ∈ Y and x ∈ f−1(y), we get an

equation

ti (x)
k + a1(y)ti(x)

k−1 + · · · + ak(y)= 0, (1.42)

which has only a finite number of roots.
The meaning of the finite condition is that as y moves in Y , none of the roots of

(1.42) tends to infinity, since the coefficient 1 of the leading term does not vanish on
Y . Thus as y moves in Y , points of f−1(y) can merge together, but cannot disappear.
We make this remark more precise in the following result.

Theorem 1.12 A finite map is surjective.

Proof Let X and Y be affine varieties, f : X → Y a finite map, and y ∈ Y .
Write my for the ideal of k[Y ] consisting of functions that take the value 0 at y.
If t1, . . . , tn are the coordinate functions on Y and y = (α1, . . . , αn) then my =
(t1 − α1, . . . , tn − αn). The equations of the variety f−1(y) then have the form
f ∗(t1)= α1, . . . , f

∗(tn)= αn, and by the Nullstellensatz f−1(y)= ∅ if and only if
the elements f ∗(ti)− αi generate the trivial ideal:

(

f ∗(t1)− α1, . . . , f
∗(tn)− αn

)= k[X].
From now on we view k[Y ] as a subring of k[X], and do not distinguish between
a function u ∈ k[Y ] and f ∗(u) ∈ k[X]. Then the above condition is of the form
(t1 − α1, . . . , tn − αn)= k[X], that is, myk[X] = k[X]. Since k[X] is integral over
k[Y ] it follows that it is a finite k[Y ]-module; Theorem 1.12 follows from this and
the following purely algebraic assertion:

Lemma If a ring B is a finite A-module where A⊂ B is a subring containing 1B ,
then for an ideal a of A,

a�A =⇒ aB � B.

See Proposition A.11, Corollary A.1 for the proof.
This completes the proof of Theorem 1.12. �

Corollary A finite map takes closed sets to closed sets.
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Proof It is enough to check this for an irreducible closed set Z ⊂ X. We apply
Theorem 1.12 to the restriction of f to Z, that is f : Z→ f (Z). This is clearly a
finite map between affine varieties, hence f (Z) = f (Z) by Theorem 1.12, that is,
f (Z) is closed. The corollary is proved. �

Finiteness is a local property:

Theorem 1.13 If f : X→ Y is a regular map of affine varieties, and every point
x ∈ Y has an affine neighbourhood U � x such that V = f−1(U) is affine and
f : V →U is finite, then f itself is finite.

Proof Set k[X] = B , k[Y ] = A. Principal open sets were defined in Section 4.2.
We can take a neighbourhood U of any point of Y such that U is a principal open
set and satisfies the assumption of the theorem (see Exercise 11 of Section 5.5).
Let D(gα) be a family of such open sets, which we can take to be finite. Then
Y =⋃

D(gα), that is, the ideal generated by the gα is the whole of A. In our case
Vα = f−1(D(gα)) = D(f ∗(gα)) and k[D(gα)] = A[1/gα], k[Vα] = B[1/gα]. By
assumption B[1/gα] has a finite basis ωi,α over A[1/gα]. We can assume that ωi,α ∈
B , since if the basis consisted of elements ωi,α/g

mi
α with ωi,α ∈ B then the elements

ωi,α would also be a basis. We take the union of all the bases ωi,α and prove that
they form a basis of B over A.

An element b ∈ B has an expression

b=
∑

i

ai,α

g
nα
α

ωi,α

for each α. Since the g
nα
α generate the unit ideal of A, there exist hα ∈ A such that

∑

α g
nα
α hα = 1. Hence

b= b
∑

α

gnα
α hα =

∑

i

∑

α

ai,αhαωi,α,

which proves the theorem. �

Definition 1.2 A regular map f : X→ Y of quasiprojective varieties is finite if any
point y ∈ Y has an affine neighbourhood V such that the set U = f−1V is affine
and f : U → V is a finite map between affine varieties.

Obviously, for a finite map f the set f−1(y) is finite for every y ∈ Y . It follows
from Theorem 1.12 that any finite map is surjective. This property has important
consequences, that relate to arbitrary maps.

Theorem 1.14 If f : X→ Y is a regular map and f (X) is dense in Y then f (X)

contains an open set of Y .
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Proof The assertion of the theorem reduces at once to the case that both X and Y are
irreducible and affine, and we assume this in what follows. Then k[Y ] ⊂ k[X]. We
write r for the transcendence degree of the field extension k(X)/k(Y ), and choose
r elements u1, . . . , ur ∈ k[X] that are algebraically independent over k(Y ). Then

k[X] ⊃ k[Y ][u1, . . . , ur ] ⊃ k[Y ] and k[Y ][u1, . . . , ur ] = k
[

Y ×A
r
]

.

This represents f as the composite f = g ◦ h of two maps h : X→ Y × A
r and

g : Y × A
r → Y , where g is simply the projection to the first factor. Any element

v ∈ k[X] is algebraic over k[Y ×A
r ], hence there exists an element a ∈ k[Y ×A

r ]
such that av is integral over k[Y × A

r ]. Let v1,. . . vm be a system of generators
of k[X], and a1, . . . , am ∈ k[Y × A

r ] elements such that each aivi is integral over
k[Y × A

r ], and set F = a1 · · ·am. Since all the functions ai are invertible on the
principal open set D(F)⊂ Y ×A

r , the functions vi on D(h∗(F ))⊂X are integral
over k[Y ×A

r ][1/F ], that is, the restricted map

h : D(

h∗(F )
)→D(F)

is finite. Thus h(D(h∗(F ))) = D(F) by Theorem 1.12, so that D(F) ⊂ h(X). It
remains to prove that g(D(F)) contains an open set of Y . Suppose that

F = F(y,T )=
∑

Fα(y)T
α,

where T α are monomials in the variables T1, . . . , Tr , the coordinates of A
r . For

points y ∈ Y at which not all Fα(y) = 0, there exist values Ti = τi for which
F(y, τ ) �= 0. Hence g(D(F))⊃⋃

D(Fα). This proves Theorem 1.14. �

Theorem 1.14 shows one respect in which regular maps of algebraic varieties are
simpler than continuous or differentiable maps. The famous example of an every-
where dense line in the torus T =R

2/Z2, a map such as

f : R1 → T given by f (x)= (x,
√

2x)modZ2

is an example of a situation that cannot happen for algebraic varieties, by Theo-
rem 1.14.

Theorem 1.15 If X ⊂ P
n is a closed subvariety disjoint from a d-dimensional lin-

ear subspace E ⊂ P
n then the projection π : X→ P

n−d−1 with centre E (see Ex-
ample 1.27) defines a finite map X→ π(X).

Proof Let y0, . . . , yn−d−1 be homogeneous coordinates on P
n−d−1, and suppose

that π is given by yj = Lj(x) for j = 0, . . . , n− d − 1, where x ∈ X. Obviously
Ui = π−1(An−d−1

i ) ∩X is given by the condition Li(x) �= 0, and is an affine open
subset of X. We prove that π : Ui → A

n−d−1
i ∩ π(X) is a finite map. Any function

g ∈ k[Ui] is of the form g =Gi(x0, . . . , xn)/L
m
i , where Gi is a form of degree m.
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Consider the map π1 : X→ P
n−d given by zj = Lm

j (x) for j = 0, . . . , n − d − 1

and zn−d =Gi(x), where z0, . . . , zn−d are homogeneous coordinates in P
n−d . This

is a regular map, and its image π1(X)⊂ P
n−d is closed by Theorem 1.10. Suppose

that π1(X) is given by equations F1 = · · · = Fs = 0.
Since X is disjoint from E, the forms Li for i = 0, . . . , n − d − 1 have

no common zeros on X. Hence the point 0 = (0 : · · · : 0 : 1) ∈ P
n−d is not

contained in π1(X), or in other words, the equations z0 = · · · = zn−d−1 =
F1 = · · · = Fs = 0 do not have solutions in P

n−d . By Lemma 1.1, it follows
from this that (z0, . . . , zn−d−1,F1, . . . ,Fs) ⊃ Ik for some k > 0. In particular,
(z0, . . . , zn−d−1,F1, . . . ,Fs) � zkn−d . This means that we can write

zkn−d =
n−d−1
∑

j=0

zjHj +
s
∑

j=1

FjPj ,

where Hj and Pj are polynomials. Writing H(q) for the homogeneous component
of H of degree q , we deduce from this that

Φ(z0, . . . , zn−d)= zkn−d −
∑

zjH
(k−1)
j = 0 on π1(X). (1.43)

The homogeneous polynomial Φ is of degree k and as a polynomial in zn−d it
has leading coefficient 1:

Φ = zkn−d −
k−1
∑

j=0

Ak−j (z0, . . . , zn−d−1)z
j
n−d . (1.44)

If we substitute in (1.43) the formulas defining the map π1 : X→ P
n−d , we get

that Φ(Lm
0 , . . . ,Lm

n−d−1,Gi) = 0 on X, with Φ of the form (1.44). Dividing this
relation by Lmk

i we get the required relation

gk −
k−1
∑

j=0

Ak−j

(

xm
0 , . . . ,1, . . . , xm

n−d−1

)

gj = 0,

where xr = yr/yi are coordinates on A
n−d−1
i . The theorem is proved. �

Using the Veronese embedding (Example 1.28) allows the following substantial
generalisation of Theorem 1.15.

Theorem 1.16 Suppose that F0, . . . ,Fs are forms of degree m on P
n having no

common zeros on a closed variety X ⊂ P
n. Then

ϕ(x)= (

F0(x) : · · · : Fs(x)
)

defines a finite map ϕ : X→ ϕ(X).
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Proof Let vm : Pn → P
N be the Veronese embedding (with N = (

n+m
m

) − 1) and
Li the linear forms on P

N corresponding to the forms Fi on P
n. Then obviously

ϕ = π ◦ vm where π is the projection defined by the linear forms L0, . . . ,Ls . Since
vm : X→ vm(X) is an isomorphism, Theorem 1.16 follows from Theorem 1.15. �

5.4 Noether Normalisation

Consider an irreducible projective variety X ⊂ P
n distinct from the whole of Pn.

Then there exists a point x ∈ P
n \X, and the map ϕ obtained by projecting X away

from x will be regular. The image ϕ(X) ⊂ P
n−1 is projective by Theorem 1.10,

and the map ϕ : X→ ϕ(X) is finite by Theorem 1.15. If ϕ(X) �= P
n−1 then we

can repeat the same argument for it. We finally arrive at a map X→ P
m, which is

finite, since it is a composite of finite maps. The result we have proved is called the
Noether normalisation theorem:

Theorem 1.17 For an irreducible projective variety X there exists a finite map
ϕ : X→ P

m to a projective space.

The analogous result also holds for affine varieties. To prove this, consider an
affine variety X ⊂A

n. Embed A
n as an open A

n ⊂ P
n, and write X for the projective

closure of X in P
n. Suppose that X �=A

n. We choose a point at infinity x ∈ P
n \An

with x /∈X, and consider the projection ϕ : X→ P
n−1 from this point. Here X will

map to points in the finite part of Pn−1, that is, to points of An−1 = P
n−1 ∩A

n. We
can repeat this process as long as X �= An, and as a result we arrive at a projection
ϕ : X→ P

m for which ϕ(X)=A
m. This proves the following result.

Theorem 1.18 For an irreducible affine variety X there exists a finite map ϕ : X→
A

m to an affine space.

Theorems 1.17–1.18 allow us to reduce the study of certain (very coarse) prop-
erties of projective and affine varieties to the case of projective and affine spaces.
When m= 1 this point of view is due to Riemann, who considered algebraic curves
as coverings of the Riemann sphere (P1 over the complex number field C).

Theorem 1.18 means that an integral domains A that is finitely generated over
the field k is integral over a subring isomorphic to a polynomial ring. This result can
also easily be proved directly.

5.5 Exercises to Section 5

1 Prove that the Segre variety ϕ(Pn × P
m)⊂ P

N (where N = (n+ 1)(m+ 1)− 1)
is not contained in any linear subspace strictly smaller than the whole of PN .
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2 Consider the two maps of varieties P
1 × P

1 → P
1 given by p1(x, y) = x and

p2(x, y) = y. Prove that p1(X) = p2(X) = P
1 for any closed irreducible subset

X ⊂ P
1 × P

1, unless X is of one of the following types: (a) a point (x0, y0) ∈ P
1 ×

P
1; (b) a line x0 × P

1 for x0 ∈ P
1 a fixed point; (c) a line P

1 × y0.

3 Verify Theorem 1.10, Corollary 1.1 directly for the case X = P
n.

4 Let X =A2 \ x where x is a point. Prove that X is not isomorphic to an affine nor
a projective variety (compare Exercise 3 of Section 4.5).

5 The same question as Exercise 4, for X = P
2 \ x.

6 The same question as Exercise 4, for X = P
1 ×A

1.

7 Is the map f : A1 → X finite, where X is given by y2 = x3, and f by f (t) =
(t2, t3).

8 Let X ⊂ A
r be a hypersurface of Ar and L a line of Ar through the origin. Let

ϕL be the map projecting X parallel to L to an (r − 1)-dimensional subspace not
containing L. Write S for the set of all lines L such that ϕL is not finite. Prove that
S is an algebraic variety. [Hint: Prove that S =X ∩ Pr−1∞ .] Find S if r = 2 and X is
given by xy = 1.

9 Prove that any intersection of affine open subsets is affine. [Hint: Use Exam-
ple 1.20.]

10 Prove that forms of degree m= kl in n+1 variables that are lth powers of forms
correspond to the points of a closed subset of PN , where N = (

n+m
m

)− 1= νn,m.

11 Let f : X→ Y be a regular map of affine varieties. Prove that the inverse image
of a principal affine open set is a principal affine open set.

6 Dimension

6.1 Definition of Dimension

In Section 2 we saw that closed algebraic subvarieties X ⊂ A
2 are finite sets of

points, algebraic plane curves, and A
2 itself. This division into three cases corre-

sponds to the intuitive notion of dimension, with varieties of dimension 0, 1 and 2.
Here we give the definition of the dimension of an arbitrary algebraic variety.

How could we arrive at this definition? First, of course, we take the dimension
of Pn and A

n to be n. Secondly, if there exists a finite map X→ Y then it is natural
to suppose that X and Y have the same dimension. Since by Noether normalisation
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(Theorems 1.17–1.18), any projective or affine variety X has a finite map to some
P
m or A

m, it is natural to take m as the definition of the dimension of X. How-
ever, the question then arises as to whether this is well defined: might there not exist
two finite maps f : X→ A

m and g : X→ A
n with m �= n? Suppose that X is irre-

ducible. Then the finiteness of a regular map f : X→ A
m implies that the rational

function field k(X) is a finite extension of the field f ∗(k(Am)), which is in turn
isomorphic to k(t1, . . . , tm). Hence k(X) has transcendence degree m over k; this
gives a characterisation of the number m independent of the choice of the finite map
f : X→A

m. This gives some motivation for the definition of dimension.

Definition The dimension of an irreducible quasiprojective variety X is the tran-
scendence degree of the function field k(X); it is denoted by dimX. The dimension
of a reducible variety is the maximum of the dimension of its irreducible compo-
nents. If Y ⊂X is a closed subvariety of X then the number dimX−dimY is called
the codimension of Y in X, and written codimY or codimX Y . Algebraic varieties
of dimension 1 and 2 are called curves and surfaces.3

Note that if X is an irreducible variety and U ⊂ X is open then k(U) = k(X),
and hence dimU = dimX.

Example 1.30 dimA
n = dimP

n = n, because the field k(An) is the field of rational
functions in n variables. Since dimension is by definition invariant under birational
equivalence, we see that An and A

m are not birational if n �=m.

Example 1.31 An irreducible plane curve is 1-dimensional, as we saw in Sec-
tion 1.3.

Example 1.32 If X consists of a single point then obviously dimX = 0, and thus
the same holds if X is a finite set. Conversely, if dimX = 0 then X is a finite set.
It is enough to prove this for an irreducible affine variety X. Let X ⊂A

n, and write
t1, . . . , tn for the coordinates on A

n as functions on X, that is, as elements of k[X].
By assumption the ti are algebraic over k, and can hence only take finitely many
values. It follows from this that X is finite.

Example 1.33 We prove that if X and Y are irreducible varieties then

dim(X× Y)= dimX+ dimY.

We need only consider the case that X ⊂ A
N and Y ⊂ A

M are affine varieties.
Suppose that dimX = n, dimY = m, and let t1, . . . , tN and u1, . . . , uM be coordi-
nates of AN and A

M considered as functions on X and Y respectively, such that

3n-dimensional varieties are often called n-folds, for example 3-folds, 4-folds (or threefolds, four-
folds).
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t1, . . . , tn are algebraically independent in k(X) and u1, . . . , um in k(Y ). By defini-
tion k[X×Y ] is generated by the elements t1, . . . , tN , u1, . . . , uM , and under the cur-
rent assumptions all of these are algebraically dependent on t1, . . . , tn, u1, . . . , um.
Hence it is enough to prove that these elements are algebraically independent. Sup-
pose that there is a relation F(T ,U) = F(T1, . . . , Tn,U1, . . . ,Um) = 0 on X × Y .
Then for any point x ∈ X we have F(x,U1, . . . ,Um) = 0 on Y . Since u1, . . . , um

are algebraically independent in k(Y ), every coefficient ai(x) of the polynomial
F(x,U) is zero; this means that the corresponding polynomial ai(T1, . . . , Tn) is 0
on X. Now we use the fact that t1, . . . , tn are algebraically independent in k(X) and
deduce from this that ai(T1, . . . , Tn)= 0, and hence F(T ,U) is identically 0.

Example 1.34 The Grassmannian Grass(r, n) (see Example 1.24) is covered by
open sets pi1...ir �= 0 isomorphic to the affine space Ar(n−r). Thus dim Grass(r, n)=
r(n− r). It also follows from this that Grass(r, n) is rational.

Theorem 1.19 If X ⊂ Y then dimX ≤ dimY . If Y is irreducible and X ⊂ Y is a
closed subvariety with dimX = dimY then X = Y .

Proof It is enough to prove the assertions for X and Y irreducible affine varieties.
Suppose X ⊂ Y ⊂ A

N with dimY = n. Then any n+ 1 of the coordinate func-
tions t1, . . . , tN are algebraically dependent as elements of k[Y ], that is, are con-
nected by a relation F(ti1 , . . . , tin+1) = 0 on Y . A fortiori this holds on X. This
means that the transcendence degree of k(X) is at most n, so that dimX ≤ dimY .

Now suppose that dimX = dimY = n. Then some n of the coordinates t1, . . . , tN
are algebraically independent on X; suppose that these are t1, . . . , tn. Then a fortiori
they are algebraically independent on Y . Let u ∈ k[Y ] with u �= 0 on Y . Then u on
Y is algebraically dependent on t1, . . . , tn, that is, there is a polynomial a(t,U) ∈
k[t1, . . . , tn][U ] such that the relation

a0(t1, . . . , tn)u
k + · · · + ak(t1, . . . , tn)= 0 (1.45)

holds on Y . We can choose a(t,U) to be irreducible, and then ak(t1, . . . , tn) �= 0
on Y . Relation (1.45) holds a fortiori on X. Suppose that u= 0 on X. Then (1.45)
implies that ak(t1, . . . , tn) = 0 on X. Since by assumption t1, . . . , tn are indepen-
dent on X, it follows that ak(t1, . . . , tn) = 0 on the whole of AN . This contradicts
ak(t1, . . . , tn) �= 0 on Y . Thus if u = 0 on X then also u = 0 on Y , and therefore
X = Y . The theorem is proved. �

We have seen that an irreducible algebraic plane curve is 1-dimensional. The
following result is a generalisation.

Theorem 1.20 Every irreducible component of a hypersurface in A
n or P

n has
codimension 1.

Proof It is enough to consider the case of a hypersurface in A
n. Suppose that a

variety X ⊂ A
n is given by an equation F(T )= 0. The factorisation F = F1 . . . Fk
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of F into irreducible factors corresponds to an expression X =X1∪· · ·∪Xk , where
Xi is defined by Fi = 0. It is obviously sufficient to prove the theorem for each
variety Xi . Let us prove that Xi is irreducible: if Xi were reducible, there would
exist polynomials G and H such that GH = 0 on Xi but G,H �= 0 on Xi . From the
Nullstellensatz it follows that Fi | (GH)l for some l > 0. Since Fi is irreducible it
follows from this that Fi |G or Fi |H , and this contradicts G �= 0, H �= 0 on Xi .

Suppose that the variable Tn actually appears in the polynomial Fi(T ), and prove
that the coordinates t1, . . . , tn−1 are algebraically independent on Xi . Indeed, a re-
lation G(t1, . . . , tn−1) = 0 on Xi would imply that Fi | Gl for some l > 0, which
is impossible since G does not involve Tn. Thus dimXi ≥ n− 1; since X �= A

n, it
follows from Theorem 1.19 that dimXi = n− 1. Theorem 1.20 is proved. �

Theorem 1.21 Let X ⊂A
n be a variety, and suppose that all the components of X

have dimension n− 1. Then X is a hypersurface and the ideal AX is principal.

Proof We only need consider the case that X is irreducible. Since X �=A
n (because

dimX = n− 1), there exists a nonzero polynomial F which is zero on X. Since X

is irreducible, some irreducible factor H of F is also zero on X. Write Y ⊂ A
n for

the hypersurface defined by H = 0; we saw in the proof of Theorem 1.20 that Y is
irreducible. Then X ⊂ Y , so that X = Y by Theorem 1.19. If G ∈ AX then by the
Nullstellensatz H |Gl for some l > 0, and then G ∈ (H) by the irreducibility of H ,
that is AX = (H).

Theorem 1.21 is proved. �

The following analogue of Theorem 1.21 is proved similarly:

Theorem 1.21′ Let X ⊂ P
n1 × · · · × P

nk be a variety, and suppose that all the
components of X have dimension n1 + · · · + nk − 1. Then X is defined by one
equation that is homogeneous in each of the k sets of variables.

Proof We need only replace the unique factorisation of polynomials used in the
proof of Theorem 1.21 by the unique factorisation of polynomials that are homoge-
neous in each of the k groups of variables into irreducible polynomials of the same
type. This comes from the fact that if F(x0, . . . , xn1, y0, . . . , yn2 , . . . , u0, . . . , unk

)

is homogeneous in each of the k sets of variables {x0, . . . , xn1}, . . . , {u0, . . . , unk
}

and F factorises as F =G ·H , then G and H have the same homogeneity property.
Theorem 1.21′ is proved. �

6.2 Dimension of Intersection with a Hypersurface

If we try to study varieties defined by more than one equation, we come up at once
against the question of the dimension of intersection of a variety with a hypersurface.
We study this question first for projective varieties. If X is closed in P

N and a form
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F is not zero on X then we write XF for the closed subvariety of X defined by
F = 0.

For any projective variety X ⊂ P
N we can find a form G(U0, . . . ,UN) of any

specified degree m which does not vanish on any components Xi of X. For this,
it is enough to choose one point xi ∈ Xi in each irreducible component of X, and
find a linear form L not vanishing on any of these; then we can take G= Lm to be
the appropriate power of L. Suppose that X ⊂ P

N is closed, and that a form F is
not zero on any component of X. By Theorem 1.19 we have dimXF < dimX. Set
XF =X(1) and apply the same argument to X(1), finding a form F1 with degF1 =
degF not vanishing on any component of X(1). We get a chain of varieties X(i) and
forms Fi such that

X =X(0) ⊃X(1) ⊃ · · · , with X(i+1) =X
(i)
Fi

and F0 = F. (1.46)

By Theorem 1.19, dimX(i+1) < dimX(i). Hence if dimX = n, then X(n+1) is
empty. In other words, the forms F0 = F , F1, . . . ,Fn have no common zeros on X.

Suppose now that X is irreducible. Consider the map ϕ : X→ P
n given by

ϕ(x)= (

F0(x) : · · · : Fn(x)
)

. (1.47)

This map satisfies the assumptions of Theorem 1.16, and by this theorem the
map X → ϕ(X) is finite. But if X → Y is a finite map then, as we have seen,
dimX = dimY . Hence dimϕ(X) = dimX = n, and since ϕ(X) ⊂ P

n is closed by
Theorem 1.10, we get ϕ(X)= P

n by Theorem 1.19. Suppose now that dimX(1) =
dimXF < n− 1. Then in (1.46), already X(n) is empty. In other words, the forms
F0, . . . ,Fn−1 have no common zeros on X. This means that the point (0 : · · · : 0 : 1)
is not contained in ϕ(X), which contradicts ϕ(X) = P

n. Thus we have proved the
following result.

Theorem 1.22 If a form F is not 0 on an irreducible projective variety X then
dimXF = dimX− 1.

Recall that this means that XF contains one or more irreducible components of
dimension dimX− 1.

Corollary 1.3 A projective variety X contains subvarieties of any dimension s <

dimX.

Corollary 1.4 (Inductive definition of dimension) If X is an irreducible projective
variety then dimX = 1+ sup dimY , where Y runs through all proper subvarieties
of X.

Corollary 1.5 The dimension of a projective variety X can be defined as the max-
imal integer n for which there exists a strictly decreasing chain Y0 � Y1 � · · · �
Yn � ∅ of length n of irreducible subvarieties Yi ⊂X.
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Corollary 1.6 The dimension n of a projective variety X ⊂ P
N can be defined as

N − s − 1, where s is the maximum dimension of a linear subspace of PN disjoint
from X.

Proof Let E ⊂ P
N be a linear subspace of dimension s. If s ≥N − n then E can be

defined by ≤n equations, and successive application of Theorem 1.22 proves that
dim(X ∩ E) ≥ 0, and hence X ∩ E is nonempty (the dimension of the empty set
is −1!). Setting m = 1 in the construction of the chain (1.46) gives n + 1 linear
forms L0, . . . ,Ln with no common zeros on X. If E is the linear subspace defined
by these, then dimE =N − n− 1 and X ∩E is empty. Corollary 1.6 is proved. �

Corollary 1.7 The variety of common zeros of r forms F1, . . . ,Fr on an n-
dimensional projective variety has dimension ≥n− r .

The proof is by r − 1 applications of Theorem 1.22. Corollary 1.7 provides a
rather strong existence theorem.

Proposition If r ≤ n then r forms have a common zero on an n-dimensional pro-
jective variety. For example, in the case X = P

n, this says that n homogeneous
equations in n+ 1 variables have a nonzero solution.

This existence theorem allows us to make a number of important deductions.

Corollary 1.8 Any two curves of P2 intersect.

This is clear, since a curve is given by a single homogeneous equation. However,
there exist nonintersecting curves on a nonsingular quadric surface Q⊂ P

3, for ex-
ample the lines of one family of generators. Therefore P2 and Q are not isomorphic.
Since they are birational (Example 1.22) we get an example of two varieties that are
birational but not isomorphic. This example will appear again later (Sections 4.1
and 4.5, Chapter 2, Example 4.11 of Section 2.3, Chapter 4).

Corollary 1.9 Theorem 1.21 fails already for the curves on a nonsingular quadric
surface Q: there exist curves C ⊂ Q that cannot be defined by setting to zero a
single form on P

3.

Indeed, if we assume that each of the disjoint curves C1 and C2 which we found
on Q is defined by one equation F1 = 0 and F2 = 0, we get a contradiction to
Corollary 1.7, according to which the system of equations G= F1 = F2 = 0 have a
common solution (where G is the equation of Q).

Corollary 1.10 Any curve of degree ≥3 has an inflexion point.

Proof We have seen in Section 1.6 that the inflexion points of an algebraic plane
curve with equation F = 0 is defined by H(F) = 0, where H(F) is the Hessian
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form of F . If F has degree n then H(F) has degree 3(n− 2). Therefore for n≥ 3
the system of equations F = H(F) = 0 has a nonzero solution; that is, the curve
F = 0 has an inflexion point. Corollary 1.10 is proved. �

The simplest case is when n = 3. We see that every cubic curve in P2 has an
inflexion point. Choose a coordinate system (ξ0, ξ1, ξ2) so that the inflexion point is
(0,0,1), and the inflexional tangent is the line ξ1 = 0. Setting u= ξ0/ξ2, v = ξ1/ξ2,
we see easily that our assumption is equivalent to saying that the equation ϕ(u, v)

of the curve has no constant term, or term in u or u2. Changing to coordinates x =
ξ0/ξ1, y = ξ2/ξ1, so that the inflexion point is at infinity, we find that the equation
of our cubic has no term in y3, y2x or yx2, that is, it is of the form ay2 + (bx +
c)y + g(x)= 0, where g is a polynomial of degree ≤3. If a = 0 then the inflexion
point is singular. If a �= 0 we can assume that a = 1. Assuming that chark �= 2, we
can complete the square by setting y1 = y + (1/2)(bx + c) and reduce the equation
to the form y2

1 = g1(x), where g1(x) has degree ≤3, and = 3 if the cubic curve is
nonsingular. Thus the equation of a nonsingular cubic has Weierstrass normal form
in some coordinate system. In Section 1.4 we proved only the weaker statement that
a cubic is birational to a curve with equation in Weierstrass normal form.

Corollary 1.11 (Tsen’s theorem) Let F(x1, . . . , xn) be a form in n variables of de-
gree m< n whose coefficients are polynomials in one variable t . Then the equation
F(x1, . . . , xn)= 0 has a solution in polynomials xi = pi(t).

Proof We look for xi of the form xi =∑l
j=0 uij t

j with unknown coefficients uij .
Substituting these expressions in the equation F(x1, . . . , xn)= 0, we get a polyno-
mial in t all of whose coefficients must be set to 0. If the maximum of the degrees
of the coefficients of a polynomial F equals k then the number of equations is at
most ml + k + 1. The number of indeterminates is n(l + 1). Since by assumption
n > m, for l sufficiently large, the number of unknowns is greater than the number
of equations, and hence the system has a nonzero solution. �

Example 1.35 An important particular case of Tsen’s theorem is when n= 3 and F

is a quadratic form. It can be given the following geometric interpretation: suppose
that a surface X ⊂ P

2 ×A
1 is defined by the equation

q(x0 : x1 : x2; t)=
2
∑

i,j=0

aij (t)xixj with aij (t) ∈ k[t],

where (x0 : x1 : x2) are coordinates in P
2 and t a coordinate on A

1. The fibres of
the map X→ A

1 are the conics q(x0 : x1 : x2;a) = 0 for a ∈ A
1, and the surface

is called a conic bundle or pencil of conics. Tsen’s theorem proves that a pencil of
conics has a section, that is, there exists a regular map ϕ : A1 → X such that ϕ(a)
is a point of the fibre over a for every a ∈A

1.
Another interpretation of this result is as follows. Consider our surface X as

the conic C with equation q(x0 : x1 : x2; t) =∑2
i,j=0 aij xixj = 0 in P

2 over the
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algebraically nonclosed field K = k(t). Obviously K(C) = k(X). Then C has a
point with coordinates in K .

We assume that the curve C is irreducible for a general point t ∈A
1, that is, that

det |aij (t)| is not identically 0; we say that the pencil of conics is nondegenerate in
this case. In Section 1.2 we saw that the conic is then rational, with the birational
map to P

1 defined over K = k(t). In other words, the field K(C) is isomorphic over
K to the field K(x), and since K(C)= k(X) it follows that k(X) is isomorphic to
K(x)= k(t, x). We have proved the next result.

Corollary 1.12 A nondegenerate pencil of conics over A1 is a rational surface.

Theorem 1.23 Under the assumptions of Theorem 1.22, every component of XF

has dimension dimX− 1.

Proof Consider the finite map ϕ : X → P
n (with n = dimX) constructed in the

proof of Theorem 1.22, and let An
i ⊂ P

n for i = 0, . . . , n be the affine open sets
covering P

n. Then using the Veronese embedding with m= degF , it is easy to see
that ϕ−1(An

i ) = Ui are affine open sets of X. It is obviously enough to prove that
each component of the affine variety XF ∩Ui has dimension n− 1 for each i. From
now on our arguments apply to some fixed Ui , which we denote by U . Obviously
XF ∩U = V (f ), where f = F/Fi , that is, XF coincides on U with the set of zeros
of the regular function f ∈ k[U ]. We constructed above a finite map ϕ : U → A

n,
given by n regular functions f1, . . . , fn, with f = f1.

To prove that each component of V (f ) has dimension n − 1, we only need to
prove that it has dimension ≥n − 1. We prove that the functions f2, . . . , fn are
algebraically independent on each component. Let P ∈ k[T2, . . . , Tn]. To prove that
R = P(f2, . . . , fn) does not vanish on any component of V (f ) it is enough to prove
that for Q ∈ k[U ],

RQ= 0 on V (f ) =⇒ Q= 0 on V (f ).

Indeed, if V (f )=U(1)∪· · ·∪U(t) is an irredundant decomposition into irreducible
components, and R = 0 on U(1), then take Q to be any function that vanishes on
U(2) ∪ · · · ∪U(t) but not on U(1). Then RQ= 0 on V (f ) but Q �= 0 on V (f ).

By the Nullstellensatz our assertion can be restated as follows: if f | (RQ)l for
some l > 0 then f |Qk for some k > 0. Thus Theorem 1.23 follows from the fol-
lowing purely algebraic fact:

Lemma Set B = k[T1, . . . , Tn], and let A⊃ B be an integral domain that is integral
over B; write x = T1, and let y = P(T2, . . . , Tn) �= 0. Then for any u ∈A,

x | (yu)l in A for some l > 0 =⇒ x | uk for some k > 0.

Proof of the Lemma The only property of x and y that we use is that they are
relatively prime in the UFD k[T1, . . . , Tn]. Note that we can replace yl by z and ul by
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v, and then it is enough to prove that if x and z are relatively prime in k[T1, . . . , Tn]
then x | zv in A implies that x | vk for some k > 0. Thus the lemma asserts that
the property of polynomials x, z ∈ B being relatively prime is in a certain sense
preserved on passing to a ring A that is integral over B .

Write K for the field of fractions of B . If t ∈ A is integral over B then it is
algebraic over K . Let F(T ) ∈ K[T ] be the minimal polynomial of t over K , that
is, the polynomial of least degree with leading coefficient 1 such that F(t) = 0.
Division with remainder shows that any polynomial G(T ) ∈ K[T ] with G(t) = 0
is divisible by F(T ) in K[T ]. Now from this it follows that t is integral over B if
and only if F [T ] ∈ B[T ]. Indeed, if t is integral and G(t) = 0 for G ∈ B[T ] with
leading coefficient 1, then G(T )= F(T )H(T ) in K[T ]. But B = k[T1, . . . , Tn] is a
UFD, so a simple application of Gauss’ lemma shows that F(T ),H(T ) ∈ B[T ].

It is now easy to complete the proof of the lemma. Suppose that zv = xw with
v, w ∈ A and let F(T ) = T k + b1T

k−1 + · · · + bk be the minimal polynomial of
w. Since w is integral over B , the coefficients bi of F satisfy bi ∈ B . It is easy to
see that the minimal polynomial G(T ) of v = xw/z is given by (x/z)kF (zT /x).
Therefore

G(T )= T k + xb1

z
T k−1 + · · · + xkbk

zk
,

and vk + xb1

z
vk−1 + · · · + xkbk

zk
= 0.

(1.48)

Since v is integral over B , also xibi/z
i ∈ B , and because x and z are relatively

prime it follows that zi | bi . It then follows from (1.48) that x | vk . The lemma is
proved, and with it Theorem 1.23. �

Corollary 1.13 If X ⊂ P
N is an irreducible quasiprojective variety and F a form

that is not identically 0 on X, then every (nonempty) component of XF has codi-
mension 1. (XF = ∅ is of course possible for quasiprojective varieties.)

Proof By definition X is open in some closed subset X ⊂ P
N . Since X is ir-

reducible, so is X, and hence dimX = dimX. By Theorem 1.23, (X)F = ⋃

Yi

with dimYi = dimX − 1. But it is easy to see that XF = (X)F ∩ X; it fol-
lows that XF =⋃

(Yi ∩ X), and Yi ∩ X is either empty or is open in Yi , so that
dim(Yi ∩X)= dimX− 1. This proves Corollary 1.13. �

The particular case of this lemma that usually turns up is when X ⊂ A
n is an

affine variety. Let An ⊂ P
n be the subset An

0 given by u0 �= 0, and write m= degF

and f = F/um
0 ; then XF = V (f ). In other words, XF is just the set of zeros of

some regular function f ∈ k[X].

Corollary 1.14 Let X ⊂ P
N be an irreducible n-dimensional quasiprojective vari-

ety, and Y ⊂X the set of zeros of m forms on X. Then every (nonempty) component
of Y has dimension ≥n−m.
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Proof The proof is by an obvious induction on m. In the case of an affine variety
X we can again say that Y is the set of zeros of m regular functions on X. If X is
projective and m≤ n then by the proposition after Theorem 1.22, Corollary 1.7 we
can assert that Y �= ∅. Corollary 1.14 is proved. �

Theorem 1.24 Let X,Y ⊂ P
N be irreducible quasiprojective varieties with dimX =

n and dimY = m. Then any (nonempty) component Z of X ∩ Y has dimZ ≥
n+m−N .

Moreover, if X and Y are projective and n+m≥N then X ∩ Y �= ∅.

Proof The theorem is obviously local in nature, and we therefore only need to prove
it in the case of affine varieties. Suppose that X, Y ⊂ A

N . Write Δ⊂ A
N ×A

N =
A

2N for the diagonal (see Example 1.20). Then X ∩ Y is isomorphic to (X × Y) ∩
Δ⊂ A

2N . The theorem follows from Corollary 1.14, since Δ⊂ A
2N is defined by

N equations.
For the final sentence, apply the first part to the affine cone over X and Y . The

theorem is proved. �

Theorem 1.24 can be stated in a more symmetric form, in which it generalises at
once to the intersection of any number of subvarieties:

codimX

r
⋂

i=1

Yi ≤
r
∑

i=1

codimX Yi. (1.49)

6.3 The Theorem on the Dimension of Fibres

For a given regular map f : X→ Y of quasiprojective varieties, and y ∈ Y , the set
f−1(y) is called the fibre of f over y. It is obviously a closed subvariety of X. The
idea behind the terminology is that f fibres X as the disjoint union of the fibres over
the different points y ∈ f (X).

Theorem 1.25 Let f : X→ Y be a regular map between irreducible varieties. Sup-
pose that f is surjective: f (X)= Y , and that dimX = n, dimY =m. Then m≤ n,
and

(i) dimF ≥ n−m for any y ∈ Y and for any component F of the fibre f−1(y);
(ii) there exists a nonempty open subset U ⊂ Y such that dimf−1(y)= n−m for

y ∈U .

Proof of (i) This property is obviously local over Y , and it is enough to prove it
after replacing Y by any open set U ⊂ Y with U � y and X by f−1(U). Hence
we can assume that Y is affine. Suppose that Y ⊂ A

N . In the chain of subvarieties
of Y given by (1.46), Y (m) is a finite set Y (m) = Y ∩ Z, where Z is defined by m
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equations and y ∈ Z. The open set U can be chosen such that Z ∩ Y ∩ U = {y},
and so we can assume that Z ∩ Y = {y}. The subspace Z is defined by m equations
g1 = · · · = gm = 0. Thus in Y the system of equations g1 = · · · = gm = 0 defines
the point y. This means that in X the system of equations f ∗(g1)= · · · = f ∗(gm)=
0 defines the subvariety f−1(y). Assertion (i) now follows from Theorem 1.23,
Corollary 1.14 (the affine case). �

Proof of (ii) We can replace Y by an affine open subset W and X by an open affine
set V ⊂ f−1(W). Since V is dense in f−1(W) and f is surjective, f (V ) is dense
in W . Hence f defines an inclusion f ∗ : k[W ] ↪→ k[V ]. From now on we take
k[W ] ⊂ k[V ], therefore k(W) ⊂ k(V ). Write k[W ] = k[w1, . . . ,wM ] and k[V ] =
k[v1, . . . , vN ]. Since dimW =m and dimV = n, the field k(V ) has transcendence
degree n−m over k(W). Suppose that v1, . . . , vn−m are algebraically independent
over k(W), and the remaining vi algebraic over k(W)[v1, . . . , vn−m], with relations

Fi(vi;v1, . . . , vn−m;w1, . . . ,wM)= 0 for i = n−m+ 1, . . . ,N.

Write vi for the function vi restricted to f−1(y)∩ V . Then

k
[

f−1(y)∩ V
]= k[v1, . . . , vN ]. (1.50)

We now view Fi as a polynomial in vi , v1, . . . , vn−m, with coefficients functions
of w1, . . . ,wM , and define Yi to be the subvariety of W given by the vanish-
ing of the leading term of Fi . Set E = ⋃

Yi and U = W \ E. Obviously U is
open and nonempty. By construction of E, if y ∈ U then none of the polynomi-
als Fi(Ti;T1, . . . , Tn−m;w1(y), . . . ,wM(y)) is identically zero, and therefore all the
vi are algebraically dependent on v1, . . . , vn−m. Together with formula (1.50) this
proves that dimf−1(y)≤ n−m, so that (ii) of the proposition follows from (i). The
theorem is proved. �

It is easy to give examples where (ii) does not hold for every y ∈ Y ; (see for ex-
ample Exercise 6 of Section 2.4, and the end of Section 6.4). That is, the dimension
of fibres may jump up.

Corollary The sets Yk = {y ∈ Y | dimf−1(y)≥ k} are closed in Y .

Proof By Theorem 1.25, Yn−m = Y , and there exists a closed subset Y ′ � Y

such that Yk ⊂ Y ′ if k > n − m. If Zi are the irreducible components of Y ′ and
fi : f−1(Zi)→ Zi the restrictions of f , then dimZi < dimY , and we can prove
the corollary by induction on dimY . The corollary is proved. �

Theorem 1.25 implies a criterion for a variety to be irreducible which is often
useful.

Theorem 1.26 Let f : X→ Y be a regular map between projective varieties, with
f (X)= Y . Suppose that Y is irreducible, and that all the fibres f−1(y) for y ∈ Y

are irreducible and of the same dimension. Then X is irreducible.
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Proof Let X = ⋃

Xi be an irreducible decomposition. By Theorem 1.10, each
f (Xi) is closed. Since Y =⋃

f (Xi) and Y is irreducible, Y = f (Xi) for some i.
Set dimf−1(y) = n. For each i such that Y = f (Xi), by Theorem 1.25, (ii),

there exists a dense open set Ui ⊂ Y and an integer ni such that dim(f−1
i (y))= ni

for all y ∈ Ui . Extend the definition of Ui to i such that f (Xi) �= Y by setting
Ui = Y \f (Xi). Consider y ∈⋂Ui . Then since f−1(y) is irreducible, we must have
f−1(y)⊂Xi for some i, say i = 0. Write f0 : X0 → Y for the restriction of f . Then
f−1(y) ⊂ f−1

0 (y); but the opposite inclusion is trivial, so that f−1(y) = f−1
0 (y)

and n= n0.
Now since f0 is surjective, we know that f−1

0 (y) ⊂ f−1(y) is nonempty for
every y ∈ Y , and it has dimension ≥n0 by Theorem 1.25, (i), so that f−1

0 (y) =
f−1(y). Therefore X0 =X. The theorem is proved. �

A very special case of Theorem 1.26 is the irreducibility of a product of irre-
ducible projective varieties; see Theorem 1.6.

6.4 Lines on Surfaces

It is only natural, after the effort spent on the proof of Theorems 1.22–1.24 on the
dimension of intersections, to look for some applications of these results. As an
example, we now treat a simple question on lines on surfaces in P

3.
As a general rule, the notion of dimension is useful in cases when we need to

give rigorous meaning to a statement that some set depends on a given number of
parameters. For this, we must identify the set with some algebraic variety, and apply
the notion of dimension we have introduced.

For example, we have seen in Example 1.28 that hypersurfaces of Pn, defined by
equations of degree m, are in one-to-one correspondence with points of a projective
space

P
N, where N = νn,m =

(

n+m

m

)

− 1.

We proceed to subvarieties that are not hypersurfaces, the simplest of which
are lines in P

3. In Example 1.24, we saw that lines l ⊂ P
3 are in one-to-one

correspondence with points of the quadric hypersurface of Π ⊂ P
5 defined by

p01p23 − p02p13 + p03p12 = 0. Obviously dimΠ = 4.
To study lines lying on surfaces, the following result is important.

Lemma The conditions that the line l with Plücker coordinates pij be contained in
the surface X with equation F = 0 are algebraic relations between the pij and the
coefficients of F , homogeneous in both the pij and the coefficients of F .

Proof We can write a parametric representation of l it terms of its Plücker coordi-
nates: let x and y be a basis of a plane L⊂ V , with dimL= 2, dimV = 4. Then it
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is easy to check that as f runs through the space of all linear forms on V , the set of
vectors of the form

xf (y)− yf (x) (1.51)

coincides with L. If f has coordinates (α0, α1, α2, α3), that is, if f (x) =∑

αixi ,
then the vector (1.51) has coordinates zi =∑

j αjpij , where pij = xiyj − xjyi .
Hence if l is the line with Plücker coordinates pij , the points of l are the points with
coordinates

∑

j αjpij for j = 0, . . . ,3.
On substituting these expressions into the equation F(u0, u1, u2, u3) = 0 and

equating to zero the coefficients of all the monomials in αi , we get the condition
that l ⊂ X, as a set of algebraic relations between the coefficients of F and the
Plücker coordinates pij . The lemma is proved. �

We proceed to the question we are interested in, the lines lying on surfaces in P
3.

For given m, consider the projective space P
N with N = ν3,m =

(

m+3
3

)− 1, whose
points parametrise surfaces in P

3 of degree m, that is, given by a homogeneous
equation of degree m. Write Γm ⊂ P

N ×Π for the set of pairs (ξ, η) ∈ P
N ×Π such

that the line l corresponding to η ∈Π is contained in the surface X corresponding to
ξ ∈ PN . By the lemma, Γm is a projective variety. Let us determine the dimension of
Γm. For this, consider the projection maps ϕ : PN ×Π → P

N and ψ : PN ×Π →
Π given by ϕ(ξ, η) = ξ and ψ(ξ,η) = η. Obviously ϕ and ψ are regular maps.
From now on, we only consider their restrictions to Γm. Note that ψ(Γm) = Π .
This simply means that for every line l there is at least one surface of degree m

passing through l, possibly reducible.
We determine the dimension of the fibres ψ−1(η) of ψ . By a projective trans-

formation we can assume that the line corresponding to η is given by u0 = u1 = 0.
Points ξ ∈ P

N such that (ξ, η) ∈ ψ−1(η)⊂ Γm correspond to surfaces of degree m

passing through this line. Such a surface is given by F = 0, where F = u0G+u1H ,
with G and H arbitrary forms of degree m− 1. The set of such forms is of course a
linear subspace of PN whose dimension is easy to calculate. It is equal to

μ= m(m+ 1)(m+ 5)

6
− 1. (1.52)

Thus

dimψ−1(η)= m(m+ 1)(m+ 5)

6
− 1=N − (m+ 1).

It follows from Theorem 1.26 that Γm is irreducible. Applying Theorem 1.25 we get
that

dimΓm = dimψ(Γm)+ dimψ−1(η)

= m(m+ 1)(m+ 5)

6
+ 3

= N + 3−m. (1.53)
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Consider now the other projection ϕ : Γm → P
N . Its image is a closed subset

of P
N , by Theorem 1.10. Obviously dimϕ(Γm) ≤ Γm. Thus if dimΓm < N then

ϕ(Γm) �= P
N , or in other words, not every surface of degree m contains a line. By

(1.53), the inequality dimΓm <N reduces to m> 3. We have obtained the following
result.

Theorem 1.27 For any m> 3, there exist surfaces of degree m that do not contain
any lines. Moreover, such surfaces correspond to an open set of PN .

Thus there exist nontrivial algebraic relations between the coefficients of a form
F(u0, u1, u2, u3) of degree m > 3 that are necessary and sufficient for the surface
given by F = 0 to contain a line.

Of the remaining cases m = 1, 2, 3, the case m = 1 is trivial. We consider the
case m = 2, although we already know the answer from 3-dimensional coordinate
geometry. When m = 2 we have N = 9 and dimΓm = 10. It follows from Theo-
rem 1.25 that dimϕ−1(ξ)≥ 1. This is the well-known fact that any quadric surface
contains infinitely many lines.

We remark in passing, and without details of the proof, that this already pro-
vides an example of the phenomenon mentioned in Section 6.3 of the dimension
of fibres jumping up: if the quadric surface corresponding to a point ξ is irre-
ducible then dimϕ−1(ξ)= 1, whereas if it splits as a pair of planes then of course
dimϕ−1(ξ)= 2.

Now consider the case m= 3. In this case, dimΓm =N = 19. It is easy to con-
struct a cubic surface X ⊂ P

3 which contains only a finite number of lines. For
example, if X is given in inhomogeneous coordinates by

T1T2T3 = 1, (1.54)

then X does not have a single line contained in A
3. Indeed, if we write the equation

of an affine line in the form Ti = ait + bi for i = 1, 2, 3 and substitute in (1.54),
we get a contradiction; whereas the intersection of X with the plane at infinity con-
tains 3 lines. Thus there exists a point of P19 for which ϕ−1(ξ) is nonempty and
dimϕ−1(ξ) = 0. By Theorem 1.25, this is only possible if dimϕ(Γ3) = 19. Using
Theorem 1.19, we see that ϕ(Γ3)= P

19. We have proved the following result.

Theorem 1.28 Every cubic surface contains at least one line. There exists an open
subset U of the space P19 parametrising all cubic surfaces such that a surface cor-
responding to a point of U contains only finitely many lines.

Cubic surfaces that contain infinitely many lines do exist, for example cubic
cones. Thus again the dimension of fibres can jump up. We will see later that most
cubic surfaces contain only finitely many lines, and we will determine the number
of these.



80 1 Basic Notions

6.5 Exercises to Section 6

1 Let L ⊂ P
n be an (n − 1)-dimensional linear subspace, X ⊂ L an irreducible

closed variety and y a point in P
n \L. Join y to all points x ∈X by lines, and denote

by Y the set of points lying on all these lines, that is, the cone over X with vertex y.
Prove that Y is an irreducible projective variety and dimY = dimX+ 1.

2 Let X ⊂A
3 be the reducible curve whose components are the 3 coordinate axes.

Prove that the ideal AX cannot be generated by 2 elements.

3 Let X ⊂ P
2 be the reducible 0-dimensional variety consisting of 3 points not lying

on a line. Prove that the ideal AX cannot be generated by 2 elements.

4 Prove that any finite set S ⊂ A
2 can be defined by two equations. [Hint: Choose

the coordinates x, y in A
2 in such a way that all points of S have different x coor-

dinates; then show how to define S by the two equations y = f (x),
∏

(x − αi)= 0,
where f (x) is a polynomial.]

5 Prove that any finite set of points S ⊂ P
2 can be defined by two equations.

6 Let X ⊂ A
3 be an algebraic curve, and x, y, z coordinates in A

3; suppose that
X does not contain a line parallel to the z-axis. Prove that there exists a nonzero
polynomial f (x, y) vanishing at all points of X. Prove that all such polynomials
form a principal ideal (g(x, y)), and that the curve g(x, y)= 0 in A

2 is the closure
of the projection of X onto the (x, y)-plane parallel to the z-axis.

7 We use the notation of Exercise 6. Suppose that h(x, y, z) = g0(x, y)z
n + · · · +

gn(x, y) is the irreducible polynomial of smallest positive degree in z contained in
the ideal AX . Prove that if f ∈ AX has degree m as a polynomial in z, then we can
write fgm

0 = hU + v(x, y), where v(x, y) is divisible by g(x, y). Deduce that the
equation h= g = 0 defines a reducible curve consisting of X together with a finite
number of lines parallel to the x-axis, defined by g0(x, y)= g(x, y)= 0.

8 Use Exercises 6–7 to prove that any curve X ⊂A3 can be defined by 3 equations.

9 By analogy with Exercises 6–8, prove that any curve X ⊂ P
3 can be defined by 3

equations.

10 Let F0(x0, . . . , xn), . . . ,Fn(x0, . . . , xn) be forms of degree m0, . . . ,mn and con-
sider the system of n + 1 equations in n + 1 variables F0(x) = · · · = Fn(x) = 0.
Write Γ for the subset of

∏n
i=0 P

νn,mi × P
n (where νn,m =

(

n+m
m

)− 1) defined by

Γ = {

(F0, . . . ,Fn, x) | F0(x)= · · · = Fn(x)= 0
}

.
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By considering the two projection maps ϕ : Γ →∏

i P
νn,mi and ψ : Γ → P

n, prove
that dimΓ = dimϕ(Γ )=∑

i νn,mi
−1. Deduce from this that there exists a polyno-

mial R =R(F0, . . . ,Fn) in the coefficients of the forms F0, . . . ,Fn such that R = 0
is a necessary and sufficient condition for the system of n+1 equations in n+1 vari-
ables to have a nonzero solution. What is the polynomial R if the forms F0, . . . ,Fn

are linear?

11 Prove that the Plücker hypersurface Π ⊂ P
5 contains two systems of 2-dimen-

sional linear subspaces. A plane of the first system is defined by a point ξ ∈ P
3

and consists of all points of Π corresponding to lines l ⊂ P
3 through ξ . A plane

of the second system is defined by a plane Ξ ⊂ P
3 and consists of all points of Π

corresponding to lines l ⊂ P
3 contained in Ξ . There are no other planes contained

in Π .

12 Let F(x0, x1, x2, x3) be an arbitrary form of degree 4. Prove that there exists
a polynomial Φ in the coefficients of F such that Φ(F) = 0 is a necessary and
sufficient condition for the surface F = 0 to contain a line.

13 Let Q⊂ P
3 be an irreducible quadric surface and ΛX ⊂Π the set of points on

the Plücker hypersurface Π ⊂ P
5 corresponding to lines contained in Q. Prove that

ΛX consists of two disjoint conics.



Chapter 2
Local Properties

1 Singular and Nonsingular Points

1.1 The Local Ring of a Point

This chapter investigates local properties of points of algebraic varieties, that is,
properties of points x ∈ X that remain unchanged if X is replaced by any neigh-
bourhood of x. Since any point has an affine neighbourhood, in the study of local
properties of points we can restrict ourselves to affine varieties.

The basic local invariant of a point x of a variety is its local ring Ox , the ring
consisting of all functions, each of which is regular in some neighbourhood of x.
This definition requires a little care, however, since each function is regular in a
different neighbourhood.

If X is irreducible, Ox is the subring of the function field k(X) consisting of
all functions f ∈ k(X) that are regular at x. Recalling the definition of k(X) as the
field of fractions of the coordinate ring k[X] we see that Ox consists of fractions
f/g with f,g ∈ k[X] and g(x) �= 0.

This construction becomes clearer if we focus on its general and purely algebraic
nature. It can be applied to an arbitrary commutative ring A and prime ideal p of A.
In this generality there is a new difficulty caused by possible zerodivisors in A.

Consider the set of pairs (f, g) with f,g ∈ A and g /∈ p; we identify pairs ac-
cording to the rule

(f, g)= (

f ′, g′
) ⇐⇒ ∃ h ∈A \ p such that h

(

fg′ − gf ′
)= 0. (2.1)

Algebraic operations are defined on this set as follows:

(f, g)+ (

f ′, g′
)= (

fg′ + gf ′, gg′
)

, (2.2)

(f, g)
(

f ′, g′
)= (

ff ′, gg′
)

. (2.3)

It is easy to check that in this way we get a ring. It is called the local ring of A at
the prime ideal p, and denoted by Ap.
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The map ϕ : A→Ap given by ϕ(h)= (h,1) is a homomorphism. The elements
ϕ(g) with g /∈ p are invertible in Ap, and any element u ∈ Ap can be written u =
ϕ(f )/ϕ(g) with g /∈ p; we sometimes use the somewhat imprecise notation u =
f/g. The elements of the form ϕ(f )/ϕ(g) with f ∈ p and g /∈ p form an ideal
m ⊂ Ap; moreover every element u ∈ Ap with u /∈ m has an inverse. Therefore m

contains every other ideal of Ap.
We arrive at one of the fundamental notions of commutative algebra: a ring O is

a local ring if it has an ideal m⊂O with m �=O such that m contains every other
ideal of O.

Lemma If A is a Noetherian ring then so is every local ring Ap.

Proof Indeed, for any ideal a ⊂ Ap, set a = ϕ−1(a). This is an ideal of A, and so
by assumption has a finite basis, a = (f1, . . . , fr ). If u ∈ a then u = ϕ(f )/ϕ(g)

with f,g ∈ A and g /∈ p. By the identification rule (2.1), it follows that there ex-
ists h ∈ A \ p such that hf ∈ a, and since 1/ϕ(hg) ∈ Ap, we get u ∈ ϕ(a )Ap =
(ϕ(f1), . . . , ϕ(fr)). Hence a = (ϕ(f1), . . . , ϕ(fr)), and so has a finite basis. The
lemma is proved. �

If A = k[X] is the affine coordinate ring of an affine variety X and p = mx the
maximal ideal of a point x ∈X then Ap is called the local ring of x, and denoted by
OX,x or Ox . It is Noetherian by the lemma.

For each pair (f, g) defining an element of Ox the function f/g is regular in
the neighbourhood D(g) of x. The rule (2.1) means that in Ox we identify func-
tions f/g and f ′/g′ that are equal in some neighbourhood of x (in the present case
D(hgg′)). Thus we can also define Ox as the ring whose elements are regular func-
tions in different neighbourhoods of x, with the identification rule just given. The
definition is already independent of the choice of some affine neighbourhood U

of x.
We choose, in particular, the variety V so that all its irreducible components pass

through x. Then a function f that is 0 on some neighbourhood U ⊂ V of x will
be 0 on the whole of V . Hence the homomorphism ϕ : k[V ] →Ox is an inclusion,
and we identify k[V ] with a subring of Ox . In this situation, we can get rid of the
factor h in the identification rule (2.1). In other words, Ox consists of functions on
V without any identification, and all functions ϕx ∈ Ox are of the form f/g, with
f,g ∈ k[V ] and g(x) �= 0.

A similar construction is applicable to any irreducible subvariety Y of an affine
variety X. Here we need to set A= k[X] and p= aY . In this case, the local ring Ap

is called the local ring of X at the irreducible subvariety Y (or along Y ), and denoted
OX,Y or OY . If X is irreducible then OY ⊂ k(X) is the ring consisting of all rational
functions that are regular at some point of Y (and hence regular on a dense open
subset of Y ). The maximal ideal mY ⊂OY consists of functions vanishing along Y ,
and the residue field OY /mY = k(Y ) is the function field of Y .

The passage to the case of an irreducible closed subvariety Y of an arbitrary
quasiprojective variety X is just as obvious as when Y was a point. The local ring
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OY is defined in this case as the local ring of the subvariety Y ∩ V , where V ⊂ X

is any open affine variety such that Y ∩ V �= ∅. The local ring is independent of the
choice of V .4

1.2 The Tangent Space

We will define the tangent space to an affine variety X at a point x as the set of all
lines through x tangent to X. To define tangency of a line L⊂AN to a variety X ⊂
A

N , suppose that the coordinate system in A
N is chosen so that x = (0, . . . ,0)= 0.

Then L= {ta | t ∈ k}, where a �= 0 is a fixed point. To study the intersection of X

with L, suppose that X is given by a system of equations F1 = · · · = Fm = 0 with
AX = (F1, . . . ,Fm).

The set X ∩ L is then given by the equations F1(ta)= · · · = Fm(ta)= 0. Since
we are now dealing with polynomials in one variable t , their common roots are the
roots of their highest common factor. Suppose that

f (t)= hcf
(

F1(ta), . . . ,Fm(ta)
)= c

∏

(t − αi)
ki . (2.4)

The values t = αi correspond to the points of intersection of L with X. Note that in
(2.4), a root t = αi has an associated multiplicity ki , that is naturally interpreted as
the multiplicity of intersection of L with X. In particular, since L ∩X � 0, one of
the roots of f (t) in (2.4) is t = 0. We arrive at the following definition.

Definition 2.1 The intersection multiplicity of a line L with a variety X at 0 is the
multiplicity of t = 0 as a root of the polynomial f (t)= hcf(F1(ta), . . . ,Fm(ta)).

Thus the intersection multiplicity is the biggest power of t dividing all the Fi(ta).
It is ≥1 by definition, since 0 ∈ L ∩ X. If the Fi(ta) are identically 0 then the
intersection multiplicity is considered to be +∞.

Obviously, f (t) = hcf{F(ta) | F ∈ Ax}, and hence the multiplicity of intersec-
tion is independent of the choice of the generators Fi of AX .

4Quite generally, OX,Y is a subring of the direct product of function fields k(Xi) of the irreducible
components Xi of X that meet Y , that is,

OX,Y ⊂
∏

Y∩Xi �=∅
k(Xi).

We can also view it as a quotient of the local ring OAn,Y of rational functions on the ambient
space regular on a dense open set of Y , modulo the ideal aXOAn,Y of functions vanishing on X.
In discussing rational maps and rational functions as in Chapter 1, a point to grasp is that rational
functions are defined as fractions, and the locus where they are regular is determined subsequently;
otherwise you have to worry about when two functions or maps with different domains are equal
(for example, is the function z/z with a removable singularity equal to 1?).
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Definition 2.2 A line L is tangent to X at 0 if it has intersection multiplicity ≥2
with X at 0.

We now write out the conditions for L to be tangent to X. Since X � 0, each of the
polynomials Fi(T ) has constant term 0. For i = 1, . . . ,m, we write Li for the linear
term, so that Fi = Li +Gi , where Gi has only terms of degree ≥2. Then Fi(at)=
tLi(a)+Gi(ta), and Gi(ta) is divisible by t2. Therefore Fi(at) is divisible by t2

if and only if Li(a)= 0. Thus the condition for tangency is

L1(a)= · · · = Lm(a)= 0. (2.5)

Definition 2.3 The geometric locus of points on lines tangent to X at x is called the
tangent space to X at x. It is denoted by Θx , or by ΘX,x if we need to specify which
variety is intended.

Thus (2.5) are the equations of the tangent space. They show that Θx is a linear
subspace of AN .

Example 2.1 The tangent space to A
n at any point is just An itself.

Example 2.2 Let X ⊂A
n be a hypersurface and AX = (F ). If X � 0 and F = L+G

(in the above notation) then Θ0 is defined by the single equation L(T1, . . . , Tn)= 0.
Hence if L �= 0 then dimΘ0 = n−1 and if L= 0 then Θ0 =A

n, so that dimΘ0 = n.
Obviously

L=
∑ ∂F

∂xi
(0)xi,

so that for n= 2 the definition coincides with that given in (1.13).

Example 2.3 The tangent space at (0,0) to the curve y(y − x2) = 0 in A
2 is the

whole of A2. (Although both its components have the same tangent line y = 0.)

1.3 Intrinsic Nature of the Tangent Space

Definition 2.3 was given in terms of the defining equations of a subvariety X ⊂A
N .

Hence it is not obvious that under an isomorphism f : X→ Y the tangent spaces
at x and at f (x) are isomorphic (that is, have the same dimension). We now prove
this; for this, we reformulate the notion of tangent space so that it depends only on
the coordinate ring k[X].

We recall some definitions. If F(T1, . . . , TN) is a polynomial and x = (x1, . . . ,

xN) a point, then F has a Taylor series expansion

F(T )= F(x)+ F (1)(T )+ · · · + F (k)(T ),
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where F (i) are homogeneous polynomials of degree i in the variables Tj − xj . The
linear form F (1) is the differential of F at x, and is denoted by dF or dxF ; we have

dxF =
N
∑

i=1

∂F

∂Ti

(x)(Ti − xi).

It follows from the definition that

dx(F +G)= dxF + dxG,

dx(FG)= F(x)dxG+G(x)dxF.
(2.6)

Using this notation, we can write the (2.5) of the tangent space to X at x ∈X in the
form

dxF1 = · · · = dxFm = 0, (2.7)

or
N
∑

i=1

∂Fj

∂Ti

(x)(Ti − xi)= 0 for j = 1, . . . ,m, (2.8)

where AX = (F1, . . . ,Fm). Suppose that g ∈ k[X] is defined as the restriction to X

of a polynomial G. If we set dxg = dxG then the answer depends on the choice of
the polynomial G; more precisely, it would only be defined up to adding a terms dxF

with F ∈AX . Since AX = (F1, . . . ,Fm), we have F =A1F1+ · · ·+AmFm, and by
(2.6) and the fact that Fi(x)= 0, we get that dxF =A1(x)dxF1+· · ·+Am(x)dxFm.
Using (2.7) we see that all the linear forms dxF for F ∈AX are 0 on Θx , and hence,
if we write dxg for the restriction to Θx of the linear form dxG, that is,

dxg = dxG|Θx , (2.9)

we get a map that sends any function g ∈ k[X] into a well-defined linear form dxg

on Θx .

Definition The linear function dxg defined by (2.9) is called the differential of g

at x.

Obviously,

dx(f + g)= dxf + dxg, dx(fg)= f (x)dxg + g(x)dxf. (2.10)

We thus have a homomorphism dx : k[X]→Θ∗x , where Θ∗x is the space of linear
forms on Θx . Since dxα = 0 for α ∈ k, we can replace the study of this map by that
of dx : mx → Θ∗x , where mx = {f ∈ k[X] | f (x) = 0}. Obviously mx is an ideal
of k[X].

Theorem 2.1 The map dx defines an isomorphism of the vector spaces mx/m
2
x

and Θ∗x .
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Proof We need to show that im dx = Θ∗x and ker dx = m2
x . The first of these is

obvious. Any linear form ϕ on Θx is induced by some linear function f on A
N , and

dxf = ϕ. To prove the second assertion, suppose that x = (0, . . . ,0) and that g ∈mx

satisfies dxg = 0. Suppose that g is induced by a polynomial G ∈ k[T1, . . . , TN ]. By
assumption the linear form dxG is 0 on Θx , and hence is a linear combination of
(2.7) defining this subspace, that is,

dxG= λ1dxF1 + · · · + λmdxFm.

Set G1 = G − λ1F1 − · · · − λmFm. We see that G1 does not have any terms
of degree 0 or 1 in T1, . . . , TN , and therefore G1 ∈ (T1, . . . , TN)2. Furthermore,
G1|X = G|X = g, and hence g ∈ (t1, . . . , tN )2, where ti = Ti |X . Since obviously
mx = (t1, . . . , tN ), this proves the theorem. �

As is well known, if L is a vector space and M = L∗ is the vector space of all
linear forms on L then L can be identified with the vector space of all linear forms
on M , that is, L=M∗. Applying this in our case gives the following.

Corollary 2.1 The tangent space Θx at a point x is isomorphic to the vector space
of all linear forms on mx/m

2
x .

The vector space mx/m
2
x is called the cotangent space to X at x.

From this, we make a deduction concerning the behaviour of tangent spaces
under a regular map f : X→ Y between varieties. Suppose that x ∈ X and y =
f (x). Then f defines a map f ∗ : k[Y ] → k[X], and obviously f ∗(my) ⊂ mx and
f ∗(m2

y)⊂m2
x ; thus f induces a map f ∗ : my/m

2
y →mx/m

2
x . Linear functions, like

any functions, are contravariant (map in the opposite direction) and since by Corol-
lary 2.1 the tangent spaces ΘX,x and ΘY,y are isomorphic to the vector space of
linear forms on mx/m

2
x and my/m

2
y respectively. We get a map ΘX,x →ΘY,y . This

map is called the differential of f and denoted by dxf .
It is easy to check that if g : Y → Z is another regular map and z= g(y) then the

differential d(g ◦ f ) : ΘX,x → ΘZ,z of the composite map is given by d(g ◦ f ) =
dg ◦ df . If f is the identity map X→ X then for any point x ∈ X the differential
dxf is also the identity map on the tangent space at any point. These observations
imply the following result.

Corollary 2.2 Under an isomorphism of varieties, the tangent spaces at corre-
sponding points are isomorphic. In particular the dimension of the tangent space
at a point is invariant under isomorphism.

Theorem 2.2 The tangent space ΘX,x is a local invariant of a point x of a variety
X. Namely, ΘX,x is the dual vector space of the vector space mx/m

2
x , where mx is

the maximal ideal of the local ring Ox of x.

Proof We show how to determine Θx in terms of the local ring Ox of x. Recall that
the differential of a rational function F/G, where F,G ∈ k[T1, . . . , Tn], at a point
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where G(x) �= 0, is given by

dx(F/G)= G(x)dxF − F(x)dxG

G2(x)
.

We can view a function f ∈ Ox as the restriction to X of a rational function
F/G, and define the differential as dxf = dx(F/G)|Θx . All the arguments given
before Theorem 2.1 and during its proof go through as before, and we see that dx

defines an isomorphism dx : mx/m
2
x

∼→ Θ∗x , where now mx is the maximal ideal
{f ∈Ox | f (x)= 0} of the local ring Ox . This proves Theorem 2.2. �

We define the tangent space Θx at a point x of any quasiprojective variety X

as (mx/m
2
x)
∗, where mx is the maximal ideal of the local ring Ox of x. By Theo-

rem 2.2, Θx is then also the tangent space at x to any affine neighbourhood of x.
The tangent space is thus defined as an abstract vector space, not realised as

a subspace of any ambient space. However, if X is affine and X ⊂ A
N then the

embedding i : X ↪→ A
N defines an embedding di : ΘX,x ↪→ ΘAN ,x . Since ΘAN ,x

may be identified with AN , we can view ΘX,x as embedded in AN , thus returning
to the definition given in Section 1.2.

If X ⊂ PN is a projective variety and x ∈X with x ∈A
N
i , then ΘX,x is an affine

linear subspace of AN
i . The closure of ΘX,x in P

N does not depend on the choice of
the affine piece A

N
i . Despite the ambiguity in using the same term for two different

objects, the closure ΘX,x ⊂ P
N is sometimes also called the (projective) tangent

space to X at x. The usual verification shows that ΘX,x ⊂ P
N is defined by the

equations

N
∑

i=0

∂Fα

∂ξi
(x)ξi = 0,

where {Fα} is a homogeneous basis for the ideal of X.
The intrinsic nature of the tangent space provides answers to certain questions

on embedding varieties in affine spaces. For example, if x ∈ X is a point such that
dimΘx =N , then X is not isomorphic to any subvariety of an affine space A

n with
n < N . An isomorphism f : X ∼→ Y ⊂ A

n would take Θx isomorphically to the
subspace Θf(x) ⊂ A

n. From this, for any n > 1, one can construct an example of a
curve X ⊂A

n not isomorphic to any curve Y ⊂A
m with m< n. Namely, take X to

be the image of A1 under the map

x1 = tn, x2 = tn+1, . . . , xn = t2n−1. (2.11)

It is enough to prove that the tangent space to X as x = (0, . . . ,0) is the whole of An.
This means that all polynomials F ∈ AX do not contain linear terms in T1, . . . , Tn.
Let F ∈AX and write

F =
n
∑

i=1

aiTi +G with G ∈ (T1, . . . , Tn)
2.
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Substituting (2.11) in F , we get the following identity in t

n
∑

i=1

ait
n+i−1 +G

(

tn, tn+1, . . . , t2n−1)≡ 0.

But if any ai �= 0 this is impossible, since the terms ait
n+i−1 have degree ≤2n−1,

and terms coming from G(tn, . . . , t2n−1) have degree ≥2n, so that they cannot can-
cel out.

It follows from the proof just given that no neighbourhood of x in the curve X is
isomorphic to a quasiprojective variety in A

m with m< n.
We now consider some examples of tangent spaces. We start by giving an in-

terpretation of the tangent space to a point q ∈ P(V ) of the projective space corre-
sponding to a vector space V . The tangent space ΘV,v to V at v can naturally be
identified with V , since mv/m

2
v is identified with the vector space of linear forms on

V , that is, V ∗. The map π : V \ 0→ P(V ) given by π(ξ0, . . . , ξn) = (ξ0 : · · · : ξn)
has differential dvπ : ΘV,v = V → ΘP(V ),π(v). If ξ0 �= 0 at v then in coordinates
xi = ξi/ξ0 a linear form ϕ ∈ ΘV,v goes over into the function ψ = (dvπ)(ϕ) on
mπ(v)/m

2
π(v)

for which

ψ(xi)= ϕdv(ξi/ξ0)= ξiϕ(ξ0)− ξ0ϕ(ξi)

ξ2
0

.

It follows that the image of dvπ is the whole of ΘP(V ),π(v), and the kernel consists of
the vectors (η0, . . . , ηn) satisfying ξiη0 = ξ0ηi , that is, proportional to (ξ0, . . . , ξn).

Thus for ξ ∈ P(V ) we have

ΘP(V ),ξ
∼= V/lξ , (2.12)

where lξ = π−1(ξ) is the line in V corresponding to a point ξ ∈ P(V ).
From this, we can say that if X ⊂ P(V ) is a projective variety defined by a system

of homogeneous equations, and ˜X ⊂ V the affine cone over X, defined in V by the
same equations, then ΘX,x

∼=Θ
˜X,̃x/ lx , where x = π(̃x), and lx is as in (2.12). We

apply this interpretation of the tangent space to a projective variety to the algebraic
varieties considered in Examples 1.24–1.26.

Example 2.4 (The Grassmannian) We consider here only X =Grass(2, n). It is de-
fined by the equations x2 = x ∧ x = 0 in P(

∧2
V ). Differentiating these equations,

we get that the tangent space to the affine cone ˜X ⊂∧2
V at x consists of y ∈∧2

V

such that

x ∧ y = 0. (2.13)

Suppose that x ∈∧2
L⊂∧2

V is the point corresponding to a 2-plane L⊂ V , so
that

∧2
L = kx, and let f ∈ Hom(L,V/L). Then it is easy to check that for any

basis e1, e2 of L, the bivector y = e1 ∧ f (e2)− e2 ∧ f (e1) is uniquely determined
in
∧2

V/kx, is independent of the choice of a basis in L up to a scalar multiple,
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and satisfies (2.13). Moreover, any solution to (2.13) is obtained in this way. Thus
for any 2-plane L⊂ V , we see that

ΘGrass(2,V ),L
∼=Hom(L,V/L). (2.14)

We will show in Example 6.24 of Section 4.1, Chapter 6, that a similar relation holds
for any Grass(r,V ), and give an interpretation.

Remark Our starting point for deducing (2.14) was that Grass(2,V ) is given by the
system of equations x ∧ x = 0. But in order to apply the definition of the tangent
space given in Section 1.2, we need to know that these equations not only define
X = Grass(2,V ) set-theoretically, by also generate the ideal AX . At present, we
can only assert that if we write out the equations x ∧ x = 0 as F1 = · · · = Fm = 0
then, after restricting to some affine piece of P(

∧2
V ), the space defined by

∑

(∂Fi/∂Tj )(x)(Ti − xi) = 0 is isomorphic to Hom(L,V/L). From this it is al-
ready not hard to deduce that AX = (F1, . . . ,Fm), and hence the relation (2.14)
holds without any reservations (see Exercise 15 of Section 3.3).

Example 2.5 (Variety of associative algebras) Differentiating the associativity re-
lation (1.28), we see that the tangent space to the variety of associative algebras is
defined by the equations

∑

l

(

αl
ij x

m
lk + αm

lkx
l
ij

)=
∑

l

(

αm
il x

l
jk + αl

jkx
m
il

)

. (2.15)

Suppose that xm
ij = ηm

ij satisfy these equations. Consider the bilinear function
f (x, y) with x, y ∈ A given by f (ei, ej ) =∑

m ηm
ij em. The relations (2.15) then

take the form

xf (y, z)+ f (x, yz)= f (xy, z)+ f (x, y)z for all x, y, z ∈A.

Functions of this type are called 2-cocycles on A. Thus the tangent space to the
variety of algebras at a point corresponding to an algebra A is isomorphic to the
space of 2-cocycles on A.

Remark As in Example 2.4, we started from the relations (1.28), that define the
variety of associative algebras only in the set-theoretic sense. Whether the left-hand
sides of these equations generate the ideal of the variety seems not to be known;
it is known that this fails for Lie algebras, and it is plausible that it also fails for
associative algebras. Thus the space of 2-cocycles on A is only equal to the tangent
space at A to the variety of algebras for those dimensions n for which the (1.28)
generate the ideal of the variety of algebras, or for A for which these equations
generate the ideal locally. However, the associativity relations (1.28) are so natural
that any information deduced from them should have some kind of meaning. In
particular, for a discussion of the space of 2-cocycles, see Section 3.4, Chapter 5,
and Example 6.25 of Section 4.1, Chapter 6.
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Example 2.6 (Variety of quadrics) Let V be the vector space of symmetric n × n

matrixes A = (xij ), with xij = xji , and consider the variety Δ ⊂ P(V ) given by
detA= 0 for A ∈ V . It is easy to see that detA is an irreducible polynomial, so that
Δ is an irreducible hypersurface. The tangent space to the affine cone ˜Δ at a matrix
A consists of matrixes B ∈ V such that ((d/dt)det(A+ tB))|t=0 = 0. Since

d

dt
det(A+ tB)|t=0 = detA1 + · · · + detAn,

where Ai is the matrix obtained by replacing the ith row of A by that of B , this
expression is 0 if rankA < n − 1. For these points ΘΔ,A = P(V ). Suppose that
A has rank n − 1. Transformations A �→ tCAC with C a nondegenerate matrix
obviously define automorphisms of Δ. We can use such a transformation to put
the quadratic form f corresponding to A in the form x2

1 + · · · + x2
n−1. Thus we

can assume that f = x2
1 + · · · + x2

n−1, and then the same argument shows that
((d/dt)det(A+ tB))|t=0 equals the entry bnn of B . Hence at such points, the tangent
space ΘΔ,A can be identified with the subspace of matrixes B ∈ V with bnn = 0, that
is, the space of quadrics passing through the vertex of the singular quadric f = 0.

1.4 Singular Points

We now explain what can be said concerning the dimension of tangent spaces of an
irreducible quasiprojective variety X. Our result will be local in nature, so that we
restrict ourselves to considering affine varieties.

Let X ⊂AN be an irreducible variety. Consider the subset Θ of the direct prod-
uct AN × X consisting of pairs (a, x) with a ∈ A

N and x ∈ X such that a ∈ Θx .
Equation (2.7) shows that Θ is closed in A

N × X. Write π : Θ → X for the sec-
ond projection, π(a, x)= x. Obviously π(Θ)=X, and π−1(x)= {(a, x) | a ∈Θx}.
Thus Θ is fibred over X with the tangent spaces Θx at different points of X as fi-
bres; Θ → X is called the tangent fibre space to X. We apply to Θ the results on
the dimensions of fibres of a map Theorem 1.25 and its corollary; then we see that
there exists a number s such that dimΘx ≥ s for every x ∈X, and the points y ∈X

for which dimΘy > s form a closed proper subvariety Y � X, that is, a variety of
smaller dimension.

Definition Let X be an irreducible variety and set s =minx∈X dimΘx . We say that
a point x ∈X is nonsingular5 if dimΘx = s; we also say that X is nonsingular at x.
A variety X is nonsingular if it is nonsingular at every x ∈X. If dimΘx > s then x

is a singular point of X.

5The term smooth is used interchangeably with nonsingular in the current literature. The first En-
glish edition of this book used the archaic term simple, which goes back to Zariski, and is a literal
translation of the Russian, but is not in current use.
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As we have just seen, nonsingular points of X form an open nonempty subvariety,
and singular points a closed proper subvariety.

Consider the example of a hypersurface (Example 2.2), which contains as the
particular case n = 2 the case of algebraic plane curves considered in Section 1.5,
Chapter 1. If AX = (F ) then the equation of the tangent space at x is

n
∑

i=1

∂F

∂Ti

(x)(Ti − xi)= 0.

We now prove that in this case s =min dimΘx = n−1. This is obviously equivalent
to saying that the ∂F/∂Ti are not all identically 0 on X. In characteristic 0 this
would mean that F is constant, and in characteristic p > 0 that all the indeterminates
only appear in F in powers that are multiples of p. But then, as in Section 1.5,
Chapter 1, since the field k is algebraically closed, it would follow that F = F

p

1 ,
and this contradicts AX = (F ).

Thus in our example, nonsingular points x ∈ X have dimΘx = dimX = n− 1.
We now prove that the same holds for an arbitrary irreducible variety, and that the
general case reduces to that of a hypersurface.

Theorem 2.3 The dimension of the tangent space at a nonsingular point equals the
dimension of the variety.

Proof In view of the definition of nonsingular point, the theorem asserts that
dimΘx ≥ dimX for every point x of an irreducible variety X, and that the set of
points x with dimΘx = dimX is open and nonempty. This is obviously a local as-
sertion, and we need only consider the case of an affine variety. We have seen that
there exists an s such that dimΘx ≥ s for every x ∈X, and the set of points x with
dimΘx = s is open and nonempty. It only remains to prove that s = dimX. We now
use Theorem 1.8, which asserts that X is birational to a hypersurface Y .

Let ϕ : X→ Y be the birational map of Theorem 1.8. By Proposition of Sec-
tion 4.3, Chapter 1, there exist nonempty open sets U ⊂ X and V ⊂ Y such that ϕ
defines an isomorphism ϕ : U ∼→ V . By the remarks made before the statement
of the theorem, the set W of nonsingular points of the variety Y is open, and
dimΘy = dimY = dimX for all y ∈W . The set W ∩V is also open and nonempty,
and hence ϕ−1(W ∩V )⊂U is also open and nonempty. Since the dimension of the
tangent space is invariant under isomorphism, dimΘx = dimX for x ∈ ϕ−1(W ∩V ).
The theorem is proved. �

Consider now reducible varieties. Already the inequality dimΘx ≥ dimX fails
for them. For example, if X = X1 ∪ X2 with dimX1 = 1 and dimX2 = 2, and if
x ∈X1 \X2 is a nonsingular point of X1 then dimΘx = 1, whereas dimX = 2. This
is only to be expected, since a component of X not passing through x contributes
to the dimension dimX, but does not affect Θx . Hence it is natural to introduce the
following notion. The dimension of X at a point x, denoted by dimx X, is the max-
imum of the dimensions of the irreducible components of X through x. Obviously
dimX =maxx∈X dimx X.
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Definition A point x of an affine variety is nonsingular if dimΘx = dimx X.

It follows from Theorem 2.3 that dimΘx ≥ dimx X for any point x ∈X. Indeed,
if Xi for i = 1, . . . , s are the irreducible components of X passing through x, and
Θi

x is the tangent space to Xi at this point then dimΘi
x ≥ dimXi and Θi

x ⊂Θx , so
that

dimΘx ≥max
i

dimΘi
x ≥max

i
dimXi = dimx X.

It follows from Theorem 2.3 exactly as before that the singular points are con-
tained in a subvariety of X of smaller dimension.

The passage to an arbitrary quasiprojective variety is obvious: a point x ∈ X is
nonsingular if it is nonsingular on an affine neighbourhood U � x. This is equiv-
alent to dimΘx = dimx X. A variety is nonsingular or smooth if all its points are
nonsingular.

Examples of singular points of algebraic plane curves appeared in Section 1.5,
Chapter 1. We now consider a quadric Q ⊂ P

n. In a suitable coordinate system,
Q has the equation x2

0 + · · · + x2
r = 0 for some r ≤ n (here we are assuming that

chark �= 2). The singular points of Q are given by x0 = · · · = xr = 0, and if r = n,
there are none. If r < n then the singular points form a (n−r−1)-dimensional linear
subspace L ⊂ P

n. Intersecting Q with the r-dimensional subspace xr+1 = · · · =
xn = 0 gives a nonsingular quadric S ⊂ P

r . For any point q = (α0 : · · · : αn) ∈Q

the points s = (α0 : · · · : αr) ∈ S, because the equation of Q does not involve the
last n − r coordinates xr+1, . . . , xn. If s is fixed, the points q ∈ Q with arbitrary
αr+1, . . . , αn form the (n − r)-dimensional linear subspace spanned by s and L.
These subspaces sweep out Q. For this reason, we say that Q is a cone with vertex
the linear subspace L and base the nonsingular quadric S.

Example 1.34 showed that dim Grass(r, n) = r(n − r), and that Grass(r, n) is
nonsingular and rational. In exactly the same way, in the space of quadrics, by Ex-
ample 2.6, the open set of the determinantal hypersurface Δ consisting of quadrics
of rank n−1 is nonsingular. In the case of the variety of associative algebras (Exam-
ple 2.5), the situation is more complicated; there are both nonsingular and singular
points, that is, “nonsingular” and “singular” algebras.

1.5 The Tangent Cone

The simplest invariant measuring how far a singular point is from being nonsingular
is the dimension of its tangent space. However, there is a much finer invariant, the
tangent cone to X at x. We do not need this notion in what follows, and therefore
leave the detailed working out of the following arguments to the reader as a (very
easy) exercise.

Let X be an irreducible affine variety. The tangent cone to X at x ∈ X consists
of lines through x that we define as the analogue of limiting positions of secants in
differential geometry.
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Suppose that X ⊂ A
N with x = (0, . . . ,0), and that we make A

N into a vector
space using the choice of x as origin. In A

N+1 ∼= A
N × A

1, consider the set ˜X
of pairs (a, t) with a ∈ A

N and t ∈ A
1 such that at ∈ X. Obviously ˜X is closed

in A
N+1. We have, as usual, the two projections ϕ : ˜X→ A

1 and ψ : ˜X→ A
N .

One sees easily that ˜X is reducible (if X �= AN ), and consists of two components:
˜X = ˜X1∪ ˜X2, where ˜X2 = {(a,0) | a ∈A

N } and ˜X1 is the closure in ˜X of ϕ−1(A1 \
0). Write ϕ1 and ψ1 for the restriction to ˜X1 of the projections ϕ and ψ . The set
ψ1(˜X1) is the closure of the set of points on all secants of X through x. The set
Tx =ψ1(ϕ

−1
1 (0)) is called the tangent cone to X at x.

It is easy to write out the equations of the tangent cone. The equations of ˜X are
of the form

F(at)= 0 for all F ∈AX .

Suppose that F = Fk+Fk+1+· · ·+Fl , where Fj is a form of degree j and Fk �= 0.
Then F(at)= tkFk(a)+ tk+1Fk+1(a)+· · ·+ t lFl(a). Since F(0)= 0, we automat-
ically have k ≥ 1, and the equation of the component ˜X2 inside ˜X is t = 0. It is easy
to see that the equations of Tx are Fk = 0 for all F ∈AX . The form Fk is the leading
form of F . Thus Tx is defined by setting to 0 the leading forms of all polynomials
F ∈AX . Since Tx is defined by homogeneous polynomials, it is a cone with vertex
x. It is easy to see that Tx ⊂Θx , and that Tx =Θx if x is a nonsingular point.

We consider the example of an algebraic plane curve X ⊂A
2. If AX = (F (x, y))

and Fk is the leading form of F then Tx has equation Fk(x, y) = 0. Since Fk is a
form in two variables, and k is algebraically closed, Fk splits as a product of linear
forms, Fk(x, y) =∏

(αix + βiy)
li . Hence in this case Tx breaks up into several

lines αix + βiy = 0. These lines are called the tangent lines to X at x, and li their
multiplicities. If k > 1 then Θx =A

2. The number k is called the multiplicity of the
singular point x. When k = 2 or 3 we say that x ∈X is a double point or triple point.

For example if F = x2− y2+ x3 and x = (0,0) then Tx consists of the two lines
x+ y = 0 and x− y = 0; if F = x2y− y3+ x4 and x = (0,0) then Tx consists of 3
lines y = 0, x + y = 0 and x − y = 0. If F = y2− x3 and x = (0,0) then y = 0 is a
tangent line with multiplicity 2.

In exactly the same way as the first definition of tangent space given in Sec-
tion 1.2, the above definition of tangent cone uses a notion that is not invariant
under isomorphism. However, one can prove that the tangent cone Tx is invariant
under isomorphism, and is a local invariant of x ∈X.

1.6 Exercises to Section 1

1 Prove that the local ring OX,x of a point x of an irreducible variety X is the union
in k(X) of all the rings k[U ] for U a neighbourhood of x.

2 The map ϕ(t) = (t2, t3) defines a birational map from the line A
1 to the curve

y2 = x3. What are the rational functions in t that correspond to the functions in the
local ring Ox of the point (0,0)?
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3 The same question for the birational map from A
1 to the curve of (1.2).

4 Prove that the local ring Ox of the curve xy = 0 at (0,0) is isomorphic to the
subring O ⊂ O1 ⊕O2, where O1 and O2 are copies of the local ring of 0 in A1,
consisting of functions f1, f2 with f1 ∈O1 and f2 ∈O2 such that f1(0)= f2(0).

5 Determine the local ring at (0,0,0) of the curve consisting of the three coordinate
axes in A

3.

6 Determine the local ring at (0,0) of the curve xy(x−y)= 0. Prove that this curve
is not isomorphic to that of Exercise 5.

7 Prove that if x ∈ X and y ∈ Y are nonsingular points then (x, y) ∈ X × Y is
nonsingular.

8 Prove that if X =X1 ∪X2 and x ∈X1 ∩X2, then the tangent spaces ΘX,x , ΘX1,x

and ΘX2,x satisfy

ΘX1,x +ΘX2,x ⊂ΘX,x.

Does equality always hold?

9 Prove that a hypersurface of degree 2 with a singular point is a cone.

10 Prove that if a hypersurface X of degree 3 has two singular points then the line
joining them is contained in X.

11 Prove that if a plane curve of degree 3 has three singular points then it breaks up
as a union of 3 lines.

12 Prove that the singular points of the hypersurface X ⊂ P
n defined by F(x0, . . . ,

xn)= 0 are determined by the system of equations

F(x0, . . . , xn)= 0, and
∂F

∂xi
(x0, . . . , xn)= 0 for i = 0, . . . , n.

If degF is not divisible by the characteristic of the field, then the first equation
follows from the others.

13 Prove that if a hypersurface X ⊂ P
n contains a linear subspace L of dimension

r ≥ n/2 then X is singular. [Hint: Choose the coordinate system so that L is given
by xr+1 = · · · = xn = 0, write out the equation of X and look for singular points
contained in L.]

14 For what values of a does the curve x3
0 + x3

1 + x3
2 + a(x0 + x1 + x2)

3 = 0 have
a singular point? What are its singular points then? Is it reducible?
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15 Determine the singular points of the Steiner surface in P
3:

x2
1x

2
2 + x2

2x
2
0 + x2

0x
2
1 − x0x1x2x3 = 0.

16 For what values of a does the surface x4
0 + x4

1 + x4
2 + x4

3 − ax1x2x3x4 have
singular points, and what are these points?

17 Let PN with N = νn,m be as in Example 1.28. Prove that over a field of charac-
teristic 0, the points of the space PN for which the corresponding hypersurfaces has
a singular point form a hypersurface in PN . [Hint: Use the result of Exercise 10 of
Section 6.5, Chapter 1.]

18 Let F(x0, x1, x2)= 0 be the equation of an irreducible curve X ⊂ P
2 over a field

of characteristic 0. Consider the rational map ϕ : X→ P
2 given by the formulas

ui = ∂F/∂xi(x0, x1, x2) for i = 0,1,2. Prove (a) ϕ(X) is a point if and only if X is
a line; (b) if X is not a line, then ϕ is regular at x ∈X if and only if x is nonsingular.
The image ϕ(X) is called the dual curve of X.

19 Prove that if X is a conic then so is ϕ(X).

20 Find the dual curve of x3
0 + x3

1 + x3
2 = 0.

21 Prove that if X ⊂ Pn is a nonsingular hypersurface and not a hyperplane, then
as x runs through X, the tangent hyperplanes Θx form a hypersurface in the dual
space P

n∗.

22 Let ϕ be the regular map of a variety X ⊂A
n consisting of the linear projection

to some subspace. Determine the map dϕ on the linear subspaces Θx for x ∈X.

23 Let x be a point of a variety X and mx ⊂Ox the local ring at x and its maximal
ideal. Prove that for every integer t > 0, the module mt

x/m
t+1
x is a finite dimensional

vector space over k.

24 Let A be a ring and M an A-module. A derivation of A into M is a map d : A→
M satisfying the property d(ab) = a db + b da for all a, b ∈ A. If A and M are
vector spaces over a field k, then we require in addition that dα = 0 for α ∈ k.
Check that the multiplication map d �→ cd for c ∈A turns the set of all derivations
from A to M into an A-module. It is denoted by Der(A,M). If A and M are vector
spaces over k, we write Derk(A,M).

For A = k[X] the coordinate ring of an affine variety X, if we view k as the
residue field at a point x ∈ X, which is an A-module by the rule f · α = f (x) · α,
then prove that Derk(A, k)∼=Θx .
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2 Power Series Expansions

2.1 Local Parameters at a Point

We study a nonsingular point x of a variety X, with dimx X = n.

Definition Functions u1, . . . , un ∈ Ox are local parameters at x if each ui ∈ mx ,
and the images of u1, . . . , un form a basis of the vector space mx/m

2
x .

In view of the isomorphism dx : mx/m
2
x →Θ∗x , we see that u1, . . . , un ∈Ox is a

system of local parameters if and only if the n linear forms dxu1, . . . ,dxun on Θx

are linearly independent. Since dimΘx = n, this in turn is equivalent to saying that
the system of equations

dxu1 = · · · = dxun = 0 (2.16)

has 0 as its only solution in Θx .
We can replace X by an affine neighbourhood X′ of x on which the u1, . . . , un are

regular functions; set A=AX′ . Now write X′i for the hypersurface in X′ defined by
ui = 0, and set Ai =AX′i . Let Ui be a polynomial that defines the function ui on X′.
Then Ai ⊃ (A,Ui), and by definition of the tangent space it follows that Θi ⊂ Li ,
where Θi is the tangent space to X′i at x and Li ⊂Θx is defined by dxUi = 0. From
the assumption that the system (2.16) has 0 as its only solution in Θx it follows that
Li �=Θx , that is, dimLi = n−1, and from the theorem on dimension of intersection
and the inequality dimΘi ≥ dimX′i it follows that dimΘi ≥ n− 1. Hence dimΘi =
n− 1, and it follows that x is a nonsingular point of X′i . In some neighbourhood of
x, the intersection of the varieties X′i is exactly x: for if some component Y of

⋂

X′i
with dimY > 0 passed through x, the tangent space to Y at x would be contained
in all the Θi , and this again contradicts the assumption that (2.16) has 0 as its only
solution.

We have thus proved the following assertion.

Theorem 2.4 If u1, . . . , un are local parameters at x such that the ui are regular on
X, and Xi = V (ui), then x is a nonsingular point on each of the Xi and

⋂

Θi = 0,
where Θi is the tangent space to Xi at x.

Here we meet a general property of subvarieties that will appear frequently in
what follows.

Definition Subvarieties Y1, . . . , Yr of a nonsingular variety X are transversal at a
point x ∈⋂Yi if

codimΘX,x

(

r
⋂

i=1

ΘYi,x

)

=
r
∑

i=1

codimX Yi. (2.17)
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Figure 7 Transversal curves
on a surface

For example, two curves on a nonsingular surface are transversal at a point of
intersection if they are both nonsingular and their tangent lines are different (Fig-
ure 7).

Using the inequality (1.49) for the subspaces ΘYi,x ⊂ΘX,x , and the inequalities
codimΘYi,x ≤ codimX Yi we see that (2.17) implies the equality

dimΘYi,x = dimYi,

so that each Yi is nonsingular at x, and the equality

codimΘX,x

(

r
⋂

i=1

ΘYi,x

)

=
r
∑

i=1

codimΘYi,x,

so that the vector subspaces ΘYi,x ⊂ ΘX,x are transversal, in the sense that
their intersection is as small as possible for their dimensions. From the inclusion
⋂r

i=1 ΘYi,x ⊃ ΘY,x , where Y =⋂

Yi , we deduce in the same way that Y is non-
singular at x.

Thus Theorem 2.4 asserts that the subvarieties V (ui) are transversal.
Let X′ be an affine neighbourhood of x in which

⋂

X′i = x = (0, . . . ,0). If
X′ ⊂ A

N and ti are coordinates in A
N , then x is defined by t1 = · · · = tN = 0, and

⋂

X′i is defined in X′ by u1 = · · · = un = 0. By the Nullstellensatz it follows that
(t1, . . . , tN )k ⊂ (u1, . . . , un) for some k > 0, where (t1, . . . , tN ) and (u1, . . . , un)

denote ideals of k[X′]. A fortiori the same holds for the ideals (t1, . . . , tN ) and
(u1, . . . , un) in Ox . Note that (t1, . . . , tN )=mx , so that mk

x ⊂ (u1, . . . , un). In fact
a more precise statement holds.

Theorem 2.5 Local parameters at x generate the maximal ideal mx of Ox .

Proof This is an immediate consequence of Nakayama’s lemma (Proposition A.11)
applied to the maximal ideal mx as an Ox -module. By Lemma of Section 1.1, mx

is a finite Ox -module. Since local parameters generate mx/m
2
x , they generate mx by

Nakayama’s lemma. The theorem is proved. �

Example Let X be a nonsingular affine variety and G a finite group of automor-
phisms of X, as in Example 1.21. Suppose that G acts freely on X, that is, g(x)= x

implies that g = e for any g ∈ G and x ∈ X, where e is the identity map. We
prove that under these assumptions the quotient variety X/G is again nonsingu-
lar. Let f : X→ Y = X/G be the quotient map constructed in Example 1.21, and
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set n= dimX = dimY . Choose x ∈X, set y = f (x) ∈ Y and let u1, . . . , un be local
parameters at x with ui ∈ k[X]. Then u1, . . . , un generate mx . For each ui , we con-
struct a function ui ∈ k[X] such that ui ≡ ui modm2

x and ui ∈ m2
g(x) for all g ∈G

with g �= e. For this, we need only multiply ui by the square of an element h ∈ k[X]
with h(x)= 1 and h(g(x))= 0 for all g �= e.

Set vi = S(ui), where the averaging operator S is as in Proposition A.6 and Ex-
ample 1.21. Since g∗ui ∈m2

x for g �= e, we have vi ≡ 1/|G| · ui modm2
x , and hence

v1, . . . , vn are local parameters at x. But vi ∈ k[Y ] and vi(y)= 0. Let us prove that
my = (v1, . . . , vn). Let h ∈my ∩ k[Y ]. Then f ∗(h) ∈mx and f ∗(h)=∑

hivi . Ap-
plying the operator S to this, in view of S(f ∗(h))= f ∗(h) and S(vi)= vi , we get
that f ∗(h)=∑

S(hi)vi . Thus dimmy/m
2
y ≤ n, and it follows that y is nonsingular.

It is important to note that nonsingularity of a point x is characterised by a purely
algebraic property of the local ring Ox . By definition x ∈ X is nonsingular if and
only if dimk mx/m

2
x = dimx X. The left-hand side of the equality is defined for any

Noetherian local ring O. The right-hand side can also be expressed as a property of
the local ring Ox . Namely, by Theorem 1.23, Corollary 1.3, the dimension of X at
x can be defined as the smallest r for which there exist r functions u1, . . . , ur ∈mx

such that, in some neighbourhood of x, the set defined by u1 = · · · = ur = 0 consists
of x only. By the Nullstellensatz, this property is equivalent to (u1, . . . , ur ) ⊃ mk

x

for some k > 0.
For an arbitrary Noetherian local ring O with maximal ideal m, the smallest num-

ber r for which there exist r functions u1, . . . , ur ∈m such that (u1, . . . , ur )⊃ mk

for some k > 0 is called the dimension of O and denoted by dimO. By Nakayama’s
lemma, the ideal m itself is generated by n elements, where n = dimO/m(m/m2).
Hence

dimO ≤ dimO/m

(

m/m2).

If dimO = dimO/m(m/m2) then the local ring O is said to be regular. We see that x
is a nonsingular point if and only if the local ring Ox is regular. This is the algebraic
meaning of nonsingularity of a point.

2.2 Power Series Expansions

The idea of associating power series with elements of the local ring Ox is based
on the following arguments. For any function f ∈ Ox , set f (x) = α0 and f1 =
f − α0; then f1 ∈ mx . Let u1, . . . , un be a system of local parameters at x. By
definition, u1, . . . , un generate the whole of the vector space mx/m

2
x . Thus there

exist α1, . . . , αn ∈ k such that f1 −∑n
i=1 αiui ∈ m2

x . Set f2 = f1 −∑n
i=1 αiui =

f − α0 −∑n
i=1 αiui . Since f2 ∈m2

x , we can write f2 =∑

gjhj with gj ,hj ∈mx .
As above, there exist βji, γji ∈ k such that

gj −
n
∑

i=1

βjiui ∈m
2
x and hj −

n
∑

i=1

γjiui ∈m
2
x.
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Now set
∑

j (
∑

i βjiui)(
∑

i γjiui)=∑n
l,k=1 αlkuluk . Then f2 −∑

αlkuluk ∈m3
x ,

and therefore f3 = f −α0−∑n
i=1 αiui −∑

αlkuluk ∈m3
x . Continuing in the same

way, we can obviously find forms Fi ∈ k[T1, . . . , Tn] of degree degFi = i such that
f −∑k

i=0 Fi(u1, . . . , un) ∈mk+1
x .

Definition 2.4 The formal power series ring in variables (T1, . . . , Tn) = T is the
ring whose elements are infinite expressions of the form

Φ = F0 + F1 + F2 + · · · , (2.18)

where Fi ∈ k[T ] is a form of degree i, and the ring operations are defined by the
rules: if Ψ =G0 +G1 +G2 + · · · then

Φ +Ψ = (F0 +G0)+ (F1 +G1)+ (F2 +G2)+ · · · , and

ΦΨ =H0 +H1 +H2 + · · · , where Hi =
∑

j+l=i

GjFl.

The formal power series ring is denoted by k[[T ]]. It contains k as the power
series with Fi = 0 for i > 0. If i is the first index for which Fi �= 0 then Fi is called
the leading term of (2.18). The leading term of a product is equal to the product of
the leading terms, so that k[[T ]] has no zerodivisors.

The arguments discussed above allow us to associate a power series Φ = F0 +
F1 + F2 + · · · with a function f ∈Ox .

We arrive at the following definition.

Definition 2.5 A formal power series Φ is called the Taylor series of a function
f ∈Ox if for every k ≥ 0 we have

f − Sk(u1, . . . , un) ∈m
k+1
x , with Sk =

k
∑

i=0

Fi. (2.19)

Example Let X = A
1 with coordinate t , and let x be the point t = 0. Then mx =

(t), and one can associate a power series
∑∞

m=0 αmtm with any rational function
f (t)= P(t)/Q(t) with Q(0) �= 0 such that

P(t)

Q(t)
−

k
∑

m=0

αmtm ≡ 0 mod tk+1,

that is,

P(t)−Q(t)

k
∑

m=0

αmtm ≡ 0 mod tk+1.



102 2 Local Properties

This is the usual procedure for finding the coefficients of a power series of a rational
function by the method of unknown coefficients. For example,

1

1− t
=

∞
∑

m=0

tm, because
1

1− t
−

k
∑

m=0

tm = tk+1

1− t
≡ 0 mod tk+1.

The correspondence f �→ Φ depends in an essential way on the choice of the
system of local parameters u1, . . . , un.

The arguments we have just given prove the following assertion.

Theorem 2.6 Every function f has at least one Taylor series.

Up to now we have used in essence not that x is nonsingular, but only that
u1, . . . , un generate mx/m

2
x . Now we make use of the nonsingularity of x.

Theorem 2.7 If x is nonsingular, then a function has a unique Taylor series.

Proof It is obviously enough to prove that any Taylor series of the function f = 0
is equal to 0. By (2.19), this is equivalent to the assertion that if u1, . . . , un are local
parameters of a nonsingular point x, then for a form Fk(T1, . . . , Tn) of degree k,

Fk(u1, . . . , un) ∈m
k+1
x =⇒ Fk(T1, . . . , Tn)= 0. (2.20)

Suppose that this is not the case. By means of a nondegenerate linear transfor-
mation, we can arrange that the coefficient of T k

n in Fk is nonzero. Indeed, this
coefficient equals Fk(0, . . . ,0,1), and if Fk(α1, . . . , αn) �= 0 (and such α1, . . . , αn

certainly exist, given that Fk �= 0), then we just have to carry out a linear transfor-
mation taking the vector (α1, . . . , αn) to (0, . . . ,0,1). Thus we can assume that

Fk(T1, . . . , Tn)= αT k
n +G1(T1, . . . , Tn−1)T

k−1
n + · · · +Gk(T1, . . . , Tn−1),

where α �= 0 and Gi is a form of degree i in T1, . . . , Tn−1. By Theorem 2.5, it
follows easily that any element of mk+1

x can be written as a form of degree k in
u1, . . . , un with coefficients in mx . Hence the left-hand side of (2.20) can be ex-
pressed in the form

αuk
n +G1(u1, . . . , un−1)u

k−1
n + · · · +Gk(u1, . . . , un−1)

= μuk
n +H1(u1, . . . , un−1)u

k−1
n + · · · +Hk(u1, . . . , un−1), (2.21)

where μ ∈ mx and Hi are forms of degree i. It follows that (α − μ)uk
n ∈

(u1, . . . , un−1). Since α �= 0, it follows that α − μ /∈ mx and (α − μ)−1 ∈ Ox ,
and hence uk

n ∈ (u1, . . . , un−1). We see that V (un)⊃ V (u1)∩ · · · ∩V (un−1). It fol-
lows that Θn ⊃Θ1 ∩ · · · ∩Θn−1, where Θi is the tangent space to V (ui) at x, and
hence Θ1 ∩ · · · ∩Θn =Θ1 ∩ · · · ∩Θn−1. Therefore dimΘ1 ∩ · · · ∩Θn ≥ 1, and this
contradicts Theorem 2.4. The theorem is proved. �
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Thus we have a uniquely determined map τ : Ox → k[[T ]] that takes each func-
tion to its Taylor series. A simple verification based on the definition (2.19) of τ

shows that it is a homomorphism. We leave this verification to the reader.
What is the kernel of τ? If τ(f )= 0 for a function f ∈Ox , then by (2.19) this

means that f ∈ mk+1
x for all k. In other words, f ∈⋂∞

k=0 m
k
x . Thus we are talking

about functions that are analogues of the functions in analysis with every derivative
at some point equal to 0. In our case such a function must be equal to 0. This follows
from Propositions A.12 and Lemma of Section 1.1.

As a corollary we get the following result.

Theorem 2.8 A function f ∈Ox is uniquely determined by any of its Taylor series.
In other words, τ is an isomorphic inclusion of the local ring Ox into the formal
power series ring k[[T ]].

Recall that in this section we have nowhere used that the variety X is irreducible.
Conversely, Theorem 2.8 allows us to make certain deductions concerning irre-
ducibility.

Theorem 2.9 If x is a nonsingular point of X then there is a unique component of
X passing through x.

Proof We replace X by an affine neighbourhood U of x contained in X′ =X\⋃Zi ,
where Zi are the components of X not passing through x. Then k[U ] ⊂ Ox . By
Theorem 2.8, Ox is isomorphic to a subring of the formal power series ring k[[T ]].
Since k[[T ]] has no zerodivisors, the same holds for k[U ], which is isomorphic to a
subring of k[[T ]]. Hence U is irreducible, as asserted in the theorem. �

Corollary The set of singular points of an algebraic variety X is closed.

Proof Let X =⋃

Xi be a decomposition into irreducible components. It follows
from Theorem 2.9 that the set of singular points of X is the union of the sets Xi ∩Xj

for i �= j and the sets of singular points of Xi . As a union of a finite number of closed
sets, it is closed. �

If x is a singular point, the best we can do is to send an element f ∈ Ox into
the sequence of residue classes ξn = f +mn

x ∈Ox/m
n
x . This sequence has the fol-

lowing compatibility property: if θn+1 : Ox/m
n+1
x → Ox/m

n
x is the quotient map

then θn+1(ξn+1) = ξn. The set of all such compatible sequences {ξn} under com-
ponentwise addition and multiplication forms a ring ̂Ox , called the completion of
Ox . We have just defined a homomorphism τ : Ox → ̂Ox by τ(f ) = {ξn}, where
ξn = f + mn

x ∈ Ox/m
n
x . The same argument as in the case of a nonsingular point

shows that τ is an inclusion. The ring ̂Ox is local, with maximal ideal M consisting
of all compatible sequences {ξn} with ξn ∈ mx . It can be shown that applying the
same construction again to ̂Ox gives nothing new, that is, (Ox)̂̂=̂Ox , and τ in this
case is an isomorphism. If x is nonsingular, then ̂Ox is just the formal power series



104 2 Local Properties

ring. In the general case, ̂Ox is an important characteristic of a singular point. If
for x ∈ X and y ∈ Y the completed local rings ̂Ox and ̂Oy are isomorphic, we say
that the varieties X and Y are formally analytically equivalent in neighbourhoods of
these points. Since for a nonsingular point x of an n-dimensional variety the local
ring ̂Ox is isomorphic to that of a point x′ ∈ A

n, all nonsingular points of all vari-
eties of the same dimension have formally analytically equivalent neighbourhoods.
Compare Exercises 8–16 of Section 3.3.

2.3 Varieties over the Reals and the Complexes

Suppose that k = R or C. We prove that in this case, the formal Taylor series of a
function f ∈Ox converges for small values of T1, . . . , Tn.

Let X ⊂A
N be a variety, with AX = (F1, . . . ,Fm), and suppose that dimx X = n.

If x ∈X is a nonsingular point then the matrix
(

∂Fi

∂Tj

(x)

)

i=1...m
j=1...N

has rank N − n. Suppose that the minor

det

∣

∣

∣

∣

∂Fi

∂Tj

(x)

∣

∣

∣

∣

i=1...N−n
j=n+1...N

�= 0, (2.22)

and that x is the origin. Then the restrictions t1, . . . , tn to X of the first n coordi-
nates form a system of local parameters on X at x. Write X′ for the union of all
components of the variety defined by

F1 = · · · = FN−n = 0 (2.23)

that pass through x. By (2.22), the dimension of the tangent space Θ ′ to X′ at x

equals n, and by the theorem on dimension of intersections, dimx X
′ ≥ n. Since

dimΘ ′ ≥ dimx X
′, then dimx X

′ = n and x is a nonsingular point of X′. From this it
follows by Theorem 2.9 that X′ is irreducible. Obviously X′ ⊃X, so that dimX′ =
dimX implies that X′ =X.

We see that X can be defined in some neighbourhood of x by the N−n equations
(2.23), and that these satisfy (2.22). By the implicit function theorem (see for ex-
ample Goursat [32, §§187–190, Chapter IX, Vol. 1], or Fleming [27, Section 4.6]),
there exists a system of power series Φ1, . . . ,ΦN−n in n variables T1, . . . , Tn and
an ε > 0 such that Φj(T1, . . . , Tn) converges for all Ti with |Ti |< ε, and

Fi

(

T1, . . . , Tn,Φ1(T ), . . . ,ΦN−n(T )
)= 0; (2.24)

moreover, the coefficients of the power series Φ1, . . . ,ΦN−n are uniquely deter-
mined by the relation (2.24).
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However, assuming that t1, . . . , tn are chosen as local parameters, the formal
power series τ(Tn+1), . . . , τ (TN) also satisfy (2.24), and hence must coincide
with Φ1, . . . ,ΦN−n, and it therefore follows that τ(Tn+1), . . . , τ (TN) converge if
|Tj |< ε for j = 1, . . . , n.

Any function f ∈ Ox can be written in the form f = P/Q, where P =
P(T1, . . . , Tn) and Q=Q(T1, . . . , Tn) are polynomials and Q(x) �= 0; and then

τ(f )= P(τ(T1), . . . , τ (Tn))

Q(τ(T1), . . . , τ (Tn))
.

The convergence of τ(f ) then follows from standard theorems on convergence of
power series.

In the same way, one can show that if u1, . . . , un is another system of local pa-
rameters then

det

∣

∣

∣

∣

∂τ(ui)

∂Tj

(0, . . . ,0)

∣

∣

∣

∣

i=1...n
j=1...n

is nonzero, the Taylor series of t1, . . . , tn with respect to the system of local pa-
rameters u1, . . . , un are obtained by inverting the series τ(ui)=Φi(T1, . . . , Tn) for
i = 1, . . . , n, and hence they also have positive radius of convergence. Therefore
for f ∈Ox , with respect to any choice of the system of local parameters, the series
τ(f ) has positive radius of convergence.

The implicit function theorem asserts not only that the convergent series
Φ1, . . . ,ΦN−n exist, but also that there exists η > 0 such that any point (t1, . . . , tN ) ∈
X with |ti | < η for i = 1, . . . ,N is given by the form tn+i = Φi(t1, . . . , tn) for
i = 1, . . . ,N − n. It follows that (t1, . . . , tN ) �→ (t1, . . . , tn) is a homeomorphism of
the set {(t1, . . . , tN ) ∈X

∣

∣ |ti |< η} to a domain of n-dimensional space.
Since in our case k =R or C, projective space P

N over k is a topological space.
An algebraic variety X ⊂ P

N is also a topological space. In the respective cases k =
R or C, this topology on X is called the real or complex topology of X. This topol-
ogy and notions deduced from it should not be confused with the terms of topologi-
cal nature such as closed set, neighbourhood, open set, closure, etc. used up to now.

The preceding arguments show that for an n-dimensional variety X, any non-
singular point has a neighbourhood in the real topology that is homeomorphic to a
domain of Rn. Hence if every point of X is nonsingular then X is an n-dimensional
manifold in the sense of topology. If k = C then a nonsingular point x ∈ X has
a neighbourhood in the complex topology that is homeomorphic to a domain in
n-dimensional complex space Cn, and hence to a domain in R2n. Therefore if all
points of X are nonsingular, X is a 2n-dimensional manifold.

It is easy to prove that PN over k = R or C is compact in the real or complex
topology. Thus if X is projective, it is compact. If k =C, the converse also holds: a
quasiprojective variety X that is compact in its complex topology is projective. See
Exercise 2 of Section 2.6, Chapter 7.

In conclusion we note that everything we have said in this section (excluding
the preceding paragraph) carries over word-for-word to the case that k is a p-adic
number field.
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2.4 Exercises to Section 2

1 Prove that for an n-dimensional variety X, the set of points where n given func-
tions fail to form a system of local parameters is closed.

2 Prove that a polynomial f ∈ k[T ] = k[A1] is a local parameter at the point T = α

if and only if α is a simple root of f .

3 Prove that a formal power series Φ = F0 + F1 + · · · has an inverse in k[[T ]] if
and only if F0 �= 0.

4 Let T be an indeterminate. Consider the ring k((T )) of expressions of the form
α−nT

−n+α−n+1T
−n+1+ · · ·+α0+α1T + · · · . Prove that k((T )) is a field, and is

isomorphic to the field of fractions of k[[T ]]. (It is called the field of formal Laurent
series.)

5 Let S ⊂A
2 be the circle given by X2 + Y 2 = 1, over a field k of characteristic 0.

Prove that X is a local parameter at x = (0,1), and that the Taylor series expansion
of Y is given by

τ(Y )=
∞
∑

n=0

(−1)n
(1/2)(1/2− 1) · · · (1/2− n+ 1)

n! X2n.

6 Prove that if x is a singular point then any function f ∈Ox has an infinite number
of different Taylor series.

7 Let X =A
1 and x ∈X. Prove that τ(Ox) is not the whole of k[[T ]].

3 Properties of Nonsingular Points

3.1 Codimension 1 Subvarieties

The theory of local rings allows us to prove an important property of nonsingular
varieties analogous to Theorem 1.21. The question under discussion is that of defin-
ing a codimension 1 subvariety Y ⊂X by means of a single equation. For a singular
variety, this property fails in general; (compare Corollary 1.9). We prove, however,
that it holds locally on a nonsingular variety. To state the result, we introduce the
following definition.

Definition Functions f1, . . . , fm ∈ Ox are local equations of a subvariety Y ⊂ X

in a neighbourhood of x if there exists an affine neighbourhood X′ of x such that
f1, . . . , fm ∈ k[X′] and aY ′ = (f1, . . . , fm) in k[X′], where Y ′ = Y ∩X′.
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It is convenient to restate this condition in terms of the local ring Ox of x. For
this, consider the ideal aY,x ⊂Ox consisting of functions f ∈Ox that are equal to 0
on Y in some neighbourhood of x. For an affine variety X, we obviously have

aY,x =
{

f = u/v
∣

∣ u,v ∈ k[X] with u ∈ aY and v(x) �= 0
}

,

and if all components of Y pass through x, then aY = aY,x ∩ k[X].

Lemma Functions f1, . . . , fm ∈Ox are local equations of Y in a neighbourhood
of x if and only if aY,x = (f1, . . . , fm).

Proof If aY = (f1, . . . , fm) in k[X] then obviously also aY,x = (f1, . . . , fm) in Ox .
Conversely, suppose that aY,x = (f1, . . . , fm) with fi ∈ Ox , and let aY =

(g1, . . . , gs) with gi ∈ k[X]. For i = 1, . . . , s, since gi ∈ aY,x , we can write

gi =
m
∑

j=1

hijfj with hij ∈Ox . (2.25)

The functions fi and hij are all regular in some principal open neighbourhood U

of x. Suppose that U =X \V (g) with g ∈ k[X]. Then k[U ] consists of elements of
the form u/gl with u ∈ k[X] and l ≥ 0. Then by (2.25), inside k[U ] we have

(g1, . . . , gs)= aY k[U ] ⊂ (f1, . . . , fm).

We prove that aY k[U ] = aY ′ , where now Y ′ = Y ∩U . From this, it then follows
that aY ′ ⊂ (f1, . . . , fm), and since fi ∈ aY ′ , this implies the assertion of the lemma.

It remains to prove that aY k[U ] = aY ′ . The inclusion aY k[U ] ⊂ aY ′ is obvious.
Let v ∈ aY ′ . Then v = u/gl with u ∈ k[X], and hence u = vgl ; hence u ∈ aY , and
since 1/gl ∈ k[U ], we get v = u/gl ∈ aY k[U ]. The lemma is proved. �

Our aim is to prove the following result.

Theorem 2.10 An irreducible subvariety Y ⊂X of codimension 1 has a local equa-
tion in a neighbourhood of any nonsingular point x ∈X.

The proof follows exactly the steps of the proof of Theorem 1.21. There, how-
ever, we used the fact that k[T ] is a UFD. Here the part of k[T ] is played by the
local ring Ox . It has the analogous property.

Theorem 2.11 The local ring Ox of a nonsingular point is a UFD.

The proof of Theorem 2.11 is based on first establishing that the power series ring
k[[T ]] is a UFD. This is a fairly elementary fact, similar to the corresponding result
for polynomial rings. We indicate only the main steps of the proof. An entirely
elementary proof (not depending on the remainder of the book) can be found in
Zariski and Samuel [81, Theorem 6 of Section 1, Chapter VII, Vol. 2].
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We say that a power series Φ(T1, . . . , Tn) is regular with respect to the variable
Tn if its initial form is of degree m, say, and contains the term cmT m

n with cm �= 0.
A linear transformation of the variables T1, . . . , Tn obviously induces an automor-
phism of k[[T ]]. We can, in particular, carry out a linear transformation so that any
given nonzero power series Φ becomes regular with respect to Tn.

Lemma 2.1 (Weierstrass preparation theorem) Suppose that a power series Φ ∈
k[[T ]] is regular with respect to Tn and has initial form of degree m; then there
exists a power series U ∈ k[[T ]] with nonzero constant term such that the series
ΦU is a polynomial in Tn over k[[T1, . . . , Tn−1]], that is,

ΦU = T m
n +R1T

m−1
n + · · · +Rm,

with Ri =Ri(T1, . . . , Tn−1) ∈ k[[T1, . . . , Tn−1]] for i = 1, . . . ,m.

Proof See Zariski and Samuel [81, Theorem 5 of Section 1, Chapter VII, Vol. 2]. �

Lemma 2.2 The formal power series ring k[[T ]] is a UFD.

Lemma 2.1 allows us to prove this assertion by induction on the number of vari-
ables T1, . . . , Tn by reducing it to the analogous statement for polynomials in Tn

with coefficients in k[[T1, . . . , Tn−1]]. The proof is carried out in detail in Zariski
and Samuel [81, Theorem 6 of Section 1, Chapter VII, Vol. 2].

Proof of Theorem 2.11 We write ̂Ox for the ring of formal power series, and view
Ox as a subring Ox ⊂ ̂Ox (this is possible by Theorem 2.8). Write m̂x for the ideal
of ̂Ox consisting of formal power series with constant term 0. Then m̂k

x is the ideal
of formal power series having no terms of degree <k. By definition of the inclusion
Ox ↪→ ̂Ox (see (2.19)), it follows that m̂k

x ∩ Ox = mk
x . Thus the assumptions of

Proposition A.14 are satisfied, and this guarantees that ̂Ox a UFD (Lemma 2.2)
implies Ox a UFD. The theorem is proved. �

Proof of Theorem 2.10 As we have already said, the proof of Theorem 2.10 is ex-
actly the same as that of Theorem 1.21. Since the assertion is local in nature, we can
assume that X is affine. Let f ∈Ox be any function that vanishes on Y . Factorise f

into prime factors in Ox . By the irreducibility of Y , one factor must also vanish on
Y . We denote this by g, and prove that it is a local equation of Y . Replacing X by a
smaller affine neighbourhood of x, we can assume that g is regular on X.

Since V (g)⊃ Y , and both are codimension 1 subvarieties, we have V (g)= Y ∪
Y ′. If Y ′ � x there exist functions h and h′ such that hh′ = 0 on V (g), but neither h
nor h′ are 0 on V (g). Therefore, g divides (hh′)r in k[X] for some r , and so a fortiori
g | (hh′)r in Ox . Since Ox is a UFD it then follows that g divides either h or h′ in
Ox . Then either h or h′ vanishes on V (g) in some neighbourhood of x, and hence,
after passing to a smaller neighbourhood, on the whole of V (g). This contradicts
the assumption Y ′ � x. Thus Y ′ �� x, and again replacing X by a sufficiently small
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affine neighbourhood of x, we can assume that V (g)= Y . If now u vanishes on Y

then g divides us in k[X] for some s > 0, and hence a fortiori in Ox . It follows that
g divides u in Ox . Thus aY,x = (g) and the theorem is proved. �

Theorem 2.10 has many applications. Here is the first of these (compare Theo-
rem 1.2).

Theorem 2.12 If X is a nonsingular variety and ϕ : X → P
n a rational map to

projective space, then the set of points at which ϕ is not regular has codimension≥2.

Proof Recall that the set of points at which a rational map ϕ is not regular (the locus
of indeterminacy of ϕ) is a closed set. The assertion of the theorem is local in nature,
and it is enough to prove it in a neighbourhood of a nonsingular point x ∈X. We can
write ϕ in the form ϕ = (f0 : · · · : fn) with fi ∈ k(X), and without changing ϕ, we
can multiply the fi through by a common factor in such a way that all the fi ∈Ox ,
and they have no common factor in Ox . Now ϕ fails to be regular only at points at
which f0 = · · · = fn = 0. But no codimension 1 subvariety Y can be contained in
the locus defined by these equations; indeed, by Theorem 2.10, aY,x = (g) and all
the fi would have g as a common factor in Ox , which contradicts the assumption.
The theorem is proved. �

Corollary 2.3 Any rational map of a nonsingular curve to projective space is regu-
lar.

Corollary 2.4 If two nonsingular projective curves are birational then they are iso-
morphic.

Let k =C be the complex number field. It follows from Corollary 2.4 that if two
curves X′ and X′′ are birational then the set of points of X′ and X′′ with their com-
plex topologies are homeomorphic. Indeed, in this case, regular functions, hence
also regular maps, are defined by convergent power series, and are hence continu-
ous.

The same holds for the set of real points of curves X′ and X′′ defined by equa-
tions with real coefficients, and such that there exists a birational map ϕ : X′ →X′′
defined over R, that is, defined by rational functions with real coefficients. This
sometimes allows us to deduce easily that two curves are not birational over R. For
example the curve X defined by y2 = x3− x consists of two connected components
(Figure 8). Therefore X is not rational over R, since P

1 is homeomorphic to the
circle, and has only one connected component.

Using similar ideas, we can prove that the curve X given by y2 = x3 − x is also
irrational over C. For this, we need to compare the topological spaces of complex
points of X and of P1 with their complex topologies, and prove that they are not
homeomorphic. Indeed, the first is homeomorphic to the torus and the second to the
sphere. This is a particular case of results proved in Section 3.3, Chapter 7. Figure 9
shows what the real points of X look like as a subset of its complex points.
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Figure 8 y2 = x3 − x

over R

Figure 9 y2 = x3 − x

over C

3.2 Nonsingular Subvarieties

Theorem 2.10 does not generalise to subvarieties Y ⊂ X of codimension greater
than 1; compare, for example, Exercise 2 of Section 6.5, Chapter 1. But a similar
statement does hold for a subvariety that is nonsingular at x. We prove a slightly
more precise fact. We start with an auxiliary assertion.

Theorem 2.13 Let X be an affine variety, x ∈X a nonsingular point, and suppose
that u1, . . . , un are regular functions on X that form a system of local parameters
at x. Then for m ≤ n, the subvariety Y defined by u1 = · · · = um = 0 is nonsin-
gular at x, we have aY = (u1, . . . , um) in some affine neighbourhood of x, and
um+1, . . . , un form a system of local parameters on Y at x.

Proof The proof is by induction on m. For m = 1, Theorem 2.10 shows that
aY = (f ) in some affine neighbourhood of x. Suppose that u1 = f v; then dxu1 =
v(x)dxf . Now dxu1 �= 0, since u1 is an element of a system of local parameters
at x. Thus v(x) �= 0, so that aY = (u1) in some smaller open set. Since dxu1 �= 0 it
follows that x is a nonsingular point of Y .

The tangent space ΘY,x to Y at x is obviously obtained from ΘX,x by impos-
ing the condition dxu1 = 0. Therefore dxu2, . . . ,dxun is a basis of Θ∗Y,x , that is,
u2, . . . , un is a system of local parameters on Y at x.
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In the general case, we let X′ ⊂X be the subvariety defined by u1 = 0. Then Y ⊂
X′ is defined in X′ by the equations u2 = · · · = um = 0, and we can use induction.
The theorem is proved. �

Now we prove that any subvariety Y ⊂X that is nonsingular at x is given by the
procedure described in Theorem 2.13 in some neighbourhood of x.

Theorem 2.14 Let X be a variety, Y ⊂ X a subvariety, and suppose that x ∈ Y

is a nonsingular point of both X and Y . Then we can choose a system of local
parameters u1, . . . , un on X at x and an affine neighbourhood U of x such that
aY = (u1, . . . , um) in U .

In the special case X =A
n and k =R or C, a similar fact has already been proved

in Section 2.3.

Proof The inclusion of the tangent spaces ΘY,x ↪→ ΘX,x corresponds to a surjec-
tive map of the dual spaces ϕ : mX,x/m

2
X,x → mY,x/m

2
Y,x , defined by restricting

functions from X to Y . We can choose a basis u1, . . . , un of mX,x/m
2
X,x such that

u1, . . . , um ∈ aY and such that the restrictions to Y of um+1, . . . , un form a ba-
sis of mY,x/m

2
Y,x . Consider an affine neighbourhood of x in which all the ui are

regular, and in this consider the subvariety Y ′ defined by u1 = · · · = um = 0. By
construction, Y ′ ⊃ Y . We prove that Y = Y ′, so that the assertion will follow by
Theorem 2.13.

By Theorem 2.13, Y ′ is nonsingular at x, and hence is irreducible in a neigh-
bourhood of x by Theorem 2.9. It follows by Theorem 2.13 that dimY ′ = n−m.
It is clear by construction that dimΘY,x = n − m. Hence Y = Y ′, and since
aY ′ = (u1, . . . , um) by Theorem 2.13, also aY = (u1, . . . , um) in some neighbour-
hood of x. The theorem is proved. �

3.3 Exercises to Section 3

1 Prove that if t is a local parameter of a nonsingular point of an algebraic curve
then any function f ∈Ox can be uniquely written in the form f = tnu with n ≥ 0
and u an invertible element of Ox . Use this to deduce Theorem 2.11 for curves.

2 Prove the converse of Theorem 2.4: if codimension 1 subvarieties D1, . . . ,Dn in-
tersect transversally at x and u1, . . . , un are their local equations in a neighbourhood
of x then u1, . . . , un form a system of local parameters at x.

3 Is Theorem 2.12, Corollary 2.4 true without the nonsingularity assumption? What
about Theorem 2.12 itself?

4 Prove that a point x of an algebraic curve X is nonsingular if and only if x has a
local equation on X.
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5 X ⊂A
3 is the cone given by x2 + y2 − z2. Prove that the generator L defined by

the equations x = 0, y = z does not have a local equation in any neighbourhood of
(0,0,0).

6 Let ϕ : P2 → P
2 be the rational map defined by

ϕ(x0 : x1 : x2)= (x1x2 : x0x2 : x0x1).

Consider the point x = (1 : 0 : 0) and a curve C ⊂ P
2 that is nonsingular at x. By

Theorem 2.12, the map ϕ restricted to C is regular at x, and therefore maps x to
some point that we denote by ϕC(x). Prove that ϕC1(x)= ϕC2(x) if and only if C1
and C2 touch at x, that is, ΘC1,x =ΘC2,x .

7 Prove that if ϕ = f/g is a rational function, f and g are regular at a nonsingular
point x and the power series τ(f ) is divisible by τ(g) then ϕ is regular at x. [Hint:
Use the arguments of Proposition A.14.]

8 We use the following assertion in subsequent exercises. Let X ⊂ A
n be an affine

variety and x ∈X. Suppose that aX = (f1, . . . , fm). Prove that

̂Ox = k[[T1, . . . , Tn]]/aX, where aX =
(

τ(f1), . . . , τ (fm)
)

,

and τ(fi) is the Taylor series of fi as in Section 2.2. [Hint: Use the results of Atiyah
and Macdonald [8, Chapter 10].]

9 Prove that a formal analytic equivalence of An with itself (that is, a formal ana-
lytic automorphism) in a neighbourhood of 0 is given by power series Φ1, . . . ,Φn

with no constant terms such that the determinant formed by the linear terms is
nonzero.

10 Prove that two plane curves with equations F = 0 and G = 0 passing through
the origin 0 ∈ A

2 are formally analytically equivalent in a neighbourhood of 0 if
and only if there exists a formal analytic automorphism of A2 given by power se-
ries Φ1,Φ2 such that F(Φ1,Φ2) = GU , where U is a power series with nonzero
constant term.

11 Prove that any nonsingular algebraic curve having the origin 0 as a double point
with distinct tangents is formally analytically equivalent in a neighbourhood of 0
to the curve xy = 0. [Hint: Use Exercise 10. Look for Φ1,Φ2 modulo higher and
higher powers of the ideal (x, y).]

12 Classify double points of algebraic plane curves up to formal analytic equiva-
lence over a field k of characteristic 0.

13 Let X be the hypersurface in A
n with equation F = F2(T ) + F3(T ) + · · · +

Fk(T ) = 0, where F2(T ) is a quadratic form of maximal rank n. Prove that X is
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formally analytically equivalent in a neighbourhood of 0 to the quadratic cone T 2
1 +

· · · + T 2
n = 0.

14 Construct an infinite number of nonsingular projective curves, with no two iso-
morphic over R.

15 Suppose that a nonsingular irreducible affine n-dimensional variety X ⊂ An is
given by equations F1 = · · · = Fm = 0, and that for every x = (x1, . . . , xn) ∈X the
space defined by

∑

(∂Fi/∂Tj )(x)(Tj − xj ) = 0 is n-dimensional. Prove that then
aX = (F1, . . . ,Fm).

16 Deduce from Exercise 15 that if the Plücker equations x ∧ x = 0 of the Grass-
mannian Grass(2, r) are written out as F1 = · · · = Fm = 0 then F1, . . . ,Fm generate
the ideal of Grass(2, r). (Compare Example 1.24 and the remark after Example 2.4.)

4 The Structure of Birational Maps

4.1 Blowup in Projective Space

We proved in the preceding section that a birational map between nonsingular pro-
jective curves is an isomorphism (Theorem 2.12, Corollary 2.4). This is no longer
true for higher dimensional varieties. For example, stereographic projection estab-
lishes a birational equivalence between a nonsingular quadric surface Q ⊂ P

3 and
the projective plane P

2, but this is not a regular map (see Exercise 7 of Section 4.5,
Chapter 1, and compare Proposition of Section 6.2, Chapter 1 and Corollary 1.7).
This section defines and studies the simplest and most typical case of a birational
map that is not an isomorphism, the blowup.

We consider the two projective spaces P
n with homogeneous coordinates

x0, . . . , xn and P
n−1 with homogeneous coordinates y1, . . . , yn. For points x = (x0 :

· · · : xn) ∈ P
n and y = (y1 : · · · : yn) ∈ P

n−1, we denote the point (x, y) ∈ P
n×P

n−1

of the product also by (x0 : · · · : xn;y1 : · · · : yn). Consider the closed subvariety
Π ⊂ P

n × P
n−1 defined by the equations

xiyj = xjyi for i, j = 1, . . . , n. (2.26)

Definition 2.6 The map σ : Π → P
n defined by restricting the first projection P

n×
P
n−1 → P

n is called the blowup6 of Pn centred at ξ .

6This notion appears in the literature under many other names: σ -process, monoidal transforma-
tion, dilation, quadratic transformation, etc.
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Write ξ for the point ξ = (1 : 0 : · · · : 0) ∈ P
n. If (x0 : · · · : xn) �= ξ then (2.26)

imply that (y1 : · · · : yn)= (x1 : · · · : xn), so that the map σ−1 : Pn \ ξ →Π defined
by

(x0 : · · · : xn) �→
(

(x0 : · · · : xn), (x1 : · · · : xn)
)

(2.27)

is the inverse of σ . However, if (x0 : · · · : xn) = ξ then (2.26) are satisfied by any
values of the yi . Thus σ−1(ξ)= ξ × P

n−1, and σ defines an isomorphism between
P
n \ ξ and Π \ (ξ × P

n−1). The point ξ is called the centre of the blowup σ .
Let us describe the structure of Π in a neighbourhood of points of the form

(ξ ;y1, . . . , yn). We have yi �= 0 for some i, so that the chosen point is contained in
the open set Ui of Π defined by x0 �= 0, yi �= 0; in Ui we can even assume that x0 =
1, yi = 1. Then (2.26) take the form xj = yjxi for j = 1, . . . , n with j �= i. It follows
that Ui is isomorphic to affine space A

n with coordinates y1, . . . , ŷi , xi, . . . , yn.
We see in particular that Π is nonsingular, and thus by Theorem 2.9 is irre-

ducible in a neighbourhood of every point. We will see presently that Π is actually
irreducible.

For this, to get a clearer idea of the effect of the blowup, we consider σ over some
line L through ξ . Suppose that L is given by xj = αjxi for some i and j = 1, . . . , n
with j �= i. On L the map (2.27) takes the form

σ−1(x0 : · · · : xn)= (x0 : · · · : xn;α1 : · · · : 1 : · · · : αn),

with αi = 1 in the ith place. We see thus that σ−1 is regular on L and maps it to
a curve σ−1(L)⊂Π that intersects ξ × P

n−1 in the point (ξ ;α1 : · · · : 1 : · · · : αn).
We can interpret this result as follows: σ−1 is not regular at ξ , but considering it
on L we get a regular map σ−1 : L→Π . We can use this to extend the definition
of σ−1 on L over the point ξ ; over R or C, this means that we define σ−1(x) for
x ∈ L\ξ and define σ−1(ξ) by letting x tend to ξ along the direction of L. However,
the result depends on the choice of L, since passing to the limit x→ ξ depends on
the direction along which x approaches ξ . Choosing different lines L we get all
possible points of ξ ×P

n−1. Thus, although σ−1 is not regular at ξ , on resolving the
indeterminacy arising from this we don’t get arbitrary points of Π , but only points
of ξ ×P

n−1. Bearing this picture in mind one says that σ−1 blows up ξ to ξ ×P
n−1.

Note that at the same time we have proved the irreducibility of Π . Indeed,

Π = (

ξ × P
n−1) ∪ (

Π \ (ξ × P
n−1)).

Since Π \ (ξ ×P
n−1) is isomorphic to P

n \ ξ it is irreducible, hence so is its closure
Π \ (ξ × Pn−1). Thus we need only show that

ξ × P
n−1 ⊂Π \ (ξ × Pn−1

)

.

But obviously σ−1(L)⊂Π \ (ξ × Pn−1), so that also

σ−1(L)∩ (ξ × P
n−1)⊂Π \ (ξ × Pn−1

)

.
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Figure 10 The blowup
σ : Π→ P2

But we have just seen that for suitable choice of L the left-hand side here is an
arbitrary point of ξ × P

n−1.
For n= 2 we have an intuitive picture of the map σ : Π → P

2 and its effect on
the lines L: σ−1(L) intersects the line ξ × P

1 in a point that moves as L rotates
around ξ . Thus Π looks like one twist of a helix (Figure 10).

4.2 Local Blowup

For an arbitrary quasiprojective variety X and a nonsingular point ξ ∈ X, we now
construct a variety Y and a map σ : Y → X analogous to that constructed in Sec-
tion 4.1 for X = Pn and ξ = (1 : 0 : · · · : 0).

We begin with an auxiliary construction. Let X be a quasiprojective variety and
ξ ∈X a nonsingular point, and suppose that u1, . . . , un are functions that are regular
everywhere on X and such that (a) the equations u1 = · · · = un = 0 have the single
solution ξ in X; and (b) u1, . . . , un form a local system of parameters on X at ξ .

Consider the product X × P
n−1 and the subvariety Y ⊂X × P

n−1 consisting of
points (x; t1 : · · · : tn) with x ∈X and (t1 : · · · : tn) ∈ P

n−1, such that

ui(x)tj = uj (x)ti for i, j = 1, . . . , n.

The regular map σ : Y → X obtained as the restriction to Y of the first projection
X× P

n−1 →X is called the local blowup of X with centre in ξ .
Note that in general this construction does not apply to the case that X is projec-

tive, since we require the existence of nonconstant everywhere regular functions
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u1, . . . , un on X. Thus the new notion does not include the previous notion of
blowup in the case X = P

n. The two are related as follows: write X ⊂ P
n for the

affine subset defined by x0 �= 0, and set Y = σ−1(X). Then the map σ : Y → X

induced on Y by the blowup Π→ P
n is a local blowup.

The following properties proved in Section 4.1 for the blowup of Pn are proved in
exactly the same way for a local blowup. The map σ : Y →X is regular and defines
an isomorphism

Y \ (ξ × P
n−1) ∼→X \ ξ.

At a point y ∈ σ−1(ξ), we have ti �= 0 for some i, and we can set sj = tj /ti for
j �= i. Then the equations of Y take the form uj = uisj for j = 1, . . . , n with j �= i.
We see from this that the maximal ideal of y is given by

my =
(

u1 − u1(y), . . . , un − un(y), s1 − s1(y), . . . , sn − sn(y)
)

= (

s1 − s1(y), . . . , ui − ui(y), . . . , sn − sn(y)
)

.

Hence dimΘY,y ≤ n, and since dimσ−1(X \ ξ)= n, the variety Y is nonsingular
at every point y ∈ σ−1(X \ ξ). Since

Y = (

ξ × P
n−1) ∪ σ−1(X \ ξ),

Y is either irreducible, equal to the closure σ−1(X \ ξ) of the set σ−1(X \ ξ), or has
a second component isomorphic to P

n−1. In the second case, the two components
would have to intersect: for otherwise σ−1(X \ ξ) would be closed in X × P

n−1,
but then by Theorem 1.11 also its image X \ ξ ⊂ X would be closed. But a point
of intersection of the two components is singular, and this contradicts Theorem 2.9.
Thus Y is irreducible and nonsingular and s1− s1(y), . . . , ui−ui(y), . . . , sn− sn(y)

are local parameters at a point y ∈ σ−1(ξ) at which ti �= 0.
A local blowup is obviously a proper map (see the discussion after the proof of

Theorem 1.11).
We now prove a property that can reasonably be called the independence of the

local blowup on the choice of the system of local parameters u1, . . . , un.

Lemma Let v1, . . . , vn be another system of functions on X satisfying the above
conditions (a) and (b) and σ ′ : Y ′ → X the local blowup constructed as above in
terms of v1, . . . , vn. Then there exist an isomorphism ϕ : Y → Y ′ such that the dia-
gram

Y
ϕ−→ Y ′

σ↘ ↙σ ′

X

is commutative.
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Proof We have Y ′ ⊂ X × P
n−1, where the homogeneous coordinates in P

n−1 are
t ′1, . . . , t ′n. In the open sets Y \ σ−1(ξ) and Y ′ \ σ ′−1(ξ), we set

ϕ(x; t1 : · · · : tn)=
(

x;v1(x) : · · · : vn(x)
)

,

ψ
(

x; t ′1 : · · · : t ′n
)= (

x;u1(x) : · · · : un(x)
)

.
(2.28)

It follows from property (a) of the ui that ϕ and ψ are regular maps

ϕ : Y \ σ−1(ξ)→ Y ′ and ψ : Y ′ \ σ ′−1(ξ)→ Y.

We now consider the open set of Y in which ti �= 0 and set sj = tj /ti . Since
vk(ξ)= 0, and u1, . . . , un is a basis of the ideal mξ , we have

vk =
n
∑

j=1

hkjuj with hkj ∈Oξ . (2.29)

Since in our open set uj = uisj , it follows that

vk = ui

n
∑

j=1

σ ∗(hkj )sj = uigk, where gk =
n
∑

j=1

σ ∗(hkj )sj . (2.30)

We set ϕ(x; t1 : · · · : tn)= (x;g1 : · · · : gn). Obviously this map coincides with (2.28)
wherever both are defined, since there gk = vk/ui . Let us check that ϕ is regular. For
this, we must prove that g1, . . . , gn are not simultaneously 0 at any point η ∈ σ−1(ξ).
Suppose that g1(η)= · · · = gn(η)= 0. Since not all the sj (η)= 0 (because si = 1),
it follows from (2.30) that det |hkj (ξ)| = 0. But vk ≡∑

hkj (ξ)uj modulo m2
ξ and

it would follow from this that the vk are linearly dependent in mξ /m
2
ξ , whereas

they form a system of local coordinates at ξ . Thus we have defined a global map
ϕ : Y → Y ′, and similarly a map ψ : Y ′ → Y . It is enough to prove that these are
mutually inverse on the open sets where the formulas (2.28) hold; and there it is
obvious. The lemma is proved. �

4.3 Behaviour of a Subvariety Under a Blowup

Let X ⊂ P
N be a quasiprojective subvariety, and σ : Π → P

N the blowup defined
in Section 4.1. We investigate the inverse image σ−1(X) of the subvariety X, which
is, of course, a quasiprojective subvariety of Π .

Theorem 2.15 Suppose that X ⊂ P
N is an irreducible quasiprojective variety, with

X �= P
N , and that X is nonsingular at ξ . Then the inverse image σ−1(X) of X under

the blowup of PN centred at ξ is reducible, consisting of two components

σ−1(X)= (

ξ × P
N−1)∪ Y. (2.31)
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The restriction of σ to the component Y defines a regular map σ : Y → X, which
is an isomorphism of some neighbourhood U of x if x �= ξ and a local blowup
σ−1(U)→U with centre ξ if x = ξ .

Proof Let Y denote the closure σ−1(X \ ξ) of σ−1(X \ ξ). Since σ−1 is an isomor-
phism on P

N \ ξ , it follows that σ−1(X \ ξ) is isomorphic to X \ ξ , and is hence
irreducible. Hence also Y is irreducible. (2.31) is obvious by definition: if x ∈X \ ξ
then σ−1(x) ∈ Y , and σ−1(ξ)= ξ × P

N−1.
The fact that σ : Y → X is an isomorphism in a neighbourhood of any points

x ∈X other than x = ξ has already been noted. It remains to study σ : Y →X over
a neighbourhood of ξ .

Now we use the fact that the blowup can be described as a local blowup for an
affine space AN containing ξ , together with the independence of the local blowup on
the choice of local parameters. Namely, by Theorem 2.14, we can choose a system
of local parameters u1, . . . , uN at ξ ∈ P

N such that in some neighbourhood of ξ , the
subvariety X has local equations

un+1 = · · · = uN = 0, (2.32)

and the functions u1, . . . , un define a system of local parameters on X at ξ . We can
choose a neighbourhood U ⊂ P

N of ξ such that u1, . . . , uN satisfy conditions (a)
and (b) of Lemma of Section 4.2, so that the proof of the theorem reduces to the
special case when X is given by (2.32).

From conditions (a) and (b) and uitj = uj ti we get that tn+1(x)= · · · = tN (x)=
0 for x �= ξ . Hence Y is contained in the subspace Y ′ ⊂ X × P

N−1 defined by the
equations

tn+1 = · · · = tN = 0 (2.33)

uitj = uj ti for i, j = 1, . . . , n. (2.34)

If we write P
n−1 for the subspace of projective space P

N−1 of points satisfying
(2.33) then we see that Y ′ ⊂X×P

n−1 and is defined there by (2.34). Thus Y ′ is the
same thing as the variety obtained as a result of the local blowup. We have proved
that Y ′ = σ−1(X \ ξ). Hence Y = Y ′, which proves the theorem. �

Now we can give the most general definition of blowup centred at a point. If
X ⊂ P

N is a quasiprojective variety, ξ a nonsingular point of X and Y the variety
introduced in the statement of Theorem 2.15 then σ : Y → X is called the blowup
of X with centre ξ . From what we proved concerning the local blowup, it follows
that Y is irreducible if X is, and σ−1(ξ) ∼= ξ × P

n−1, with all points of σ−1(ξ)

nonsingular points of Y .
Notice that a blowup is an isomorphism if X is a curve. Thus nontrivial blowups

are a typical phenomenon of higher dimensional algebraic geometry.
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4.4 Exceptional Subvarieties

The example of a blowup shows a difference of principle between algebraic curves
and varieties of dimension n > 1: whereas for nonsingular projective curves a bi-
rational map is an isomorphism, a blowup shows that this is not always the case in
higher dimensions.

Notice one peculiarity of a blowup: it is a regular map, and only fails to be an
isomorphism because the rational map σ−1 is not regular at a point ξ .

In this section we study a map f : X→ Y where f is a regular map and is bira-
tional, that is, g = f−1 : Y →X is a rational, but not regular, map. In the example of
a blowup we saw that a codimension 1 subvariety in Y is contracted to the point ξ .
We prove that the same property always holds in this situation.

Theorem 2.16 Let f : X → Y be a regular birational map. For x ∈ X, assume
that y = f (x) is a nonsingular point of Y and that the inverse map g = f−1 is not
regular at y. Then there exists a subvariety Z ⊂X with Z � x such that codimZ=1,
but codimf (Z)≥ 2.

Proof We can if necessary replace X by an affine neighbourhood of x, and thus
assume that X is affine. Suppose that X ⊂A

N , with coordinates t1, . . . , tN , and that
g = f−1 is the map given by ti = gi for i = 1, . . . ,N , with gi ∈ k(Y ).

Obviously gi = g∗(ti); since g is not regular at y, at least one of the functions gi

is not regular at y. Suppose this is g1, so that g1 /∈Oy . We can write g1 in the form
g1 = u/v with u,v ∈Oy and v(y)= 0, and since Oy is a UFD (because we assume
that y is nonsingular), we can suppose that u and v have no common factors. Since
g = f−1, we have t1 = f ∗(g1)= f ∗(u/v)= f ∗(u)/f ∗(v), and hence

f ∗(v)t1 = f ∗(u). (2.35)

Now f ∗(v)(x)= v(y)= 0, so that x ∈ V (f ∗(v)). Set Z = V (f ∗(v)). By the theo-
rem on dimension of intersection, codimZ = 1, and since x ∈ Z it is nonempty. It
follows from (2.35) that f ∗(u)= 0 on Z, so that t1 is a regular function. Hence also
u= 0 on f (Z), and thus f (Z)⊂ V (u)∩ V (v).

It remains to check that codim(V (u)∩V (v))≥ 2. But if V (u)∩V (v) contained
a component Y ′ with y ∈ Y ′ and codimY ′ = 1 then by Theorem 2.10, Y ′ would have
a local equation h. This means that u,v ∈ (h), which contradicts the assumption that
u and v have no common factor in Oy . The theorem is proved. �

Definition Let f : X→ Y be a regular birational map. A subvariety Z ⊂ X is ex-
ceptional for f if codimZ = 1, but codimf (Z)≥ 2.

Corollary 2.5 If f : X→ Y is a regular birational map between nonsingular vari-
eties, not an isomorphism, then f has an exceptional subvariety.
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Corollary 2.6 Let f : X→ Y be a regular birational map between curves X and Y ,
and suppose that Y is nonsingular; then f (X) is open in Y and f defines an iso-
morphism from X to f (X).

Proof f (X) open in Y follows from the fact that X and Y have isomorphic open
subsets U and V (Proposition 1.1); indeed, since f (U)= V is obtained by discard-
ing a finite number of points, a fortiori so is f (X), and therefore it is open in Y .
If f : X→ f (X) were not an isomorphism, we would get a contradiction to Theo-
rem 2.16, since in our case only the empty set has codimension ≥2. �

4.5 Isomorphism and Birational Equivalence

Consider a birational equivalence class of quasiprojective varieties, that is, a class
consisting of all quasiprojective varieties birationally equivalent to one another.
A representative of this class is called a model.

In Section 5.3 below, we prove that there exists a nonsingular projective model
X0 in every birational equivalence class of algebraic curves. Theorem 2.12, Corol-
lary 2.4 asserts that there is at most one such model up to isomorphism in every bira-
tional equivalence class. Therefore, sending a birational equivalence class of curves
to the unique nonsingular projective model contained in it reduces the question of
the classification of curves up to birational equivalence to that of the classification
of nonsingular projective curves up to isomorphism.

The function field k(X) of an algebraic curve X is an extension field of k gen-
erated over k by finitely many elements and of transcendence degree 1. Hence we
can establish a one-to-one correspondence between such fields K and nonsingular
projective curves X. This correspondence is given by K = k(X). We will also say
that X is a model of K .

One can attempt to find the nonsingular projective model X directly from alge-
braic properties of K . We make this question more precise by asking how the local
rings Ox of points x ∈X are characterised within K . It is easy to see that every local
ring Ox of a point x ∈X has the following properties:

(1) O is a subring of K with k �O �K ;
(2) O is a local ring, and its maximal ideal m is principal, that is m= (u);
(3) K equals the field of fractions of O.

It can be proved (see Exercises 7–9) that any subring O ⊂K satisfying (1)–(3)
is the local ring Ox of some point x ∈ X. Thus the nonsingular projective model
X is universal: it contains all the local rings of K satisfying the natural conditions
(1)–(3).

What about these questions in dimension n > 1? Things turn out reasonably well
as far as the existence of a nonsingular projective model goes: it is proved for n= 2
or 3 (Walker, Zariski over fields of characteristic 0, Abhyankar over fields of charac-
teristic p > 5), and for arbitrary n in characteristic 0 (Hironaka). For arbitrary fields
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and arbitrary n the existence of a nonsingular projective model seems extremely
plausible. The uniqueness of the nonsingular projective model, on the contrary, is
a wholly exceptional feature of the case n= 1. This can be seen already in the ex-
ample of the projective plane P

2 and the nonsingular quadric Q ⊂ P
3, which are

birational, but not isomorphic.
One might ask for the existence, in each birational equivalence class, of a model

X that would be universal in the sense that the local rings Ox of points x ∈ X

exhaust all the local subrings of the field K = k(X) that satisfy conditions (1), (2)
and (3), as in the case n = 1, where m = (u) in condition (2) is replaced by the
appropriate n-dimensional version m= (u1, . . . , un). However, no such model can
exist, for the same reasons. Namely if σ : X′ → X is the blowup of X with centre
in ξ , then the local rings of points y ∈ σ−1(ξ) are not equal to any of the local
rings Ox with x ∈ X. The reader can easily prove this as an exercise. Admittedly,
putting together all the nonsingular points of all models of a birational equivalence
class one does obtain a certain object, the so-called Zariski Riemann surface with
this universal property, but this object is not a finite dimensional algebraic variety.
Some information about this “infinite model” can be found in Zariski and Samuel
[81, Section 17 of Chapter VI, Vol. 2].

Given that there does not exist a distinguished model, the problem arises of study-
ing the relations between the nonsingular projective models in each birational equiv-
alence class. We describe here without proof the main results in this area known to
date. From now on, all varieties considered will be assumed to be irreducible, non-
singular and projective.

We start with two definitions. We say that a model X′ dominates X if there exists
a regular birational map f : X′ →X. A variety X is a relatively minimal model if it
does not dominate any variety not isomorphic to itself. For example, a nonsingular
projective curve is always a relatively minimal model. By Theorem 2.16, a variety
is a relative minimal model if it does not contain any exceptional subvarieties.

It can be proved that every variety dominates at least one relatively minimal
model. Thus every birational equivalence class contains at least one relatively mini-
mal model. The question thus arises of the uniqueness of a relatively minimal model.
If every birational equivalence class had such a unique relatively minimal model
then this would again reduce the birational classification of varieties to the classifi-
cation up to isomorphism.

However, for n > 1 this does not work. An example is provided by the projective
plane P

2 and the nonsingular quadric Q ⊂ P
3, which, as we know, are birational,

that is, they both belong to the same birational equivalence class. We prove that
P

2 and Q are both relatively minimal models, that is, they do not contain any ex-
ceptional curves. Since P

2 and Q are not isomorphic (compare the discussion after
Corollary 1.8), this gives the required example.

In our case, an irreducible exceptional curve C ⊂ X must be contracted to a
point by a regular birational map f : X→ Y , that is, f (C)= y ∈ Y . Here X and Y

are projective surfaces. Curves of this type have a series of very special properties
(hence the name “exceptional”). We discuss just one of these.

By Theorem 2.12, the map f−1 is not regular at only finitely many points yi ∈ Y .
Suppose that U is a affine neighbourhood of y, sufficiently small that f−1 is regular
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at all points of U other than y. Set V = f−1(U) and C = f−1(y). Obviously V is
an open subset of X and V ⊃ C. We prove that V does not contain any irreducible
curve C′ that is closed in X and not contained in C. Indeed, C′ is a projective curve
and its image f (C′) is again projective. But f (C′)⊂U , which is affine. According
to Theorem 1.11, Corollary 1.2, this is only possible if f (C′) = y′ is a point. If
y′ �= y then, since f−1 is an isomorphism, C′ would also have to be a point. If
y′ = y then C′ ⊂ f−1(y)= C.

Thus C is isolated in X, in the sense that there exists a neighbourhood V of C

that does not contain any irreducible projective curve except for those contained in
C. In other words, it is impossible to “wiggle C slightly”. We can deduce from this
that many surfaces do not contain any exceptional curves.

For example, let X = P
2 and let C be an exceptional curve with C ⊂ V = P

2 \D.
Then dimD = 0, since otherwise, by the theorem on the dimension of intersection,
C and D would intersect. But if dimD = 0, that is, D is a finite set of points, then
V contains any number of curves C not intersecting D, for example lines.

Now let X = Q be the nonsingular quadric of P
3. Here we make use of the

existence of a group G of projective transformations taking Q to itself. Recall that
transformations of G are given by 4×4 matrixes satisfying the relation A∗FA= F ,
where F is the matrix of the quadratic form defining Q. It follows that G is an
algebraic variety in the space of all 4 × 4 matrixes. Hence we will from now on
assume that G is an algebraic affine variety. It is easy to see that G acts transitively
on Q.

If C is a curve and C ⊂Q \D, then we construct a transformation ϕ ∈G such
that ϕ(C) �⊂ C and ϕ(C) ⊂Q \ D, which contradicts the property of exceptional
curves obtained above. For this, it is enough to prove that the set of ϕ ∈G such that
ϕ(C)∩D �= ∅ is closed. Then we have at our disposal a whole neighbourhood of the
identity transformation e ∈G consisting of elements with the required property. In
order to describe the set S of elements ϕ ∈G such that ϕ(C) ∩D �= ∅ we consider
the direct product G×Q and the subset Γ ⊂G×Q of pairs (ϕ, x) such that x ∈ C

and ϕ(x) ∈ D. Obviously Γ is closed. If f : G × Q→ G is the projection then
S = f (Γ ), and f (Γ ) is closed by Theorem 1.10. This complete the proof the Q

is a relatively minimal model, and hence the existence of two different relatively
minimal model.

Thus it is all the more surprising that uniqueness of minimal models does hold
for algebraic surfaces, provided only that we exclude some special types of surfaces.
Namely, as proved by Enriques, a birational equivalence class of surfaces contains
a unique relatively minimal model provided that it does not contain a surface of
the form C × P

1, with C an algebraic curve. (A surface birational to C × P
1 is

called a ruled surface.) The proof of Enriques’ theorem is treated in Shafarevich
[69, Chapter II], or Barth, Peters and van de Ven [9].

There has recently been significant progress in the direction of constructing a
theory of minimal models in dimension ≥3. In this case, minimal models cannot
exist in the class of nonsingular varieties, but there is reason to hope that the theory
can be generalised if we allow a certain class of rather well-controlled singularities.
For this, see for example the surveys Kawamata, Matsuda and Matsuki [46] and
Shokurov [70].
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4.6 Exercises to Section 4

1 Suppose that dimX = 2 and that ξ ∈X is a nonsingular point. Let C1,C2 ⊂X be
two curves passing through ξ and nonsingular there, σ : Y →X the blowup centred
at ξ , and set C′i = σ−1(Ci \ ξ) and Z = σ−1(ξ). Prove that C′1 ∩Z = C′2 ∩Z if and
only if C1 and C2 touch at ξ .

2 Suppose that dimX = 2 and that ξ ∈X is a nonsingular point. Let C be a curve
passing through ξ and f the local equation of C in a neighbourhood of ξ . In local
parameters u,v at ξ , suppose that f ≡ Πr

i=1(αiu + βiv)
li modulo m

k+1
ξ , where

k =∑

li and the forms αiu+ βiv are not proportional.
As in Exercise 1, σ : Y →X and C′ = σ−1(C \ ξ). Prove that C′ ∩Z consists of

r points.

3 Use the notation of Exercise 2, and suppose also that f ≡ (α1u+β1v)(α2u+β2v)

modulo m3
ξ , where the linear forms α1u+ β1v and α2u+ β2v are not proportional.

Prove that both the points of C′ ∩Z are nonsingular on C′.

4 Consider the rational map ϕ : P2 → P
4 given by

ϕ(x0 : x1 : x2)=
(

x0x1 : x0x2 : x2
1 : x1x2 : x2

2

)

.

Prove that ϕ is a birational map to a surface ϕ(P2), and that the inverse map
ϕ(P2)→ P

2 coincides with the blowup.

5 In the spirit of Exercise 4, study the map ϕ : P2 → P
6 defined by all the monomi-

als of degree 3 except for x3
0 , x

3
1 and x3

2 .

6 For any n ≥ 2, construct an example of a regular birational map f : X→ Y be-
tween n-dimensional nonsingular varieties having an exceptional codimension 1
subvariety Z whose image f (Z)⊂ Y has codimension 2.

7 Let X be a nonsingular projective curve and O ⊂ k(X) a local subring of the
function field k(X) satisfying the conditions Section 4.5, (1)–(3). Prove that for
any u ∈ k(X) either u ∈ O or u−1 ∈ O. Suppose that X ⊂ Pn with x0, . . . , xn ho-
mogeneous coordinates of Pn. Prove that there exists an i such that xj /xi ∈O for
j = 0, . . . , n.

8 Use the notation of Exercise 7. Let X′ be the affine curve X′ = X ∩ A
n
i . Prove

that k[X′] ⊂O, and that k[X] ∩m is the ideal of some point x ∈X′ with Ox ⊂O.

9 Prove that if O1 and O2 are two subrings satisfying the conditions Section 4.5,
(1)–(3). and O1 ⊂O2 then O1 =O2. Deduce from this, using the results of Exer-
cises 7–8, that O =Ox (in the notation of Exercise 8).
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10 Let V ⊂ A
3 be the quadratic cone defined by xy = z2; let X′ → A

3 be the
blowup of A3 with centre in the origin, and V ′ the closure of σ−1(V \ 0) in X′.
Prove that V ′ is a nonsingular variety and that the inverse image of the origin under
σ : V ′ → V is a nonsingular rational curve.

5 Normal Varieties

5.1 Normal Varieties

We start by recalling a notion of algebra: a ring A with no zerodivisors is integrally
closed if every element of its field of fractions K that is integral over A (Section 5.3,
Chapter 1) is in A.

Definition An irreducible affine variety X is normal if k[X] is integrally closed.
An irreducible quasiprojective variety X is normal if every point has a normal affine
neighbourhood.

We will prove presently (Theorem 2.17) that a nonsingular variety is normal.
Here is an example of a nonnormal variety: on the curve X defined by y2 = x2+x3,
the rational function t = y/x ∈ k(X) is integral over k[X], since t2 = 1 + x, but
t /∈ k[X]. (See Exercise 7 of Section 3.4, Chapter 1.)

This example shows that the condition that a variety is normal is somehow related
to singular points of a variety. We now give an example of a variety that is normal
although it has a singular point. This is the cone X ⊂A3 given by x2+ y2 = z2 (we
assume that the ground field k has characteristic �= 2).

Let us prove that k[X] is integrally closed in k(X). For this we use the simplest
properties of integral elements (see Section 5.3, Chapter 1 and Atiyah and Mac-
donald [8, Chapter 5]). The field k(X) consists of elements of the form u + vz

with u,v ∈ k(x, y), where x and y are independent variables. Similarly, k[X]
consists of elements u + vz = k(X) with u,v ∈ k[x, y]; hence k[X] is a finite
module over k[x, y], and hence all elements of k[X] are integral over k[x, y]. If
α = u+ vz ∈ k(X) is integral over k[X] then it must be also integral over k[x, y].
Its minimal polynomial is

T 2 − 2uT + u2 − (

x2 + y2)v2;
hence 2u ∈ k[x, y], so that u ∈ k[x, y]. Similarly, u2 − (x2 + y2)v2 ∈ k[x, y], and
hence also (x2 + y2)v2 ∈ k[x, y]. Now since x2 + y2 = (x + iy)(x − iy) is the
product of two coprime irreducibles, it follows that v ∈ k[x, y], and thus α ∈ k[X].

We prove some simple properties of normal varieties.

Lemma If X is a normal variety then its local ring OY at any irreducible subvariety
Y ⊂X (see the end of Section 1.1 for the definition) is integrally closed. Conversely,
if X is irreducible and the local ring Ox at each point x ∈ X is integrally closed
then X is normal.
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Proof Since the definition of normal is local in nature, we can restrict to the case that
X is affine. Suppose that X is normal, and let Y ⊂ X be an irreducible subvariety.
We prove that OY is integrally closed. Suppose that α ∈ k(X) is integral over OY ,
that is,

αn + a1α
n−1 + · · · + an = 0 with ai ∈OY . (2.36)

Since ai ∈OY we have ai = bi/ci with bi, ci ∈ k[X] and ci /∈ aY . Set d0 = c1 · · · cn,
and multiply (2.36) by d0. We get that

d0α
n + d1α

n−1 + · · · + dn = 0 with di ∈ k[X] and d0 /∈ aY . (2.37)

Multiplying (2.37) through again by dn−1
0 and setting d0α = β , we get that β is

integral over k[X]. By assumption k[X] is integrally closed, and hence d0α = β ∈
k[X]. Then α = β/d0 ∈ OY , because d0 /∈ aY . This proves that OY is integrally
closed.

Conversely, suppose that all the local rings Ox are integrally closed. We prove
that k[X] is also. If α ∈ k(X) is integral over k[X] then αn+ a1α

n−1+ · · ·+ an = 0
with ai ∈ k[X]. But then a fortiori ai ∈ Ox for every x ∈ X, and since Ox is inte-
grally closed by assumption, it follows that α ∈Ox . Therefore α ∈⋂x∈X Ox . Now
by Theorem 1.7,

⋂

x∈X Ox = k[X], and hence α ∈ k[X]. The lemma is proved. �

Theorem 2.17 A nonsingular variety is normal.

Proof By the lemma, it is enough to show that if x is a nonsingular point then Ox

is integrally closed. We know by Theorem 2.11 that Ox is a UFD. Any element
α ∈ k(X) can be represented in the form α = u/v, were u,v ∈ Ox and have no
common factors. If α is integral over Ox then αn + a1α

n−1 + · · · + an = 0 with
ai ∈Ox . Hence un + a1u

n−1v + · · · + anv
n = 0, and we see that v | un. But now,

since u,v have no common factors and Ox is a UFD, it follows that α ∈ Ox . The
theorem is proved. �

Theorem 2.17 shows that the definition of normal is a certain weakening of the
notion of nonsingularity. This is also reflected in the properties of normal varieties.
In particular, we show that one of the basic properties of nonsingular varieties (The-
orem 2.10) extends in a weak form to normal varieties.

Theorem 2.18 If X is a normal variety and Y ⊂ X a codimension 1 subvariety
then there exists an affine open set X′ ⊂ X with X′ ∩ Y �= ∅ such that the ideal of
Y ′ =X′ ∩ Y in k[X′] is principal.

Proof We can of course assume that X is affine. Moreover, it is enough to prove that
the maximal ideal mY is principal in the local ring OY . Indeed, if mY = (u) with
u ∈OY then u= a/b with a, b ∈ k[X] and b /∈ aY . Suppose that aY = (v1, . . . , vm).
Since aY ⊂ mY , we can write vi = uwi , where wi = ci/di , with ci, di ∈ k[X] and
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di /∈ aY . Then the ideal aY ′ of the variety Y ′ = X′ ∩ Y is the principal ideal (u) in
k[X′], where we set

X′ =X \
(

V (b)

m
⋃

i=1

V (di)

)

.

Suppose that 0 �= f ∈ k[X] and f ∈ aY ⊂ OY . Then Y ⊂ V (f ), and since
both of these are codimension 1 subvarieties (by assumption and by the theorem
on dimension of intersection), Y consists of components of V (f ). Suppose that
V (f ) = Y ∪ Y1 with Y �⊂ Y1. Setting X1 = X \ Y1, we get that Y ∩ X1 �= ∅ and
Y ∩X1 = V (f )∩X1. Thus we can assume from the start that Y = V (f ).

By the Nullstellensatz, Y = V (f ) in X implies that akY ⊂ (f ) for some k > 0, and
hence mk

Y ⊂ (f ) in OY . Suppose that k is the minimal number having this property.
Then there exist α1, . . . , αk−1 ∈mY such that α1 · · ·αk−1 /∈ (f ) but α1 · · ·αk−1mY ⊂
(f ). That is, setting g = α1 · · ·αk−1 we have g /∈ (f ) but gmY ⊂ (f ), or in other
words, u= f/g satisfies

u−1 /∈OY , but u−1
mY ⊂OY .

Now we use the fact that, by the lemma, OY is integrally closed. It follows from
this that u−1mY �⊂mY ; for otherwise, by the basic relation between finite modules
and integral elements, the “determinant trick” (Atiyah and Macdonald [8, Proposi-
tion 2.4]), u−1 would be integral over OY and therefore contained in it, which is not
the case. But mY is the maximal ideal of OY , so that u−1mY ⊂OY but u−1mY �⊂mY

implies that u−1mY =OY . This means that mY = (u). The theorem is proved. �

Theorem 2.19 The set of singular points of a normal variety has codimension ≥2.

Proof Suppose that X is normal, with dimX = n, and let S be the set of singular
points of X. We have seen in Section 1.4 that S is closed in X. Suppose that S con-
tains an irreducible component Y of dimension n − 1. Let X′ be the open subset
whose existence we established in Theorem 2.18 and Y ′ = Y ∩X′. There is at least
one point y ∈ Y ′ that is a nonsingular point of the variety Y ′ (but not of X′, by as-
sumption). Let OY ′,y be the local ring of Y ′ at y, and u1, . . . , un−1 local parameters.

By Theorem 2.18, aY ′ = (u) is a principal ideal of k[X′], and hence k[Y ′] =
k[X′]/(u). Similarly OY ′,y =OX′,y/(u), and obviously mX′,y is equal to the inverse
image of mY ′,y under the natural map OX′,y → OY ′,y . Choose arbitrary inverse
images v1, . . . , vn−1 ∈ OX′,y of the local parameters u1, . . . , un−1 ∈ OY ′,y . Then
mX′,y = (v1, . . . , vn−1, u). This proves that dimmX′,y/m2

X′,y ≤ n, and hence that
y is a nonsingular point of X, which contradicts the assumption y ∈ Y ⊂ S. The
theorem is proved. �

Corollary For algebraic curves, normal and nonsingular are equivalent conditions.

Example Let X be a normal affine variety and G a finite group of automorphisms
of X. We prove that the quotient variety Y = X/G (see Example 1.21) is normal.
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Suppose that h ∈ k(Y ) is integral over k[Y ]. Then h is a fortiori integral over k[X],
and hence h ∈ k[X]. But h ∈ k(Y ), so that g∗(h) = h for any g ∈ G, and hence
h ∈ k[X]G = k[Y ].

In particular, suppose that X =A
2 and G= {1, g}, where g(x, y)= (−x,−y). It

is easy to check that k[X]G = k[x, y]G is generated by w = xy, u= x2 and v = y2.
In other words, Y is the quadratic cone defined by uv =w2 constructed at the start
of this section. Since X is normal by Theorem 2.17, we get another proof that Y is
normal.

We now compare the nonsingular and normal properties of varieties we have in-
troduced. We first note that the proof of Theorem 2.17 did not make full use of the
nonsingularity of X; we only used that Ox is a UFD. In this connection, it is natural
to distinguish the class of varieties with the property that each local ring Ox is a
UFD; these are called factorial varieties. Thus nonsingular varieties are factorial,
and factorial varieties normal; in essence, that is what is proved in Theorem 2.17.
One can show that these three classes of varieties are really different. For example,
it is known that for n≥ 5, a hypersurface X ⊂A

n with just one singular point is fac-
torial (Grothendieck [34, (SGA2), Section 3.14, Chapter XI]). A beautiful example
of a surface that is singular, but factorial, is the surface given by x2 + y3 + z5 = 0.
An example of a variety that is normal, but not factorial, is given by the quadratic
cone considered above: z2 = (x + iy)(x − iy) are two different factorisations into
irreducibles of the same element.

Theorem 2.19 focuses attention on a new property of varieties: the set of singular
points has codimension ≥2. A variety with this property is said to be nonsingular in
codimension 1. Theorem 2.19 asserts that this class includes, in particular, normal
varieties. These two classes of varieties are also distinct. Constructing a counterex-
ample is a bit more complicated here; the point is that normal is equivalent to non-
singular in codimension 1 for a hypersurface. Hence the simplest possible example
would be a surface in A

4. An irreducible variety X is not normal if there exists an
affine variety Y and a surjective regular map f : Y →X, not an isomorphism, that
restricts to an isomorphism of open subsets V ⊂ Y and U ⊂X, and such that k[Y ] is
a finite module over f ∗(k[X]). A first approximation to the counterexample is thus
given by X = L1 ∪ L2, where L1 and L2 are two planes of A4 meeting in a point
(defined by xz= xt = yz= yt = 0 in coordinates x, y, z, t of A4) and Y = L1 �L2
the disjoint union of L1 and L2 (for example, in A

5). But this is a reducible vari-
ety, and our definition of normal assumes irreducibility. We therefore construct an
example that imitates this situation near the singular point. For this, it is enough to
construct a finite regular map f : A2 → A

4 birational onto its image X = f (A2),
with X ⊂ A

4 closed in A
4 such that two points, y1, y2, say, have the same image

z ∈X and f : A2 \ {y1, y2}→X \ {z} is an isomorphism. Thus f is very similar to
the parametrisation (1.3) of the curve (1.2). The existence of the map f means that
X is not normal, and z will be the unique singular point of X.

Writing ξ, η for coordinates in A
2 and x, y, z, t for coordinates in A

4, we define
f by

x = ξ(1− η), y = η(η− 1)2, z= ξη, t = η2(η− 1).



128 2 Local Properties

One sees easily that the ideal AX is generated by the four equations

xz=−(t − y)(x + z)2, xt =−yz= (t − y)2(x + z), yt = (t − y)3.

The relations ξ = x + z and η2 − η = t − y prove that ξ and η are integral over
f ∗(k[X]), so that f is finite. The remaining properties of f we need are very easy
to check. It is easy to see that the tangent cone to X at origin (see Section 1.5) is
L1 ∪L2.

5.2 Normalisation of an Affine Variety

Consider the simplest possible example of a nonnormal variety, the curve X defined
by y2 = x2 + x3. Its parametrisation, using the parameter t = y/x, defines a map
f : A1 → X, or equivalently, an inclusion k[X] ↪→ k[t]. Since f is birational, we
have k[X] ⊂ k[t] ⊂ k(X)= k(t). The line A1 is normal, of course, corresponding to
that fact that k[t] is integrally closed. Moreover, the ring k[t] can be characterised
as the set of all elements u ∈ k(X) that are integral over k[X]. Indeed, t2 = 1+ x,
hence t and all elements of k[t] are integral over k[X]; moreover, if u is integral
over k[X] then it is also integral over k[t], and hence u ∈ k[t] since k[t] is integrally
closed. Finally, in geometric terminology, k[t] integral over k[X] says that f is a
finite map. We show that for any irreducible affine variety X, there exists a variety
X′ and a map X′ → X having the same properties. We start with a definition that
relates to arbitrary irreducible varieties.

Definition A normalisation of an irreducible variety X is an irreducible normal va-
riety Xν , together with a regular map ν : Xν →X, such that ν is finite and birational.
(If X =⋃

Xi is a reducible variety then one can define Xν =⊔

Xν
i .)

Theorem 2.20 An affine irreducible variety has a normalisation that is also affine.

Proof Let A be the integral closure of k[X] in k(X), that is, the set of elements u ∈
k(X) that are integral over k[X]. It follows from elementary properties of integral
elements that A is a ring, and is integrally closed. Suppose that we can find an affine
variety X′ such that A= k[X′]. Then X′ is normal and the inclusion k[X] ↪→ k[X′]
defines a regular birational map f : X′ →X. Obviously X′ is a normalisation of X.

By Theorem 1.3, the required affine variety X′ exists if and only if A is finitely
generated over k and has no zerodivisors. We will prove more, that A is a finite
module over k[X]. If A= k[X]w1 + · · · + k[X]wm then w1, . . . ,wm, together with
the generators of the algebra k[X] over k, provide a finite system of generators of A
as a k-algebra.

To prove that A is a finite k[X]-module, we use Noether normalisation, Theo-
rem 1.18. By this theorem, there exists a subring B ⊂ k[X] such that B is isomor-
phic to a polynomial ring B ∼= k[T1, . . . , Tr ] and k[X] is integral over B . We write
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out all the current rings and fields:

k(T1, . . . , Tr ) ⊂ k(X)=K
⋃ ⋃

B ⊂ k[X] ⊂ A

From this diagram and from basic properties of integral elements, one sees that
A is equal to the integral closure of B in k(X). Moreover, K = k(X) is a finite
field extension of k(T1, . . . , Tr ), since T1, . . . , Tr is a transcendence basis of k(X).
Finally, B is integrally closed, since Ar is normal, indeed, nonsingular. Thus the
final result we are aiming for, that A is a finite k[X]-module, follows from the fact
that if B = k[T1, . . . , Tr ], L= k(T1, . . . , Tr ), and K is any finite extension field of
L, then the integral closure of B in K is a finite B-module. For the proof of this
assertion, see Proposition A.15. The theorem is proved. �

Theorem 2.21 (i) If g : Y →X is a finite regular birational map, then there exists
a regular map h : Xν → Y such that the diagram

Xν

h↙ ↘ν

Y −→
g

X

is commutative.
(ii) If g : Y →X is a regular map, g(Y ) is dense in X and Y is normal then there

exists a regular map h : Y →Xν such that the diagram

Y
h↙ ↘g

Xν −→
ν

X

is commutative.

Proof of (i) By assumption we have inclusions k[X] ⊂ k[Y ] ⊂ k(X), with k[Y ] inte-
gral over k[X]. Now by definition of integral closure, k[Y ] ⊂ k[Xν], which provides
the required regular map h : Xν → Y . �

Proof of (ii) An element u ∈ k[Xν] is integral over k[X] and contained in k(X)⊂
k(Y ); since k[X] ⊂ k[Y ], it is a fortiori integral over k[Y ], and thus, since k[Y ] is
integrally closed, u ∈ k[Y ]. Hence k[Xν] ⊂ k[Y ], which provides the regular map
h : Y →Xν with the required properties. �

The theorem is proved.

Corollary The normalisation of an affine variety X is unique. More precisely, if
ν : Xν → X and ν′ : Xν ′ → X are two normalisations of X then there exists an
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isomorphism g : Xν ∼→Xν ′ such that the diagram

Xν g−→ Xν ′

ν↘ ↙ν′

X

is commutative.

This follows from either of the assertions of Theorem 2.21.
We do not prove the existence of the normalisation for arbitrary quasiprojective

varieties; the proof is discussed in Section 1.1, Chapter 6 in a more general context.
Note that for those varieties for which the normalisation is known to exist, it has the
properties established in Theorem 2.21, as follows at once from considering affine
covers.

5.3 Normalisation of a Curve

Theorem 2.22 An irreducible quasiprojective curve X has a normalisation Xν , and
Xν is again quasiprojective.

Proof Let X =⋃

Ui be a cover of X by affine open sets. Write Uν
i for the nor-

malisation of Ui , which exists by Theorem 2.20, and fi : Uν
i → Ui for the natural

regular map, which is birational and finite.
We embed the affine space containing Uν

i into projective space, and write Vi

for its closure in projective space. Note that all the varieties appearing so far are
birational to X: for Ui ⊂ X is open, f : Uν

i → Ui is a birational map, and Uν
i ⊂

Vi is also open. Therefore Uν
i and Vj are birational; write ϕij : Uν

i → Vj for the
corresponding birational map.

By Theorem 2.19, Corollary of Section 5.1, Uν
i is a nonsingular curve, and, since

Vj is projective, ϕij : Uν
i → Vj is a regular map by Theorem 2.12, Corollary 2.3.

Set W =∏

j Vj and ϕi =∏

j ϕij : Uν
i →W , that is, ϕi(u) = (ϕi1(u),ϕi2(u), . . . ).

Write X′ =⋃

ϕi(U
ν
i ) ⊂ W for the union of all the ϕi(U

ν
i ). We claim that X′ =

Xν . For this we have to show that X′ is (a) quasiprojective, (b) irreducible and (c)
normal, and (d) that it has a finite birational map ν : X′ →X.

To prove these statements, set U0 =⋂

Ui ; this is an open subset of X. By con-
struction of ϕi it follows easily that Uν

0 ⊂Uν
i , and all the ϕi coincide on Uν

0 . Write
ϕ for their common restriction to Uν

0 . Then

ϕ
(

Uν
0

)⊂ ϕi

(

Uν
i

)⊂ ϕ
(

Uν
0

)

,

where ϕ(Uν
0 ) is the closure of ϕ(Uν

0 ) in W . Obviously ϕ(Uν
0 ) is an irreducible

quasiprojective curve and ϕ(Uν
0 ) \ ϕ(Uν

0 ) consists of a finite number of points. By
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construction, ϕ(Uν
0 ) ⊂ X′ ⊂ ϕ(Uν

0 ) and hence ϕ(Uν
0 ) \X′ also consists of a finite

number of points. This proves (a) and (b).
Let x ∈ X′; then x ∈ ϕi(U

ν
i ) for some i, and ϕi(U

ν
i ) is a neighbourhood of x.

We prove that ϕi : Uν
i → ϕi(U

ν
i ) ⊂W is an isomorphism; since Uν

i is normal, it
follows that X′ is normal, proving (c). For this, note that ϕii is an embedding of
Uν

i to its projective closure Vi . Hence (u1, u2, . . . ) �→ ϕ−1
ii (ui) is an inverse to ϕi ,

which proves that ϕi is an isomorphic embedding.
Finally for the proof of (d) we construct the map

gi = fi ◦ ϕ−1
i : ϕi

(

Uν
i

)→Ui ⊂X.

By what we have said above, all the gi are finite maps. We prove that all the gi

define on X′ a single finite map f : X′ → X. For this, note that all the gi coincide
on Uν

0 . If g : Uν
0 →U0 is the normalisation map then gi = g on Uν

0 . Hence the maps
gi and gj coincide on the open set of ϕ(Uν

0 ) contained in ϕi(U
ν
i ) ∩ ϕj (U

ν
j ). But

two regular maps that coincide on an nonempty open set coincide everywhere. This
follows from the same statement for functions. Thus gi and gj coincide at all points
at which they are both defined, so that they all define a regular map ν : X′ → X.
Obviously ν is birational. The theorem is proved. �

Theorem 2.23 The normalisation of a projective curve is projective.

Proof Let X be a projective curve and Xν its normalisation, with ν : Xν → X the
normalisation map. Suppose that Xν is not projective, and write Y for its closure in
projective space. Choose a point x ∈ Y \Xν ; let U be an affine neighbourhood of x
in Y and Uν its normalisation, with ν′ : Uν →U the normalisation map. We have a
diagram

Uν h−→ Xν ν−→ X

ν′⏐
 

⏐

 
ϕ

U −→
ψ

Y

where ϕ : Xν ↪→ Y and ψ : U ↪→ Y are the inclusions of open sets. The com-
posite map ν ◦ ϕ−1 ◦ ψ ◦ ν′ : Uν → X is birational, and since Uν is nonsingu-
lar, it is regular by Theorem 2.12, Corollary 2.3. By Theorem 2.21, there ex-
ists a regular map h : Uν → Xν as in the diagram, making the square commute,
ϕ ◦h=ψ ◦ν′. However, the existence of h leads to a contradiction: ϕ(h(Uν))⊂Xν ,
and ψ(ν′(Uν)) � x, since the normalisation map is finite, and hence surjective by
Theorem 1.12. This contradiction proves the theorem. �

Corollary An irreducible algebraic curve is birational to a nonsingular projective
curve.

This is a combination of Theorem 2.19, Corollary of Section 5.1 and Theo-
rem 2.23. Normalisation allows us to study properties of curves in more detail.
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Theorem 2.24 A regular map ϕ : X → Y from an irreducible nonsingular pro-
jective curve X is finite (Section 5.3, Chapter 1) if Y = ϕ(X) is a variety with
dimY > 0.

Proof Write V for an affine neighbourhood of a point y ∈ Y , and B = k[V ]. We
view k(Y ) as a subfield of k(X) under the inclusion ϕ∗. In particular, B ⊂ k(X);
let A be the integral closure of B in k(X). In the proof of the existence of the
normalisation of an algebraic variety, we proved that A is a finite B-module, and
hence A= k[U ], where U is an affine normal curve. Since U is birational to X, by
Theorem 2.16, Corollary 2.6, we can assume that U is an open subset of X. Let us
prove that U = ϕ−1(V ). This will guarantee the finiteness of ϕ.

Suppose that for some point y0 ∈ V there is a point x0 /∈ U with ϕ(x0) = y0.
Consider a function f such that f /∈Ox0 but f ∈Oxi for all xi ∈U with ϕ(xi)= y0
and xi �= x0. Such a function can easily be constructed by putting x0 and xi in one
affine open set. If f has poles at points x′ ∈U , then ϕ(x′)= y′ �= y0, and hence we
can find a function h ∈ B such that h(y0) �= 0 and f h ∈ Ox′ , that is, f h ∈ A; for
this, we need only take a sufficiently high power of a function that vanishes at y′.
Then f1 = f h is integral over B , that is

f n
1 + b1f

n−1
1 + · · · + bn = 0 with bi ∈ B,

so that f1 = −b1 − b2/f1 − · · · − bn/f
n−1
1 . Since f1 /∈ Ox0 , we get f−1

1 ∈ mx0 .
Hence the final equality is a contradiction: the right-hand side is regular at x0, but
the left-hand side is not. The theorem is proved. �

Another application concerns curve singularities: the existence of the normalisa-
tion allows us to introduce some useful invariants of singular points of curves.

Let X be a curve and p ∈ X a point, possibly singular; write ν : Xν → X for
the normalisation and q1, . . . , qk for the inverse images of p in Xν . The points qi
are called branches of X at p. The terminology is explained in that if k =C (or R)
and Ui are sufficiently small complex (or real) neighbourhoods of the qi , then some
neighbourhood of p ∈X is the union of the branches ν(Ui).

Write Θi for the tangent line to Xν at qi . The differential dqi ν of ν maps Θi onto
a linear subspace of the tangent space to X at p. Obviously (dqi ν)(Θi) is either the
point p or a line; in the second case, we say that qi is a linear branch, and (dqi ν)(Θi)

the tangent line to the branch.
A branch qi is linear if and only if ν∗ takes mp/m

2
p onto the whole of mqi /m

2
qi

.

Suppose that p is the origin in An with coordinates t1, . . . , tn. Then ν∗(mp/m
2
p)

is generated by ν∗(t1) + m2
qi
, . . . , ν∗(tn) + m2

qi
. Since qi is nonsingular we have

dim(mqi /m
2
qi
)= 1, and therefore a branch is linear if and only if ν∗(ts) /∈m2

qi
for at

least one s = 1, . . . , n. In other words, ν∗(ts) should be a local parameter at qi . Since
mp = (t1, . . . , tn), in invariant form the condition for qi to be a linear branch takes
the form ν∗(mp) �⊂m2

qi
. As a measure of how far qi fails to be a linear branch, we

can take the number k such that ν∗(mp)⊂ mk
qi

but ν∗(mp) �⊂ mk+1
qi

. This is called
the multiplicity of the branch qi .
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Figure 11 The Newton
polygon

The point (0,0) of y2 = x2+x3 gives an example of two linear branches with the
tangent lines y = x and y =−x, and the point (0,0) of the cusp y2 = x3 an example
of a nonlinear branch of multiplicity 2. If x is the centre of a single branch, and this
is linear, then x is a nonsingular point. This is a corollary of a lemma that we prove
at the end of this section. Thus the simplest invariants measuring how singular a
point is are its number of branches, and their multiplicities. We say that a point of
an algebraic curve in the plane is an ordinary singularity, or a singular point with
distinct tangent lines if it has only linear branches and all its branches have distinct
tangent lines.

Suppose that X is given by F(x, y)= 0, and that chark = 0. Let (0,0)= p ∈X

and let q ∈Xν be one of the branches corresponding to p. If t is a local parameter
at q then there are formal power series expansions

x = ant
n + an+1t

n+1 + · · · ,
y = bmtm + am+1t

m+1 + · · · , with n,m> 0 and an, bm �= 0. (2.38)

There exists a formal power series τ = r1t+ r2t
2+· · · with r1 �= 0 such that τn = x.

This is easy to check: we have first to set r1 = a
1/n
n , and from then on, for each i > 1

we get a linear equation for ri , to solve which we must divide by n, which is possible
under the assumption chark = 0. On the other hand, t can also be expressed in terms
of τ as a formal power series, t = r−1

1 τ + s2τ
2+· · · , as can also be checked at once

by equating coefficients. Finally, substituting this expression in (2.38), we get a
parametrisation x = τn, y = cmτm + cm+1τ

m+1 + · · · , that can be rewritten

y = cmxm/n + cm+1x
m+1/n + · · · (2.39)

A parametrisation of a branch of this type is called a Puiseux expansion of y. This
is particularly useful in problems of analysis, where y is viewed as a function of x.

To find explicitly the Puiseux expansions corresponding to different branches,
there is an extremely convenient method using the Newton polygon of a polyno-
mial F . Suppose that F(x, y)=∑

Aijx
iyj . In the plane, we draw the points with

coordinates (i, j) for which Aij �= 0 (Figure 11).
A necessary condition for the expansion (2.39) to satisfy F(x, y)= 0 is that after

substituting (2.39) in F , the lowest powers of x arising from the various monomials
Aijx

iyj must cancel out. In order for this to be possible, at least two monomi-
als Ai′j ′xi′yj ′ and Ai′′j ′′xi′′yj ′′ must give terms of the same degree d in x, and
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other monomials terms of degree ≥d . In other words, the exponent α =m/n should
satisfy the condition i′ + j ′α = i′′ + j ′′α ≤ i + jα for all (i, j) with Aij �= 0. In
Figure 11 this is expressed by saying that α is minus the slope of the line through
points (i′, j ′) and (i′′, j ′′), with all other points drawn in the picture either on or
above the line. In other words, the only exponents α that can appear are minus the
slopes of the lower convex boundary of the convex hull of the set of points drawn in
the picture.

We rewrite the expansion (2.39) in the form y =∑

cνi x
νi , where νi are increas-

ing rational exponents, and cνi �= 0. Certain of these exponents play an especially
important role as invariants of the singularity. Suppose that the first nonintegral ex-
ponent is m1/n1. Obviously, n1 | n, and if n1 �= n then there must be exponents with
denominators strictly divisible by n1. Suppose that the first of these beyond m1/n1

is m2/(n1n2); then suppose that m3/(n1n2n3) is the first exponent with denomina-
tor strictly divisible by n1n2, and so on, up to mk/(n1 · · ·nk), where n1 · · ·nk = n.
The pairs (m1, n1), (m2, n2), . . . , (mk,nk) are called the characteristic pairs of the
branch. We state in its simplest form a result that illustrates the significance of char-
acteristic pairs. Consider only singularities having a single branch. For any sequence
of characteristic pairs there exists a natural number l such that the singularities with
given characteristic pairs are uniquely determined up to formal analytic equivalence
(see Section 2.2 for the definition) by the first l terms of the expansion (2.39). Thus
singularities with given sequence of characteristic pairs form a finite dimensional
space. For a simple proof and various generalisations, see Hironaka [39] or Walker
[77, Sections 2–3, Chapter IV].

5.4 Projective Embedding of Nonsingular Varieties

The nonsingular projective model of an algebraic curve constructed in the preceding
section is contained in some projective space Pn. The natural question arises as to
how small n we can take to be. We answer this by proving a general result on
varieties of arbitrary dimension.

Theorem 2.25 A nonsingular projective n-dimensional variety is isomorphic to a
subvariety of P2n+1.

Let X ⊂ P
N be a nonsingular projective variety. Theorem 2.25 will be proved if

for N > 2n+ 1 we can choose a point ξ ∈ P
N \X such that the projection from ξ is

an isomorphic embedding of X into P
N−1. We therefore start by elucidating when

a regular map is an isomorphic embedding.

Lemma A finite map f from a variety X is an isomorphic embedding if and only
if it is one-to-one and dxf is an isomorphic embedding of the tangent space Θx for
every x ∈X.
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Proof Set f (X) = Y and ϕ = f−1. The lemma will be proved if we show that ϕ

is a regular map. The assertion is local in nature. For y ∈ Y , let x ∈X be such that
f (x) = y. Write U and V for affine neighbourhoods of x and y with f (U) = V

and such that k[U ] is integral over k[V ], and continue to write f : U → V for the
restriction of f . It is enough to prove that f is an isomorphism for suitable choice
of U and V , since then ϕ = f−1 is a regular map at y.

Recall that the tangent space Θx is the dual vector space to mx/m
2
x , where mx

is the maximal ideal of the local ring Ox . The second hypothesis of the lemma
is that f ∗ : my/m

2
y → mx/m

2
x is surjective. In other words, if my = (u1, . . . , uk),

then the elements f ∗(ui) + m2
x generate mx/m

2
x . We apply Nakayama’s lemma

(Proposition A.11) to mx as an Ox -module. It then follows from this that mx =
(f ∗(u1), . . . , f

∗(uk)), or in other words

mx = f ∗(my)Ox. (2.40)

We check that Ox is a finite module over f ∗(Oy). Since k[U ] is a finite k[V ]-
module, it is enough to prove that each element of Ox can be expressed in the
form ξ/f ∗(a) with ξ ∈ k[U ] and a /∈ my . For this, it is enough to check that for
α ∈ k[U ] with α /∈ mx there exists an element a ∈ k[V ] with a /∈ my such that
f ∗(a)= αβ with β ∈ k[U ]. By Theorem 1.12 the set f (V (α)) is closed, and since
f is one-to-one, y /∈ f (V (α)). Hence there exists a function c ∈ k[V ] such that
c = 0 on f (V (α)) and c(y) �= 0. Then f ∗(c) = 0 on V (α) and f ∗(c)(x) �= 0. By
the Nullstellensatz, f ∗(c)n = αβ for some n > 0 and β ∈ k[U ]. We can set a = cn.

Now we can apply Nakayama’s lemma to Ox as a f ∗(Oy)-module. The equal-
ity (2.40) shows that Ox/f

∗(my)Ox =Ox/mx = k, and hence is generated by the
single element 1. It now follows by Nakayama’s lemma that Ox = f ∗(Oy).

Let u1, . . . , ul be a basis of k[U ] as a module over k[V ]. By what we have
proved, ui ∈Ox = f ∗(Oy). Write V ′ = V \ V (h) for a principal affine neighbour-
hood of y such that all (f ∗)−1(ui) are regular in U ′ =U \V (f ∗(h)). Then k[U ′] =
∑

f ∗k[V ′]ui . By assumption ui ∈ f ∗(k[V ′]), and it follows that k[U ′] = k[V ′],
which means that f : U ′ → V ′ is an isomorphism. The lemma is proved. �

Corollary 2.7 Let X ⊂ P
N be a variety and ξ ∈ P

N \ X. Suppose that every line
through ξ intersects X in at most one point, and ξ is not contained in the tangent
space to X at any point then the projection from ξ is an isomorphic embedding
X ↪→ P

N−1.

It is enough to apply the lemma, together with Theorem 1.15.

Proof of Theorem 2.25 It is enough to prove that if X ⊂ PN is a nonsingular n-
dimensional variety and N > 2n+ 1 then there exists ξ as in Corollary 2.7; this is
a standard dimension count. Let U1 and U2 ⊂ P

N be the sets of points ξ ∈ P
N not

satisfying the two assumptions of Corollary 2.7.
In P

N × X × X consider the set Γ of triples (a, b, c) with a ∈ P
N , b, c ∈ X

such that a, b, c are collinear. Γ is obviously a closed subset of PN ×X ×X. The
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projections of PN×X×X to P
N and to X×X define regular maps ϕ : Γ → P

N and
ψ : Γ →X ×X. Obviously if y ∈X ×X with y = (b, c), and b �= c then ψ−1(y)

consists of points (a, b, c) where a is any point of the line through b and c. Hence
dimψ−1(y)= 1 and it follows by Theorem 1.25 that dimΓ = 2n+ 1. By definition
U1 = ϕ(Γ ), and the same theorem gives dimU1 ≤ dimΓ = 2n+ 1.

In a similar way, to study the set U2 we consider in P
N ×X the set Γ ′ consisting

of points (a, b) such that a ∈ Θb . In exactly the same way we have projections
ψ : Γ ′ → X and ϕ : Γ ′ → P

N . For b ∈ X we have dimψ−1(b) = n since X is
nonsingular, and hence dimΓ ′ = 2n, and since U2 = ϕ(Γ ′), also dimU2 ≤ 2n.

We see that dimU1 ≤ dimΓ = 2n+ 1 and dimU2 ≤ 2n; therefore if N > 2n+ 1
then U1 ∪U2 �= P

N , which was what we wanted. The theorem is proved. �

Corollary 2.8 Any nonsingular quasiprojective curve is isomorphic to a curve
in P

3.

We will see later that not every curve is isomorphic to a curve in the projective
plane. That is, not every algebraic curve has a nonsingular plane projective model.

However, it can be proved that, continuing the process of projection used in the
proof of Theorem 2.25, we can obtain a plane curve all of whose singular points
are ordinary double points (we assume here that chark = 0). By Theorem 2.25,
every nonsingular projective surface is isomorphic to a surface in P

5; in general, it
cannot be projected isomorphically into P

4. However, one can choose a projection
to P

4 so that it is an isomorphism outside finitely many points. In this way we easily
arrive at isolated surface singularities that are not normal, one example of which
was constructed at the end of Section 5.1.

5.5 Exercises to Section 5

1 Let X be an affine variety and K a finite extension of k(X). Prove that there exists
an affine variety Y and a map f : Y → X with the properties (1) f is finite; (2) Y

is normal; (3) k(Y ) = K with f ∗ : k(X) ↪→ k(Y ) = K the given inclusion. Prove
that Y is uniquely determined by these properties. It is called the normalisation of
X in K .

2 Let X be the cone z2 = xy. Prove that the normalisation of X in the field
k(X)(

√
x) equals the affine plane, and the normalisation map is of the form x = u2,

y = v2, z= uv.

3 Prove the assertions analogous to those of Exercise 1 for an arbitrary quasipro-
jective curve X. Prove that if X is projective then so is Y .

4 How is the normalisation of X× Y related to those of X and Y ?



6 Singularities of a Map 137

5 Prove that x is a normal point of X if the completed local ring ̂Ox of Section 2.2
has no zerodivisors and is integrally closed. [Hint: Extend Exercise 7 of Section 3.3
to singular points and apply.]

6 Prove that the cone X ⊂An given by x2
1 + · · · + x2

n = 0 is normal.

7 In Exercise 13 of Section 3.3, prove that the origin is a normal point of the hyper-
surface X.

8 Is the Steiner surface of Exercise 15 of Section 1.6 normal?

9 Prove that any algebraic curve has a plane projective model all of whose singu-
larities have only linear branches.

6 Singularities of a Map

When studying a regular map f : X→ Y , the following question arises: to what
extent do the fibres f−1(y) over points y ∈ Y inherit properties of X. As a rule,
there are relations that do not hold everywhere, but hold over “most” points y ∈ Y ,
that is, over points of some dense open set U ⊂ Y . Over other points y /∈ U , the
fibres f−1(y) may suffer some kind of degeneration, or acquire singularities not
present on X. The situation should be compared with that of Theorem 1.25 on the
dimensions of fibres.

6.1 Irreducibility

Of course, even if X is irreducible, we cannot hope that almost all the fibres of
f : X→ Y are irreducible. For example, if f is finite, its fibres are finite collections
of points. We now formulate a restriction that allows us to guarantee the irreducibil-
ity of “most” fibres.

Suppose that X and Y are irreducible, and that f (X) is dense in Y . A variety X

defined over k can also be viewed as a variety over the bigger field k(Y )⊃ k. Since
all our considerations so far related to algebraically closed fields, we have to view
it over an even bigger field, the algebraic closure k(Y ) of k(Y ). Now over k(Y ), our
variety X may no longer be irreducible. For example, let X be the pencil of conics
defined by

∑2
i,j=0 aij (t)ξiξj = 0 in P

2 ×A
1. Set D(t)= det |aij (t)|. If D(t) is not

identically 0, the conic
∑2

i,j=0 aij (t)ξiξj = 0 is nondegenerate, and X is irreducible

over k(t). But if D(t)≡ 0, then over k(t), the equation of the conic can be reduced
to a(t)ξ2

0 + b(t)ξ2
1 = 0. If −b(t)/a(t) is not a square in k(t) then a(t)ξ2

0 + b(t)ξ2
1 is

irreducible over k(t), but nevertheless reducible over k(t).
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In the general case, it can be shown that a variety X is irreducible over k(Y ) if and
only if the map f : X→ Y cannot be factored as a composite X→ Y ′ → Y where
k(Y ′) is a nontrivial finite extension field of k(Y ), or in other words, if and only if
f ∗ : k(Y ) ↪→ k(X) embeds k(Y ) as an algebraically closed subfield of k(X). This
is a purely algebraic fact, see Zariski and Samuel [81, Theorem 38 of Section 11,
Chapter VII].

Theorem 2.26 (The first Bertini theorem) Let X and Y be irreducible varieties de-
fined over a field of characteristic 0, and f : X→ Y a regular map such that f (X)

is dense in Y . Suppose that X remains irreducible over the algebraic closure k(Y )

of k(Y ). Then there exists an open dense set U ⊂ Y such that all the fibres f−1(y)

over y ∈U are irreducible.

Remark 2.1 The theorem also holds over a field of characteristic p; the proof just
becomes slightly more complicated.

Remark 2.2 By the remark just before the statement of the theorem, the only reason
for “most” fibres of f : X→ Y to be reducible is the existence of a factorisation
X→ Y ′ → Y where Y ′ → Y is a generically finite maps.

Proof We can replace Y by an affine open subset Y1, and so by Theorem 1.25,
we can assume that for y ∈ Y1 all the components of the fibres f−1(y) have the
same dimension r = dimX− dimY . In this situation, we can also replace X by any
open subset X1. Indeed, set X \ X1 = Z and let Z =⋃

Zi be its decomposition
into irreducible components. By passing to a smaller open set Y2 ⊂ Y1 if necessary,
we can discard the components Zi for which f (Zi) �= Y2. If f (Zi) is dense in Y2,
possibly shrinking Y2 still further, we can once more assume that all components
of fibres of f : Zi → Y2 have the same dimension equal to dimZi − dimY2 < r .
Therefore they meet the fibres of f : X→ Y2 in subsets of smaller dimension, and
since all components of these fibres have equal dimension, discarding subsets of
smaller dimension from them does not affect their irreducibility.

We now make use of the fact that our fields have characteristic 0. We can find
r + 1 elements u1, . . . , ur , ur+1 ∈ k(X) such that u1, . . . , ur are algebraically in-
dependent over k(Y ), and such that ur+1 is a primitive element for the field exten-
sion k(Y )(u1, . . . , ur )⊂ k(X), and is integral over k[Y2][u1, . . . , ur ]. Let X2 be the
affine variety for which k[X2] = k[Y2][u1, . . . , ur , ur+1]. By construction X2 is bi-
rational to X, and hence they contain isomorphic open subsets, so that it is enough
to prove the theorem for X2 in place of X, with the map f : X2 → Y2 defined by the
inclusion k[Y2] ⊂ k[Y2][u1, . . . , ur , ur+1].

Let F = T k+a1(u1, . . . , ur )T
k−1+· · ·+ak(u1, . . . , ur ) be the irreducible poly-

nomial with ai ∈ k[Y2][u1, . . . , ur ] of which ur+1 is a root. The assumption that
X is irreducible over the field k(Y ) means that F is irreducible over the ring
k(Y )[T ,u1, . . . , ur ]. Now the thing that we have to prove is that there exists an
open subset U ⊂ Y2 such that F remains irreducible on making the substitution
ai �→ ai(y) for each y ∈U , that is, replacing each coefficient ai ∈ k[Y2] of F by its



6 Singularities of a Map 139

value ai(y) at y. But this follows at once from Proposition of Section 5.2, Chapter 1
and Remark 1.6, according to which the reducibility of a polynomial is expressed
by polynomial relations Rj (a1, . . . , ak) = 0 between its coefficients. At least one
of these relations fails for F , say Rj (a1, . . . , ak)= R �= 0 ∈ k[Y2]; but then for any
point y ∈ Y2 with R(y) �= 0, the polynomial obtained by substituting ai �→ ai(y) for
the coefficients of F is also irreducible. In other words, U = Y2 \V (a). The theorem
is proved. �

6.2 Nonsingularity

In the theory of differentiable manifolds, one proves that for a smooth map f : X→
Y , the points y ∈ Y over which the fibre f−1(y) is not a smooth manifold form a
subset of measure 0 in Y (an analogue in differential topology of a subvariety of
smaller dimension). This is called Sard’s theorem (see Lang [56, Section 1, Chap-
ter VIII] or Abraham and Robbin, [2, Section 15]). Theorem 2.27 below is an al-
gebraic geometric equivalent of this over a field of characteristic 0. We will see in
Section 6.4 that the same assertion in characteristic p is false.

Theorem 2.27 (The second Bertini theorem) Let f : X→ Y be a regular map of
varieties defined over a field of characteristic 0, with f (X) dense in Y ; assume
that X is nonsingular. Then there exists a dense open set U ⊂ Y such that the fibre
f−1(y) is nonsingular for every y ∈U .

Theorems 2.26 and 2.27 and their various generalisations are called the Bertini
Theorems.

Set dimX = n and dimY =m. By Theorem 1.25, there exists a dense open sub-
set of Y over which all components of the fibres f−1(y) are of the same dimension
n−m. We can assume that Y is the whole of this open set. In the same way, we can
assume that Y is nonsingular. We prove first two lemmas.

Lemma 2.3 The fibre f−1(y) is nonsingular if dxf : ΘX,x →ΘY,y is surjective for
all points x ∈ f−1(y).

Proof Note that the tangent space Θf−1(y),x to the fibre f−1(y) is contained in the
kernel of dxf . Indeed, the composite of Θf−1(y),x ↪→ΘX,x with dxf is 0. To check
this, by duality we must check that the composite of the dual my/m

2
y →mx/m

2
x of

dxf with mx/m
2
x → mx/m

2
x is 0, where mx is the maximal ideal of x on the fibre

f−1(y), and mx →mx the restriction from X to the fibre. But this is obvious. Thus
dxf surjective implies that

dimΘf−1(y),x ≤ dim ker dxf = dimOX,x − dimΘY,y ≤ n−m;
(here we use the fact that X is nonsingular, that is, dimΘX,x = n). Since all the
components of the fibre f−1(y) have dimension n−m, it follows that it is nonsin-
gular. �
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Lemma 2.4 There exists a nonempty open subset V ⊂X such that dxf is surjective
for x ∈ V .

Proof The surjectivity of dxf : ΘX,x →ΘY,y is dual to the injectivity of my/m
2
y →

mx/m
2
x , that is, if u1, . . . , um are local parameters at Y , to the linearly independence

of dxu1, . . . ,dxum. Using the inclusion of Oy to the formal power series ring as in
Section 2.2, it is easy to see that u1, . . . , um are algebraically independent, and since
f (X) is dense in Y , it follows that they are also algebraically independent as func-
tions on X. We complete them to a system u1, . . . , un of n = dimX algebraically
independent functions.

Lemma 2.4 will be proved if we check that for any system u1, . . . , un of alge-
braically independent functions on X, the set of points at which u1, . . . , un are local
parameters is open and nonempty. We can assume that X is affine, X ⊂ AN , with
coordinates x1, . . . , xN . We prove that for points x of a nonempty open set U ⊂X

all the dxxi can be expressed as linear combinations of dxu1, . . . ,dxun. If these
were linearly dependent it would then follow that dimΘX,x < n.

Each xi is related to u1, . . . , un by a relation Fi(xi, u1, . . . , un)= 0, with Fi an
irreducible polynomial, and hence (using that char k = 0), ∂Fi/∂xi is not identically
0. Suppose that Fi = a0x

ni

i +a1x
ni−1
i +· · ·+an, with aj ∈ k[u1, . . . , un]. Now dxaj

are linear combinations of dxu1, . . . ,dxun. Using the basic properties (2.10) of the
differential dx , it follows from Fi(xi, u1, . . . , un)= 0 that

∂Fi

∂xi
(x)dxxi + x

ni

i dxa0 + · · · + dxan = 0

at any point x ∈X. The points at which all ∂Fi/∂xi(x) �= 0 form a nonempty open
set, and at such points dxxi can be written as linear combinations of dxu1, . . . ,dxun.
Lemma 2.4 is proved. �

Proof of Theorem 2.27 It is now easy to complete the proof of Theorem 2.27. Let
Z ⊂X denote the subset of points x ∈X at which dxf is not surjective. It is easy to
see that it is a closed subset, since it is defined by the vanishing of certain minors.
We need to prove that f (Z) is contained in a proper closed subset of Y . If not, then
f (Z) is dense in Y . Applying Lemma 2.4 to Z, we find a nonempty open set V ⊂ Z

such that ΘZ,x → ΘY,f (x) is surjective at all points of V . But ΘZ,x ⊂ ΘX,x , and
thus a fortiori the map ΘX,x →ΘY,x must be surjective. This contradiction proves
the theorem. �

6.3 Ramification

We consider now an especially simple case of maps, those with 0-dimensional fi-
bres. For a finite map f : X→ Y , as we saw in Theorem 1.13, the inverse image
f−1(y) of any point y ∈ Y is a finite number of points. Let us study this number.
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By analogy with the theorem on dimension of fibres, it is natural to expect that it is
constant for all y in some open set, deviating from this value only on some closed
subset Z ⊂ Y . This is what happens in the simplest case

f : A1 →A
1 given by y = f (x)= x2. (2.41)

To state in a general form the specific property of this example, we introduce the
following notion.

Definition Let X and Y be irreducible varieties of the same dimension and f : X→
Y a regular map such that f (X) ⊂ Y is dense. The degree of the field extension
f ∗(k(Y ))⊂ k(X), which is finite under these assumptions, is called the degree of f :

degf = [

k(X) : f ∗(k(Y )
)]

.

The map (2.41) has degf = 2, and if chark �= 2, every point y �= 0 has two
distinct inverse images, and the point y = 0 one only. Is it always true that the
number of inverse images is ≤ the degree of a map? This is not so for the example
of the parametrisation f : A1 → Y of the cubic curve with an ordinary double point
(1.2)–(1.3): here degf = 1, but the inverse image of the singular point consists of
two points. It turns out that the reason here is that Y is not normal.

Theorem 2.28 If f : X→ Y is a finite map of irreducible varieties, and Y is nor-
mal, then the number of inverse images of any point y ∈ Y is ≤degf .

Proof In view of the definition of a finite map, we can restrict to the case that X and
Y are affine. Set

k[X] =A, k(X)=K,

k[Y ] = B, k(Y )= L,
with [K : L] = degf = n.

Since Y is normal, B is integrally closed, and since f is finite, A is a finite B-
module. Hence for any a ∈ A, the coefficients of the minimal polynomial of a are
in B . This is a simple property of integrally closed rings, whose proof can be found
in Atiyah and Macdonald [8, Proposition 5.15].

Suppose that f−1(y)= {x1, . . . , xm}. Consider an element a ∈ A taking distinct
values a(xi) at the points xi for i = 1, . . . ,m; if X ⊂ A

N , the point is to find a
polynomial on A

N with this property, which is entirely elementary. Let F ∈ B[T ] be
the minimal polynomial of a. Obviously degF ≤ n. We replace all the coefficients
of F by their values at y, writing F(T ) for the resulting polynomial. Then this has
m distinct roots a(xi). Thus

m≤ degF = degF ≤ n,

so that m≤ n, as asserted. The theorem is proved. �

In what follows, throughout this section, we consider a finite map f : X→ Y

between irreducible varieties, and assume that Y is normal.
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Definition f is unramified over y ∈ Y if the number of inverse images of y equals
the degree of the map. Otherwise, we say that f is ramified at y, or that y is a
ramification point or a branch point of f .

Theorem 2.29 The set of points at which a map is unramified is open, and is
nonempty if f ∗(k(Y ))⊂ k(X) is a separable field extension.

Proof We preserve the notation introduced in the proof of Theorem 2.28. If f is
unramified at y then degF = degF = n, and F has n distinct roots. Write D(F) for
the discriminant of F . As we have seen, a sufficient condition for f to be unramified
at a point y can be written

D(F)=D(F)(y) �= 0. (2.42)

But then D(F)(y′) �= 0 for points y′ in some neighbourhood of y. This is what we
had to prove. Thus the set of branch point is a closed set; it is called the branch locus
or ramification locus of f .

The question remains as to whether it is a strict subset. Suppose that f ∗(k(Y ))⊂
k(X) is separable. In this case we also say that f is separable. We can again assume
that X and Y are affine, and use the previous notation. If a ∈A is a primitive element
for the field extension f ∗(k(Y )) ⊂ k(X) and F(T ) its minimal polynomial, then
degF = n and D(F) �= 0. Therefore, there exist points y ∈ Y such that D(F)(y) �=
0, so that f is unramified. This proves Theorem 2.29. �

Remark In the case of an inseparable map, every point is a ramification point; the
standard example of this is the map A

1 →A
1 defined by x �→ xp .

We see that if f : X→ Y is finite and separable, with X and Y irreducible and Y

normal, then the picture is as in the example (2.41): points of some nonempty open
subset U ⊂ Y have degf distinct inverse images, and points in the complement
have fewer inverse images. See Theorem 7.3 of Section 3.1, Chapter 7, for a more
concrete local description of the ramification of a map f : X→ Y between algebraic
curves over C.

Now suppose that Y is nonsingular. The preceding considerations allow us to de-
scribe finite unramified maps f : X→ Y in a very explicit form. Consider a function
a ∈A= k[X] that takes distinct values at all the points of the inverse image f−1(y)

of some point y ∈ Y . Then k(X) = k(Y )(a). If B = k[Y ], and F = F(T ) ∈ B[T ]
is the minimal polynomial of a, then by (2.42), the discriminant D(F)(y) �= 0,
and hence F ′(a)(x) �= 0 for x ∈ f−1(y). From now on, we write Y for an affine
neighbourhood of y on which D(F) is nonzero, and X for its inverse image. Set
A′ = B[a] = B[T ]/(F (T )). Then A′ = k[X′], where X′ ⊂ Y × A1 is defined by
the equation F(T )= 0. We prove that, in view of the nonsingularity of Y , also X′
is nonsingular. But then X′ is normal, and therefore A′ is integrally closed; since
A′ ⊂ A and the two rings have the same field of fractions, we have A = A′ and
X =X′, that is, the explicit construction of X′ actually describes X.
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It remains to prove that X′ is nonsingular. Suppose that

F(T )= T n + b1T
n−1 + · · · + bn with bi ∈ B .

We prove that the map dxf : ΘX′,x → ΘY,z is an inclusion for any point x ∈ X′,
where z = f (x). By duality, this is equivalent to mz/m

2
z → mx/m

2
x surjective. Let

u1, . . . , um be local parameters at z. We need to prove that dxu1, . . . ,dxum generate
mx/m

2
x . By definition this space is generated by elements dxb for b ∈ B (which are

linear combinations of dxu1, . . . ,dxum) together with dxa. It remains to prove that
dxa can be written as a linear combination of dxu1, . . . ,dxum. For this, we use the
fact F(a)= 0, and the properties (2.10) of differentials. We get

F ′(a)(x)dxa + an−1(x)dxb1 + · · · + dxbn = 0.

Since F ′(a)(x) �= 0, this expresses dxa in terms of dxu1, . . . ,dxum.
Now recall that Y is nonsingular and dimX′ = dimY =m. Hence dimΘY,z =m,

and in view of the inclusion dxf : ΘX′,x ↪→ΘY,z, also dimΘX′,x =m. Hence X′ is
nonsingular and X′ =X. But we have proved a little more. We summarise what we
have proved.

Theorem 2.30 An unramified finite map f : X→ Y to a nonsingular variety Y is
locally described as the projection to Y of a subvariety X ⊂ Y × A

1, where X is
defined by an equation F(T )= 0 and D(F) �= 0 on Y . The differential dxf defines
an isomorphism ΘX,x

∼→ΘY,f (x) on the tangent spaces.

In the case k = C, this theorem shows that as a map of topological spaces,
f : X → Y is an unramified cover, that is, any point y ∈ Y has a neighbour-
hood U such that f−1(U) decomposes as a disjoint union of open sets, each of
which is mapped homeomorphically to U by f . Indeed, suppose that f−1(y) =
{x1, . . . , xn}, and that u1, . . . , um are local parameters in a neighbourhood of y and
v
(i)
1 , . . . , v

(i)
m local parameters at xi . The isomorphism dxi : ΘX,xi

∼→ ΘY,y shows

that det |∂v(i)
k /∂uj |(xi) �= 0 for all i = 1, . . . , n. By the implicit function theorem

it follows from this that there exist neighbourhoods Vi of xi and U of y such
that f define a homeomorphism from each Vi to U . We can choose these neigh-
bourhoods sufficiently small that Vi and Vj do not intersect for i �= j . We check
that f−1(U) =⋃

Vi . If y′ ∈ U then, since f is unramified, f−1(y′) consists of
n = degf points. But since y′ already has n inverse images in

⋃

Vi , we have
f−1(U)=⋃

Vi .

6.4 Examples

Example 2.7 (Pencil of quadrics) Assume that chark �= 2, and consider the hyper-
surface X ⊂ P

n×A
1 defined by the equation

∑n
i,j=0 aij (t)ξiξj = 0, where aij (t) ∈
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k[A1] = k[t], and the projection X→ A
1 is induced by the projection P

n ×A
1 →

A
1. This is called a pencil of quadrics, and the polynomial D(t) = det |aij (t)| the

discriminant of the pencil. Pencils of conics have already appeared in Example 1.35.
We determine first of all when X is nonsingular, and secondly, over what points

α ∈A
1 the fibre of X→A

1 is singular.
Set F =∑

aij (t)ξiξj . If D(α) �= 0 at a point t = α then the equations ∂F/∂ξi =
0 for i = 0, . . . , n and t = α have only the solution 0, so that points of the fibre over
t = α are nonsingular both as points of X and as points of the fibre. It remains to
consider the values t = α for which D(α)= 0. We will assume that α = 0.

Write F for the quadratic form F =∑

aij (0)ξiξj , and r for its rank. We can
make a nondegenerate linear transformation with coefficients in k to put F in the
form ξ2

0 + · · · + ξ2
r−1. Now we apply to F the standard method of completing the

square; we can make a linear transformation with coefficients in the local ring O0
of the origin of A1 (that is, the coefficients are rational function with no t in the
denominators), and with determinant invertible in O0, to put F in the form

F = a0(t)ξ
2
0 + · · · + ar−1(t)ξ

2
r−1 + tG(ξr , . . . , ξn),

with ai(t) ∈ O0 and ai(0) �= 1 for i = 0, . . . , r − 1. Any points with t = 0 and
ξ0 = · · · = ξr−1 = 0 (and arbitrary ξr , . . . , ξn) lie on X, and there ∂F/∂ξi = 0 for
all i. Suppose that

G(ξr , . . . , ξn)=G(ξr , . . . , ξn)+ tG1(ξr , . . . , ξn),

with G ∈ k[ξr , . . . , ξn]. Then at our point, ∂F/∂t = G(ξr , . . . , ξn). If r < n then
there exist ξr , . . . , ξn, not all 0, such that G(ξr , . . . , ξn)= 0, and the point is singular
on X. For r = n, the equation looks like

F = a0(t)ξ
2
0 + · · · + an−1(t)ξ

2
n−1 + tkan(t)ξ

2
n ,

with ai(0) �= 0 for i = 0, . . . , n and some k ≥ 1. If k > 1 then ∂F/∂t = 0 at the point
t = 0, (ξ0, . . . , ξn)= (0, . . . ,0,1), and this is a singular point of X. There remains
the case k = 1, when it is easy to see that no point of the fibre over t = 0 is a singular
point of X. Thus we have proved the following result.

Proposition 2.1 The quadric bundle X is a nonsingular variety if and only if its
discriminant has no repeated roots. The singular fibres are precisely the fibres over
the roots of the discriminant. In particular, the number of singular fibres of X→A

1

equals the degree of the discriminant.

Example 2.8 (Pencil of elliptic curves) Assume that the characteristic of k is not 2
or 3, and consider the surface X ⊂ P

2 ×A
1 defined by the equation

ξ2
2 ξ0 = ξ3

1 + a(t)ξ1ξ
2
0 + b(t)ξ3

0 with a(t), b(t) ∈ k
[

A
1]= k[t].

The projection P
2 ×A

1 →A
1 defines a map f : X→A

1. The fibre f−1(α) over a
point α is the cubic curve ξ2

2 ξ0 = ξ3
1 + a(α)ξ1ξ

2
0 + b(α)ξ3

0 . This cubic has a unique



6 Singularities of a Map 145

point on the “line at infinity” ξ0 = 0, the flex (0 : 1 : 0); in the chart A2 with ξ0 �= 0,
it is given in affine coordinates x = ξ1/ξ0 and y = ξ2/ξ0 by y2 = x3+a(α)x+b(α).
If the fibre f−1(α) is nonsingular, then as in Example 2.7, X has no singular points
on it.

Suppose that f−1(α) is singular. It is easy to see that (0 : 1 : 0) is nonsingular.
Thus there must be a simultaneous solution of y = 0, 3x2+a(α)= 0 and y2 = x3+
a(α)x + b(α), from which it follows that 4a(α)3 + 27b(α)2 = 0. The polynomial
D(t)= 4a(t)3 + 27b(t)2 is called the discriminant of the pencil X→ A

1. We will
assume that D(t) is not identically 0. We have proved that if D(α) �= 0 then all
points of the fibre f−1(α) are nonsingular both on the fibre and on the surface X.

If D(α)= 0 then the same argument shows that the fibre f−1(α) has a singular
point, and it follows from the equations 3x2+ a(α)= 0 and x3+ a(α)x+ b(α)= 0
that the x-coordinate of this point is given by 2a(α)x + 3b(α) = 0. In order for
this to be a singular point of X, it must also satisfy a′(α)x + b′(α) = 0, whence
2ab′ − 3b′a = 0. Since moreover 4a(α)3 + 27b(α)2 = 0, either a(α) = b(α) = 0
or a(α) �= 0 and b(α) �= 0. When a(α) = b(α) = 0 our relations are equivalent to
b′(α)= 0, and when a(α) �= 0 and b(α) �= 0, they can be expressed as (a3/b2)′(α)=
0, or D′(α)= (b2(4a3/b2 + 27)′)(α)= 0. This proves the following result.

Proposition 2.2 The pencil of elliptic curves X→ A
1 is a nonsingular surface if

the discriminant has simple roots or are common roots of a and b that are simple
roots of b. Singular fibres correspond to roots of the discriminant.

Example 2.9 (Pathologies in finite characteristic) We can construct examples in
which the assertion of Theorem 2.27 fails in characteristic 2. For this, consider the
finite part of the pencil of elliptic curves ξ2

2 ξ0 = ξ3
1 + a(t)ξ1ξ

2
0 + b(t)ξ3

0 , given by
y2 = x3 + a(t)x + b(t). In characteristic 2 every fibre y2 = x3 + a(α)x + b(α) is
singular at the point x = a(α)1/2, y = b(α)1/2, and at no other point. In order for
this to be a singular point of the surface, we must have a′(α)x + b′(α)= 0, that is,
((a′)2a + (b′)2)(α) = 0. Thus all the fibres of X→ A

1 are singular, but the sur-
face X itself only has singular points in the fibres f−1(α), where α is a root of
(a′)2a + (b′)2. If S is the set of these roots, then the surface X \ f−1(S) is nonsin-
gular, but all the fibres of X \ f−1(S)→A1 \ S are singular.

There is a similar example in characteristic 3, the pencil with equation y2 =
x3 + a(t). It can be proved that such “pathological” pencils of cubic curves exist
only in characteristic 2 or 3, although of course similar examples occur for all p for
curves of higher degree, for example y2 = xp + a(t).

An example of a finite map f : X→ Y such that every point y ∈ Y is a branch
point is given by the Frobenius map, Example 1.16 in characteristic p > 0. It has
ϕ(α1, . . . , αn)= (α

p

1 , . . . , α
p
n ), so that in characteristic p, every point x has a unique

inverse image ϕ−1(x).
In the theory of curves, the Frobenius map particularly reflects the specific

properties of finite characteristic. For this, we need to generalise somewhat. If C

is the plane curve f (x, y) =∑

aij x
iyj = 0, we let C′ be the curve g(x, y) =
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∑

a
p
ij x

iyj = 0. In characteristic p, the map u = xp , v = xp obviously defines a
rational map ϕ : C → C′ (in fact, a regular map). This is also called the Frobe-
nius map, and coincides with that introduced in Example 1.16 if aij ∈ Fp , when
a
p
ij = aij , and therefore C = C′.

Theorem 2.31 The Frobenius map of an algebraic curve has degree p. Every in-
separable rational map of curves f : X→ Y factors as a composite f = g◦ϕ where
g : X′ → Y is some map and ϕ : X→X′ the Frobenius map.

Proof This follows from general properties of fields of characteristic p and
transcendence degree 1; see Proposition A.8. It is proved there that [k(X) :
ϕ∗(k(X′))] = p, and this means that degϕ = p. Moreover, f ∗(k(Y )) ⊃ k(X)p ,
but k(X)p = k(X′). The inclusion of fields f ∗(k(Y ))⊂ ϕ∗(k(X′)) and the isomor-
phism ϕ∗ : k(X′)→ ϕ∗(k(X′)) define an inclusion (ϕ∗)−1(f ∗(k(Y )))⊂ k(X′), that
is, a rational map g : X′ → Y such that f = g ◦ ϕ. The theorem is proved. �

6.5 Exercises to Section 6

1 Classify singular points of pencils of quadrics over the point t = 0 up to formal
analytic equivalence, under the assumption that the rank of the quadric drops by 1
at t = 0.

2 Consider the net of conics X on P
2 defined in P

2 ×A
2 by

∑2
i,j=0 aij (s, t)ξiξj =

0. Assume that the rank of a conic over every point α ∈ A
2 drops by at most 1.

Prove that X is nonsingular if and only if the discriminant curve det |aij (s, t)| = 0
is nonsingular.

3 Prove that if a pencil of elliptic curves (Example 2.8) is a nonsingular surface
then its singular fibre is irreducible. Is this true for any family of cubics?

4 Determine the branch locus of the map X→ P
n, where X is the normalisation of

P
n in the quadratic extension of k(Pn)= k(x1, . . . , xn) defined by the equation y2 =

f (x1, . . . , xn), where f is a polynomial of degree m. [Hint: The answer depends on
the parity of m.]

5 Prove that if chark = p then the curve yp + y = f (x) where f is a polynomial
is an unramified cover of the line A

1 with coordinate x.

6 Prove that for the surfaces y2 = x3 + a(t)x + b(t) over a field of characteristic 2
and y2 = x3+ a(t) over a field of characteristic 3, the singular points of fibres form
a nonsingular curve having projection to the line A

1 with coordinate t of degree
p = 2 or 3 respectively.



Chapter 3
Divisors and Differential Forms

1 Divisors

1.1 The Divisor of a Function

A polynomial in one variable is uniquely determined up to a constant factor
by specifying its roots and their multiplicities; that is by specifying a set of
points x1, . . . , xr ∈ A

1 with multiplicities k1, . . . , kr . A rational function ϕ(x) =
f (x)/g(x) with f,g ∈ k[A1] is determined by the zeros of f and g, that is, by the
points at which it is 0 or is irregular. To distinguish the roots of g from those of f ,
we take their multiplicities with a minus sign. Thus the function ϕ is given by points
x1, . . . , xr with arbitrary integer multiplicities k1, . . . , kr .

The task we set ourselves here is to find a similar way of specifying a rational
function on an arbitrary algebraic variety. The starting point is that, according to
the theorem on the dimension of intersections, the set of points at which a regu-
lar function is 0 is a codimension 1 subvariety. Thus the object we associate with
a function is a collection of irreducible codimension 1 subvarieties, together with
assigned multiplicities; the multiplicities we assign are integers, both positive and
negative.

Definition Let X be an irreducible variety. A collection of irreducible closed sub-
varieties C1, . . . ,Cr of codimension 1 in X with assigned integer multiplicities
k1, . . . , kr will be called a divisor on X. A divisor is written

D = k1C1 + · · · + krCr . (3.1)

If all the ki = 0, we write D = 0. If all ki ≥ 0 and some ki > 0 then we write D > 0;
in this case D is said to be effective. An irreducible codimension 1 subvariety Ci

taken with multiplicity 1 is called a prime divisor. If all the ki �= 0 in (3.1) then the
variety C1 ∪ · · · ∪Cr is called the support of D and denoted by SuppD.

I.R. Shafarevich, Basic Algebraic Geometry 1, DOI 10.1007/978-3-642-37956-7_3,
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We define an addition operation on divisors. For this, note that, provided we also
allow the coefficients to take the value 0 in (3.1), any two divisors D and D′ can be
written

D = k1C1 + · · · + krCr and D′ = k′1C1 + · · · + k′rCr ,

with the same collection of prime divisors C1, . . . ,Cr . Then by definition,

D +D′ = (

k1 + k′1
)

C1 + · · · +
(

kr + k′r
)

Cr.

Thus divisors on X form a group, equal to the free Z-module with the irreducible
codimension 1 subvarieties C of X as generators. This group is denoted by DivX.7

We now describe the map taking a nonzero function f ∈ k(X) into its divisor
divf . Let C be a prime divisor; first of all, to each nonzero f ∈ k(X), we assign an
integer vC(f ). If X = A

1 then vC(f ) is the order of zero or pole of a function at a
point.

This can be done only under one restriction on X. Namely, we assume that X

is nonsingular in codimension 1 (see Section 5.1, Chapter 2); in other words, we
assume that the set of singular points of X has codimension ≥2. Let C ⊂ X be
an irreducible codimension 1 subvariety, and U some affine open set intersecting C,
consisting of nonsingular points, and such that C is defined in U by a local equation.
Such an affine set U exists by the assumption on X and by Theorem 2.10. Thus
aC = (π) in k[U ]. We prove that for any 0 �= f ∈ k[U ], there exists an integer k ≥ 0
such that f ∈ (πk) and f /∈ (πk+1). If this were not the case, that is, if f ∈ (πk) for
every k, then f ∈⋂(πk); the same then holds in the local ring OC at an irreducible
subvariety C. Hence f = 0 by Theorem 2.8 and Proposition A.12.

The number k just determined is denoted by vC(f ). It has the properties

vC(f1f2)= vC(f1)+ vC(f2), and

vC(f1 + f2)≥min
{

vC(f1), vC(f2)
}

, if f1 + f2 �= 0,
(3.2)

as follows easily from the definition and the irreducibility of C. In the case of a
nonsingular plane curve, we have already defined this function in Theorem 1.1.

If X is irreducible, then any function f ∈ k(X) can be written in the form f =
g/h with g,h ∈ k[U ]. If f �= 0 we set vC(f )= vC(g)− vC(h). It follows at once
from (3.2) that vC(f ) does not depend on the representation of f in the form g/h,
and that (3.2) holds for all f ∈ k(X) with f �= 0.

Our definition of vC(f ) depends at present on the choice of an open set U , and
hence we temporarily write vU

C (f ) in place of vC(f ). Let us show that in fact vU
C (f )

is independent of U . Suppose first that V ⊂U is an affine open set with V ∩C �= ∅.
Then π is a local equation for C also in V , and obviously then vU

C (f ) = vV
C (f ).

However, if V is any open set satisfying the same conditions as U then U ∩C and

7The current literature is inconsistent, some authors using DivX for the group of “ordinary” divi-
sors

∑

kiCi (Weil divisors) described here, some for locally principal divisors (Cartier divisors)
(see Section 1.2). In case of ambiguity, one can write WDiv or CDiv.
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V ∩C are open in C and nonempty, and since C is irreducible they have nonempty
intersection. Taking W to be an affine neighbourhood in U ∩ V of some point x ∈
U ∩ V ∩ C, by the preceding remark, we get that vU

C (f ) = vW
C (f ) and vV

C (f ) =
vW
C (f ), and hence vU

C (f )= vV
C (f ). Thus we have justified that the notation vC(f )

is well defined.
Notice that if X =A

1 and C = x is the point α then vx(f ) equals the multiplicity
of α as a root of f for any nonzero f ∈ k[T ]; the general definition essentially
copies this particular case.

If vC(f )= k > 0 then we say that f has a zero of order k along C; if vC(f )=
−k < 0 that f has a pole of order k along C. Note that these notions are defined for
codimension 1 subvarieties, rather than for points. For example, if f is the function
f = x/y on A

2 then the point (0,0) is contained both in the locus of zeros (x = 0)
and the locus of poles (y = 0) of f .

We now prove that for a given function f ∈ k(X), there are only a finite number
of irreducible codimension 1 subvarieties C such that vC(f ) �= 0. Consider first the
case that X is an affine variety and f ∈ k[X]. Then it follows from the definition
that if C is not a component of the subvariety V (f ) then vC(f ) = 0. If X is still
affine, but f ∈ k(X) then f = g/h with g,h ∈ k[X], and we see that vC(f )= 0 if
C is not a component of V (g) or V (h). Finally, in the general case, let X =⋃

Ui be
a finite cover of X by affine open sets. Then any subvariety C intersects at least one
Ui , so that vC(f ) �= 0 only for C that is the closure of an irreducible codimension 1
subvariety C′ ⊂ Ui for some i, with vC′(f ) �= 0 in Ui . Since there are only finitely
many Ui and finitely many C′ in each Ui , there are only finitely many C with
vC(f ) �= 0. Thus we can consider the divisor

∑

vC(f )C, (3.3)

where the sum takes place over all the irreducible codimension 1 subvarieties C for
which vC(f ) �= 0. This divisor is called the divisor of f , and denoted8 by divf .

A divisor of the form D = divf for some f ∈ k(X) is called a principal divisor.
If divf =∑

kiCi then the divisors

div0 f =
∑

{i|ki>0}
kiCi and div∞ f =

∑

{i|ki<0}
−kiCi

are called respectively the divisor of zeros and divisor of poles of f . Obviously
div0 f,div∞ f ≥ 0 and divf = div0 f − div∞ f . Notice a number a simple prop-
erties: div(f1f2) = div(f1) + div(f2), and divf = 0 for f ∈ k; and divf ≥ 0 for
f ∈ k[X].

Let us prove that for a nonsingular irreducible variety the converse also holds,
that is, if divf ≥ 0 then f is regular on X. The same thing holds if X is only
normal, but we omit the proof. Let x ∈X be a point at which f is not regular. Then
f = g/h with g,h ∈Ox but g/h /∈Ox . It follows from the fact that Ox is a UFD

8The divisor divf is also traditionally denoted by (f ) in the literature.
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(Theorem 2.11) that we can choose g and h without common factors. Let π be a
prime element of Ox that divides h but not g. In some affine neighbourhood U of
x, the variety V (π) is irreducible and of codimension 1. Write C for its closure in
X. Then obviously vC(f ) < 0. This proves that divf ≥ 0 =⇒ f regular.

Since an everywhere regular function on an irreducible projective variety X is a
constant (Theorem 1.11, Corollary 1.1), it follows from the result just proved that
on a nonsingular projective variety X, if divf ≥ 0 then f = α ∈ k. In particular,
on a nonsingular projective variety, a rational function is uniquely determined up to
a constant factor by its divisor: if divf = divg then div(f/g)= 0, so that f = αg

with α ∈ k.

Example 3.1 (X =An) By Theorem 1.21, any irreducible codimension 1 subvariety
C is defined by one equation, AC = (F ) with F ∈ k[X]. It follows that C = divF ,
that is, every prime divisor, hence every divisor, is principal.

Example 3.2 (X = P
n) Any irreducible codimension 1 subvariety C is defined by a

single homogeneous equation F , and moreover, if F has degree k then in the affine
chart Ui , we have aC = (F/T k

i ). From this we get a method of constructing the
divisor of a function f ∈ k(Pn) as follows: represent f as f = F/G with F and
G forms of the same degree, and factor F and G into irreducibles: F =∏

H
ki
i and

G=∏

L
mj

j . Then

divf =
∑

kiCi −
∑

mjDj , (3.4)

where Ci and Dj are the irreducible hypersurfaces defined by Hi = 0 and Lj = 0.
Write degF for the degree of the form F . Since degF = degG it follows that

∑

ki degHi =∑

mj degLj . Define the degree of a divisor D =∑

kiCi as the in-
teger degD =∑

ki degHi . We have proved that if D is a principal divisor then
degD = 0. The converse is also easy to prove: if

∑

ki degCi = 0 and Ci is defined
by a form Hi then f =∏

H
ki
i is homogeneous of degree 0 and divf =∑

kiCi .

Example 3.3 (X = P
n1 × · · · ×P

nk ) This case is treated similarly. A codimension 1
subvariety C is again given by one equation H = 0 by Theorem 1.21′, although
now H is homogeneous separately in each of the k sets of coordinates of Pni , and
correspondingly has k different degrees degi H for i = 1, . . . , k. In the same way as
in Example 3.2 one can introduce the degrees degi D of a divisor D on X and prove
that a divisor D is principal if and only if degi D = 0 for i = 1, . . . , k.

Principal divisors form a subgroup P(X) of the group DivX of all divisors. The
quotient group DivX/P (X) is called the divisor class group of X, and is denoted
by ClX. A coset of DivX/P (X) is called a divisor class. Divisors in the same coset
of DivX/P (X) are said to be linearly equivalent: D1 ∼D2 if D1 −D2 = divf for
some nonzero f ∈ k(X).

In the three examples just worked out, we have respectively

Cl
(

A
n
)= 0, Cl

(

P
n
)= Z and Cl

(

P
n1 × · · · × P

nk
)= Z

k.
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1.2 Locally Principal Divisors

Suppose that the variety X is nonsingular. In this case, for any prime divisor C ⊂X

and any point x ∈ X there exists an open set U � x in which C is defined by a
local equation π . If D =∑

kiCi is any divisor, and each of the Ci is defined in
U by a local equation πi , then we have D = divf in U , where f =∏

π
ki
i . Thus

every point x has a neighbourhood in which D is principal. From among all such
neighbourhoods we can choose a finite cover X =⋃

Ui , and D = div(fi) on Ui .
Obviously, the functions fi cannot be chosen arbitrarily: fi is not identically 0,

and in Ui ∩Uj the divisors div(fi) and div(fj ) coincide. As we saw in Section 1.1,
it follows from this that fi/fj is regular in Ui ∩Uj and nowhere 0 there. We say that
a system {fi} of functions corresponding to the open sets Ui of a cover X =⋃

Ui

is compatible if the fi satisfy these conditions, that is, fi/fj is regular in Ui ∩ Uj

and nowhere 0 there.
Conversely, any compatible system of functions defines a divisor on X. Indeed,

for any prime divisor C we set kC = vC(fi) if Ui ∩C �= ∅, where fi and C are con-
sidered as a function and a prime divisor for the variety Ui . From the compatibility
of the system of functions it follows that this number is independent of the choice
of Ui . Hence we can consider the divisor D =∑

kCC. Obviously the given {fi} are
then a compatible system corresponding to D.

Finally, it is easy to determine when a system of functions {fi} corresponding
to the open sets of a cover X =⋃

Ui defines the same divisor as another system
{gj } corresponding to the open sets of a cover X =⋃

Vj . For this, a necessary and
sufficient condition is that fi/gj should be regular in Ui ∩ Vj and nowhere 0 there.
We leave the simple verification to the reader.

Specifying divisors in terms of compatible systems of functions allows us to
study their behaviour under regular maps. Let ϕ : X→ Y be a regular map of non-
singular irreducible varieties, and D a divisor on Y . Suppose that ϕ(X) �⊂ SuppD.
We prove that, under this restriction, one can define the pullback ϕ∗(D) of a divisor
D by analogy with the definition of the pullback of a regular function. First we de-
termine when we can construct the pullback of a rational function f on Y , and when
it will not be identically 0 on X. For this it is sufficient that there is at least one point
y ∈ ϕ(X) at which f is regular and f (y) �= 0; these points then form a nonempty
open set V , and f is regular and nowhere 0 on V . Therefore ϕ∗(f ) defines a regular
function on ϕ−1(V ) that is not identically 0 (in fact, nowhere 0). Since ϕ−1(V ) is
open in X, ϕ∗(f ) defines a rational function on X. In terms of divisors, our condi-
tion on the map ϕ and the function f boil down to ϕ(X) �⊂ Supp(divf ).

Now suppose that D is given by a compatible system of functions {fi} with re-
spect to a cover Y =⋃

Ui . We consider the Ui with ϕ(X) ∩ Ui �= ∅, and prove
that ϕ(X) ∩Ui �⊂ Supp(divfi). Indeed, the irreducibility of X implies that ϕ(X) is
irreducible in Y . If we assume that ϕ(X) ∩ Ui ⊂ Supp(divfi) then since ϕ(X) is
irreducible and ϕ(X) ∩ Ui �= ∅, it would follow that ϕ(X)⊂ Supp(divfi). Finally,
from the fact that Supp(divfi) ∩Ui = SuppD ∩Ui , the irreducibility of ϕ(X) and
the fact that ϕ(X) ∩ Ui is nonempty, it would follow that ϕ(X)⊂ SuppD, contra-
dicting our assumption.
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Therefore, for every i such that ϕ(X) ∩ Ui �= ∅, the rational function ϕ∗(fi) is
defined on Vi = ϕ−1(Ui). Then X =⋃

Vi is an open cover of X, with respect to
which {ϕ∗(fi)} is a compatible system of functions defining a divisor on X. This
divisor is obviously unchanged if we define D using a different system of functions.
The divisor obtained in this way is called the pullback or inverse image of D and
denoted by ϕ∗(D).

Example Suppose that X and Y are two curves, and f : X→ Y a map taking X to a
point a ∈ Y . If a �= b ∈ Y and D = b is the divisor consisting of b with multiplicity 1,
then 1 is a local equation of D in a neighbourhood of a, so that f ∗(D)= 0.

In particular if ϕ(X) is dense in Y then the pullback of any divisor D ∈DivY is
defined.

If D and D′ are two divisors on Y defined by systems of functions {fi} and {gj }
with respect to covers Y =⋃

Ui and Y =⋃

Vj then the divisor D +D′ is defined
by the system of functions {figj } with respect to the cover Y =⋃

(Ui ∩ Vj ). It
follows at once that ϕ∗(D +D′)= ϕ∗(D)+ ϕ∗(D′), so that if ϕ(X) is dense in Y ,
the pullback ϕ∗ defines a homomorphism

ϕ∗ : DivY →DivX.

The principal divisor divf is given by the system of functions fi = f , and hence
ϕ∗(divf )= div(ϕ∗(f )). Therefore ϕ∗ maps P(Y ) to P(X), and so defines a homo-
morphism ϕ∗ : ClY → ClX.

As an application of the idea of a divisor defined by a compatible system of
functions, we show how one can associate a divisor not with a function, but with a
form in the coordinates on a nonsingular projective variety. Suppose that X ⊂ P

N

and let F be a form in the coordinates of P
N that is not identically 0 on X. For

any x ∈ X, consider a form G of the same degree d = degF , but with G(x) �= 0;
such forms exist, of course: if, say, x = (α0 : · · · : αN) and αi �= 0 then we can take
G= T d

i . Then f = F/G is a rational function on X and is regular on the open set
where G �= 0.

It is easy to see that there exist forms Gi such that the open sets Ui = X \XGi

form a cover of X. One checks just as easily that the functions fi = F/Gi form a
compatible system of functions with respect to the open sets Ui , and therefore define
a divisor on X. A different choice of the forms Gi does not change this divisor,
which therefore depends only on F . It is called the divisor of F , and denoted by
divF . Since the functions fi are regular in the Ui , it follows that divF ≥ 0. If F1 is
another form with degF1 = degF then divF −divF1 = div(F/F1) is the divisor of
the rational function F/F1. Therefore degF1 = degF implies that divF ∼ divF1.

In particular, all the divisors divL, where L is a linear form, are linearly equiv-
alent. Obviously Supp(divL) = XL is the section of X by the hyperplane L = 0.
These divisors are thus called hyperplane section divisors of X.

Taking F1 = Ld as the form in the above argument, where d = degF , we get
divF ∼ d divL, where divL is a hyperplane section divisor.
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All the arguments concerned with using compatible systems of functions to spec-
ify divisors generalise to arbitrary, possibly singular, varieties. However, for this, we
must take the specification by compatible systems of functions as the definition of
divisor. The object we get is called a locally principal divisor. More precisely, we
have the following definition.

Definition A locally principal divisor or Cartier divisor on an irreducible variety
X is a system of rational functions {fi} corresponding to the open sets Ui of a cover
X =⋃

Ui satisfying the conditions: (1) the fi are not identically 0; (2) fi/fj and
fj/fi are both regular on Ui ∩Uj . Here functions {fi} and open sets Ui define the
same divisor as functions {gj } and open sets Vj if fi/gj and gj/fi are regular on
Ui ∩ Vj .

Every function f ∈ k(X) defines a locally principal divisor divf if we set fi =
f . Divisors of this form are said to be principal.

The product of the two locally principal divisors defined by functions {fi} cor-
responding to open sets Ui and functions {gj } corresponding to open sets Vj is the
divisor defined by functions {figj } and open sets Ui ∩ Vj . All locally principal di-
visors form a group, and principal divisors a subgroup. The quotient group is called
the Picard group of X, and denoted by PicX.

Any locally principal divisor has a support. This is the closed subset which in Ui

consists of points at which fi is either not regular, or equal to 0. Just as for divisors
on nonsingular varieties, one can define the pullback of a locally principal divisor
D on Y under a regular map ϕ : X→ Y if ϕ(X) is not contained in SuppD.

We note an important special case. If X is a nonsingular variety and Y a possi-
bly singular subvariety of X, then any divisor D on X with SuppD �⊃ Y defines a
locally principal divisor ˜D on Y . For this, we need to consider the inclusion map
ϕ : Y ↪→X and set ˜D = ϕ∗(D). We call ˜D the restriction of D to Y , and denote it
by ρY (D). From the definition it follows that for a principal divisor divf we have
ρY (divf )= div(˜f ), where ˜f is the restriction of f to Y .

Of course, the distinction between divisors and locally principal divisors, and
between the groups ClX and PicX, occurs only for singular varieties.

1.3 Moving the Support of a Divisor away from a Point

Theorem 3.1 For any divisor D on a nonsingular variety X, and any finite number
of points x1, . . . , xm ∈ X, there exists a divisor D′ with D′ ∼ D such that xi /∈
Supp(D′) for i = 1, . . . ,m.

Proof We can assume that D is a prime divisor, since otherwise we need only ap-
ply the assertion to each component separately. Choose an open affine subset of X

containing x1, . . . , xm; it is enough to prove the theorem for this, so that we can as-
sume that X is affine. By induction, we can assume that x1, . . . , xm−1 /∈ SuppD
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but xm ∈ SuppD, and it is enough to find a divisor D′ such that D′ ∼ D and
x1, . . . , xm /∈ Supp(D′).

Consider some local equation π ′ of the prime divisor D in a neighbourhood
of xm. We prove that we can choose a local equation π for D with π ∈ k[X] (by
assumption X is affine). Indeed, π ′ is regular at xm, so that, if π ′ has divisor of poles
div∞(π ′)=∑

klFl , then xm /∈ Fl . Thus for each l there exists a function fl ∈ k[X]
that vanishes along Fl and such that fl(xm) �= 0. Then the function π = π ′

∏

f
kl
l is

obviously regular on X and is a local equation of D in a neighbourhood of xm.
For each i = 1, . . . ,m − 1, since xi /∈ D ∪ {x1, . . . , xi−1, xi+1, . . . , xm} by as-

sumption, there exists a function gi ∈ k[X] such that gi(xi) �= 0, but gi = 0 on that
set. Now adjust the constants αi ∈ k such that the function

f = π +
m−1
∑

i=1

αig
2
i , satisfies f (xi) �= 0 for i = 1, . . . ,m− 1. (3.5)

For this it is sufficient to take αi �= −π(xi)/(gi(xi)
2). We claim that D′ =D−divf

satisfies the conclusions of the theorem. First, (3.5) shows that xi /∈ divf , and hence
xi /∈ Supp(D′) for i = 1, . . . ,m− 1.

Now since by construction the gi vanish on D, we get π | gi in the local ring
Oxm , so that

∑

αig
2
i = π2h with h ∈ Oxm , and therefore f = π(1 + πh). Since

(1+ πh)(xm)= 1, it follows that f is a local equation of D in a neighbourhood of
xm. Therefore divf =D +∑

rsDs , with no prime divisor Ds passing through xm.
This means that xm /∈ Supp(D′). The theorem is proved. �

The same holds for a locally principal divisor on a singular X (the proof is very
similar).

Here is a first application of Theorem 3.1. In Section 1.2 we defined the pull-
back f ∗(D) of a divisor D on a variety X by a regular map f : Y → X under the
assumption that f (Y ) �⊂ SuppD. Theorem 3.1 allows us to replace D by a linearly
equivalent divisor D′ so that Supp(D′) �� x, where x is an arbitrarily chosen point
of f (Y ). Then automatically f (Y ) �⊂ Supp(D′), so that the pullback f ∗(D′) is de-
fined. This shows that we can define the pullback of a divisor class C ∈ ClX without
any restriction on f . For this, we must choose a divisor D in the class C such that
f (Y ) �⊂ SuppD and consider the divisor class on Y containing the divisor f ∗(D).
One checks easily that we thus obtain a homomorphism

f ∗ : ClX→ ClY.

In other words, ClX is a functor from the category of irreducible nonsingular alge-
braic varieties to the category of Abelian groups.

Example Let f : X→ Y be the constant map f (X)= a ∈ Y (see Example of Sec-
tion 1.2). Then by Theorem 3.1, the divisor a is linearly equivalent to

∑

ribi with
bi �= a, and if Ca is the divisor class containing a then again f ∗(Ca)= 0.
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1.4 Divisors and Rational Maps

Associating divisors with functions is useful for studying rational maps of varieties
to projective space. Let X be a nonsingular variety and ϕ : X→ P

n a rational map.
We determine the points of X at which ϕ is not regular.

A rational map is defined by the formulas

ϕ = (f0 : · · · : fn), with fi ∈ k(X), (3.6)

and we can assume that none of the fi is identically 0 on X. Suppose that

div(fi)=
m
∑

j=1

kijCj ,

with the Cj prime divisors; here we allow some of the kij to be 0.
To determine whether ϕ is regular at a point x ∈X, write πj for a local equation

of Cj at x. Then

fi =
(
∏

π
kij
j

)

ui with ui ∈Ox and ui(x) �= 0.

Since Ox is a UFD, there exists a highest common factor d of the elements
f0, . . . , fn, that is, an element d ∈ k(X) such that fi/d ∈ Ox , and if d1 ∈ k(X)

is some element for which fi/d1 ∈ Ox then d1 | d , that is, d/d1 ∈ Ox . Since the
local equations πj of prime divisors are prime elements of Ox , we have

d =
∏

π
lj
j , where lj = min

0≤i≤n
kij .

Now ϕ is regular at x if there exists a function g ∈ k(X) such that fi/g ∈Ox for
all i = 0, . . . , n, and not all the (fi/g)(x) are 0 at x. By definition of the highest
common factor d it follows that g | d . If d = gh with h ∈ Ox and h(x) = 0 then
h | (fi/g), and hence all the (fi/g)(x)= 0. Thus the required conditions can only
be satisfied if d = gh with h(x) �= 0. Then fi/g = (fi/d)h, that is

fi/g =
(

∏

j

π
kij−lj
j

)

uih,

and ϕ is regular at x if and only if not all the functions
∏

j π
kij−lj
j are zero there.

To translate this answer into the language of divisors, we define quite generally
the highest common divisor of given divisors Di =∑

kijCj for i = 1, . . . , n to be
the divisor

hcd{D1, . . . ,Dn} =
∑

ljCj , where lj = min
1≤i≤n

kij .

Obviously D′i =Di − hcd{D1, . . . ,Dn} ≥ 0, and the D′i have no common compo-
nents. We set in particular D = hcd{div(f0), . . . ,div(fn)} and D′i = div(fi)−D.
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Then in some neighbourhood of x we have

div

(

∏

j

π
kij−lj
j

)

=D′i ,

and we can say that ϕ is regular at x if and only if not all the subvarieties Supp(D′i )
pass through x.

We have proved the following result.

Theorem 3.2 The rational map (3.6) fails to be regular precisely at the points of
⋂

Supp(D′i ), where D′i = div(fi)− hcd{div(f0), . . . ,div(fn)} ≥ 0 for i = 0, . . . , n.

Since the D′i have no common irreducible components,
⋂

Supp(D′i ) is a sub-
variety of codimension ≥2. Thus Theorem 3.2 is a more precise version of Theo-
rem 2.12.

Remark The divisors D′i can be interpreted as the pullbacks of the hyperplanes
xi = 0 under the map ϕ : X→ P

n. Indeed, if x /∈⋂SuppD′i and D = divh in a
neighbourhood U of x, then in U the regular map is defined by

ϕ =
(

f0

h
: · · · : fn

h

)

.

The pullback of the hyperplane xi has local equation fi/h, that is, it is equal to D′i .
More generally, if λ= (λ0 : · · · : λn) and Eλ ⊂ P

n is the hyperplane
∑

λixi = 0,
then

ϕ∗(Eλ)= div
(
∑

λifi

)

−D.

1.5 The Linear System of a Divisor

The fact that all the polynomials f (t) of degree ≤n form a finite dimensional vector
space has the following interpretation in terms of divisors. Write x∞ for the point
at infinity on the projective line P

1 with coordinate t . A polynomial in t of degree
k has pole of order k at x∞, and no other poles. Hence the condition degf ≤ n can
be expressed as the statement that divf + nx∞ is effective.

In the same way, for an arbitrary divisor D on a nonsingular variety X, we con-
sider the set consisting of 0 together with the nonzero functions f ∈ k(X) such that

divf +D ≥ 0. (3.7)

This set is a vector space over k under the usual algebraic operations on functions.
Indeed, if D =∑

niCi then (3.7) is equivalent to

vCi
(f )≥−ni and vC(f )≥ 0 for C �= Ci ,

and because of this, our assertion follows at once from (3.2).
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The space of functions satisfying (3.7) is called the associated vector space of
D, or the Riemann–Roch space of D, and denoted by L(D) or L(X,D).

The analogue of the finite dimensionality of the vector space of polynomials of
degree ≤n is the fact that L(D) is finite dimensional if X is a projective variety
and D any divisor. We prove this theorem in Theorem 3.9 for the case of algebraic
curves. The proof in the general case can be deduced from this without special diffi-
culty using induction of the dimension. However, the status of the theorem becomes
clearer if it is obtained as a particular case of a much more general assertion on co-
herent sheaves; we prove it in this form in Corollary 6.1 of Section 3.4, Chapter 6.

The dimension of L(D) is also called the dimension of D, and denoted by �(D).

Theorem 3.3 Linearly equivalent divisors have the same dimension.

Proof Suppose that D1 ∼D2. This means that D1 −D2 = divg, with g ∈ k(X). If
f ∈ L(D1) then divf +D1 ≥ 0. It follows that div(fg)+D2 = divf +D1 ≥ 0,
that is, fg ∈ L(D2), so that g · L(D1) = L(D2). Thus multiplying functions f ∈
L(D1) by g defines an isomorphism of the vector spaces L(D1) and L(D2), and the
theorem follows. �

Thus we see that it makes sense to speak of the dimension �(C) of a divisor
class C, that is, the common dimension of all the divisors of this class. This number
has the following meaning. If D ∈ C and f ∈ L(D) then the divisor Df = divf +
D is effective. Obviously, since Df ∼ D also Df ∈ C. Conversely, any effective
divisor D′ ∈ C is of the form Df , for f ∈ L(D). Obviously, if X is projective,
f is uniquely determined by Df up to a constant factor. Thus we can set up a
one-to-one correspondence between effective divisors in the class C and points of
the (�(C) − 1)-dimensional projective space P(L(D)) corresponding to a divisor
D (recall that the projective space P(L) of a vector space L consists of all the 1-
dimensional vector subspaces of L).

The space L(D) is useful when specifying rational maps in terms of divisors, as
described in Section 1.4. If

ϕ = (f0 : · · · : fn) : X→ P
n (3.8)

is a rational map, and, in the notation of Section 1.4,

D = hcd
{

div(f0), . . . ,div(fn)
}

with Di = div(fi)−D, (3.9)

then Di ≥ 0 and hence all the fi ∈ L(−D).
The choice of the functions fi depended on the choice of the projective coordi-

nate system in P
n. Thus in an invariant way, ϕ corresponds to the set of all functions

∑n
i=0 λifi that are linear combinations of the functions fi . These functions form a

vector subspace M ⊂ L(−D). From now on we assume that ϕ(X) is not contained
in any proper linear subspace of Pn. Then

∑

λifi �= 0 on X, provided that not all the
λi = 0. The set of effective divisors that correspond to these functions, that is, the
divisors divg−D with g ∈M , is called a linear system of divisors. If M = L(−D)
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then we have a complete linear system. The meaning of the divisors divf −D for
f ∈M is very simple: they are the pullbacks of the hyperplane divisors of Pn under
ϕ. In this way we can construct all rational maps of a given nonsingular variety X

into different projective spaces. For this, we need to take an arbitrary divisor D, and
a finite dimensional subspace M ⊂ L(−D). If f0, . . . , fn is a basis of M then (3.8)
gives the required map. Note that the divisors Di have an additional property: they
have no common components.

Since multiplying all the fi through by a common factor g ∈ k(X) does not
change the map ϕ, and replaces the divisor D by the linearly equivalent divisor
divg + D, the class of the divisor D is an invariant of a rational map. Thus we
have the following method of constructing all rational maps ϕ : X→ P

m such that
ϕ(X) is not contained in any proper linear subspace of Pm: take an arbitrary divisor
class on X, and for any divisor D in this class, a finite dimensional vector subspace
M ⊂ L(−D) such that the effective divisors divf −D for f ∈M have no common
components. If f0, . . . , fn is a basis of M then our map is given by (3.8). Of course,
it can happen that L(−D) = 0, or that all the divisors divf −D for f ∈ L(−D)

have common components, and then this divisor class does not lead to any map.
We observe one interesting feature of the picture we obtain. Among all the ratio-

nal maps corresponding to a divisor class C, there is a maximal one: that obtained
by taking M to be the whole space M = L(−D) with D ∈ C. (Here we take on
trust the so far unproved theorem that L(−D) is finite dimensional.) All other maps
corresponding to this class are obtained by composing this map X→ P

N with the
various projection maps PN → P

n. Indeed, if ϕ = (f0 : · · · : fN), and, say, ψ = (f0 :
· · · : fn) with n < N then ψ = π ◦ ϕ, where π(x0 : · · · : xN) = (x0 : · · · : xn) is the
projection, viewed as a rational map.

Let’s see how this scheme of things works if we take X to be projective space Pm.
We know that Cl(Pm)∼= Z, and the class Ck corresponding to an integer k consists of
hypersurfaces of degree k. If k > 0 and D ∈ Ck then obviously L(−D)= 0. If k′ ≤ 0
then we set k =−k′ ≥ 0, and we can take −D to be the divisor k′E, where E is the
divisor of the hyperplane at infinity x0 = 0. Then L(kE) consists of polynomials of
degree ≤k in the inhomogeneous coordinates x1/x0, . . . , xm/x0 (see Exercise 15).
If we multiply the formula for the resulting map through by xk

0 we get the Veronese

embedding vk : Pm ↪→ P
N where N = νk,m =

(

k+m
m

)− 1 (see Example 1.28). Thus
we see that any rational map from P

m is obtained by composing the Veronese map
with a projection.

Example Suppose that X ⊂ Pn+1 is an irreducible n-dimensional hypersurface de-
fined by F = 0, with degF = k. We find the space L(D), where D = divH , with
H a form of degree m. Since divH ∼ mE, where E = div(x0) is the hyperplane
section divisor, we can assume that D =mE. Obviously if Φ is any form of degree
m then Φ/xm

0 ∈ L(mE). We prove that these functions exhaust L(mE).
If ϕ ∈ L(mE) then ϕ ∈ k[U0], where U0 ⊂ X is the affine open set given by

x0 �= 0. Let yi = xi/x0 for i = 1, . . . , n + 1 be inhomogeneous coordinates. We
see that ϕ = P(y1, . . . , yn+1), where P is a polynomial, which can be altered by
adding multiples of the defining equation F0 = F/xk

0 of the hypersurface U0 ⊂
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A
n+1. Our claim is that after adding such a multiple we get a polynomial P of

degree degP ≤m.
By contradiction, suppose that degP = l > m, and that the degree of P cannot

be reduced by adding a multiple of F0. We choose the coordinate system in such a
way that the intersection of X with x0 = x1 = 0 has dimension n− 2. This means
that if fk is the homogeneous component of F0(y1, . . . , yn+1) of top degree then fk

is not divisible by y1.
We pass to the open subset U1 ⊂ X with x1 �= 0, and set z1 = x0/x1 = 1/y1

and zi = xi/x1 = yi/y1 for i > 1. Then y1 = 1/z1, yi = zi/z1 for i > 1, and
ϕ = P(y1, . . . , yn+1) = z−l

1
˜P(z1, . . . , zn+1), where ˜P is a polynomial of degree

l. By assumption, mdiv z1 + divϕ > 0 in U1, that is, zm1 ϕ ∈ k[U1], or zm−l
1

˜P =
Q(z1, . . . , zn+1) on U1, where Q is a polynomial. Let degQ = r . By assumption,
zm−l

1
˜P = Q + AF1, where F1 = F/xk

1 is the equation of U1, and A is a rational
function whose denominator does not have F1 as a factor. Returning to U0, we get

y−m
1 P = y−r

1
˜Q+BF0, (3.10)

where ˜Q(y1, . . . , yn+1) is a polynomial of degree r , and the denominator of B does
not have F0 as a factor. If m ≥ r then multiplying (3.10) by ym

1 gives P − CF0 =
ym−r

1
˜Q, where now C is a polynomial. Since deg(ym−r

1
˜Q)=m< l, this contradicts

the assumption that the degree of P cannot be reduced. If r ≥m then similarly, we
get yr−m

1 P −CF0 = ˜Q. Write pl , qr , fk and c for the homogeneous components of
top degree in P , ˜Q, F0 and C. Since deg(yr−m

1 P) = l + r −m > deg ˜Q, we have
yr−m

1 pl = cfk . By the choice of coordinates, fk is not divisible by y1, and hence
pl is divisible by fk , say pl = gl−kfk . Then deg(P − gl−kF0) < l, which again
contradicts the assumption on P .

This proves the following result.

Proposition Let X ⊂ P
n+1 be an irreducible hypersurface defined by F = 0, with

degF = k. Then L(X,mE) is the vector space of forms of degree m, modulo the
subspace of multiples of F by forms of degree m− k. Therefore �(mE)= (

n+m+1
m

)

if m< k or
(

n+m+1
m

)− (

n+m−k+1
m−k

)

if m≥ k.

1.6 Pencil of Conics over P1

We conclude this section with an example that is very pretty, and will be useful later.
Let X be a nonsingular projective surface and ϕ : X→ P1 a regular map. Suppose
that the point ∞∈ P1 is chosen so that the inverse image ϕ−1(∞) is nonsingular,
P

1 \∞ = A
1, and the map ϕ−1(A1)→ A

1 defines a pencil of conics as in Exam-
ple 1.35 and Example 2.7. In this situation, X, together with its map ϕ : X→ P

1, is
called a pencil of conics over P1. The open set ϕ−1(A1) is defined in P

2 × A
1 by
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the equation

2
∑

i,j=0

aij (t)ξiξj = 0, (3.11)

where t is a coordinate on A
1. In Proposition 2.1, we saw that the singular fibres

of ϕ correspond to the roots t = α1, . . . , αm of the discriminant Δ(t)= det |aij (t)|,
that these roots are simple and that the corresponding singular fibres F1, . . . ,Fm are
of the form Fi = Li +L′i , where Li and L′i are distinct lines.

Since Δ(t) has only simple roots, it is not identically 0, and the conic (3.11) is
nondegenerate. In Proposition of Section 6.2, Chapter 1 and Corollary 1.6, we saw
that ϕ has a section s : A1 → ϕ−1(A1), a regular map such that s(α) is contained
in the fibres ϕ−1(α) for each α ∈A

1, that is, ϕ ◦ s = id. This map extends from A
1

to P
1, and gives a regular map s : P1 →X. Write S for the curve s(P1). We choose

some fixed nonsingular fibre F .

Theorem 3.4 The divisor class group ClX is a free Abelian group with m+ 2 gen-
erators, the classes defined by L1, . . . ,Lm,F and S.

Proof Let C be a prime divisor on X. Then C ⊂ X is an irreducible curve, and
ϕ either maps it to a point γ ∈ P

1 or onto the whole of P1. In the first case, C is
contained in a fibre ϕ−1(γ ).

Suppose that ϕ(C)= P
1. Then the map ϕ : C→ P

1 defines an inclusion k(P1)⊂
k(C) of the function fields, and a nonzero function u ∈ k(P1) does not vanish on C;
here we identify u and its pullback ϕ∗(u) ∈ k(X). In other words,

vC(u)= 0 for any 0 �= u ∈ k
(

P
1). (3.12)

Hence vC defines a function v : (k(X) \ 0)→ Z that satisfies (3.12) and is a valu-
ation in the sense of (3.2). Proposition of Section 6.2, Chapter 1 and Corollary 1.6
prove that the conic (3.11) is rational over the field K = k(P1) = k(t), that is,
k(X) = K(T ); the birational map X→ P

1
K uses the point of the conic (3.11) cor-

responding to a section s, and in particular, it can be chosen so that T has a pole
of order 1 at this point. Thus v is a function on K(T ) \ 0 that satisfies (3.12) and
(3.2). It is easy to determine all such functions. Suppose that v(T ) ≥ 0. Then it
follows from (3.12) that v(H) ≥ 0 for every H ∈ K[T ], and if v is not identically
0 then v(H) > 0 for some H . Therefore v(P ) > 0 for some irreducible factor P

of H . But then v(Q) = 0 for every irreducible polynomial in T not proportional
to P : indeed, there exist polynomials U,V ∈ K[T ] such that PU +QV = 1; so
if v(P ), v(Q) > 0 it would follow that v(1) > 0, whereas v(u) = 0 for u ∈ K . It
follows that v(f ) = vP (f ) = m is the exponent of f when written in the form
f = Pmg, where P divides neither the numerator nor the denominator of g. In par-
ticular, for the divisor C we are considering, there exists an irreducible polynomial
P ∈ k[T ] such that vP (f )= vC(f ), and the divisor C is uniquely determined by P .
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Hence vC(P )= 1, and since P determines C uniquely, div0 P does not contain any
irreducible curve except for components of fibres:

div0 P = C +
∑

Gi, (3.13)

where Gi are conics of the pencil or their components.
If v(T ) < 0 then we set U = T −1 and find that v corresponds in the same way

to the polynomial U ∈ k[U ] ⊂ k(T ). In terms of K[T ], as we see easily, v(F ) =
−degH , where H ∈ K[T ], so that there is only one such function v. Since by
assumption T has a pole at the point corresponding to the section s, we must have
v = vS . As before, vS(H)=−degH , and S is the unique curve with this property,
so that for any H ∈K[T ], we have

div∞H = (degH)S +
∑

G′j , (3.14)

where G′i are conics of the pencil or their components. In particular, if P is
the irreducible polynomial corresponding to a curve C �= S, we have div∞P =
(degP)S +∑

G′j and

divP = C − (degP)S +
∑

Gi −
∑

G′j .

Hence C ∼ (degP)S +∑

rlG
′′
l , where G′′l are components of conics of the pencil.

It remains to consider these. They can either be nondegenerate conics, that is, fibres
ϕ∗(α) with α ∈ P1. But since all points of P1 are linearly equivalent, all fibres of
X → P

1 are also linearly equivalent, therefore linearly equivalent to the chosen
fibre F , say. Or they can be components Li or L′i of reducible fibres. But since
Li +L′i ∼ Fi ∼ F , we can express L′i in terms of Li and F . As a result, we see that
every irreducible divisor is linearly equivalent to a linear combination of S, F and
L1, . . . ,Lm. Hence the divisor classes of these curves generate ClX.

It remains to check that the classes of S, F and L1, . . . ,Lm are linearly indepen-
dent in ClX. Suppose that nF + lS +∑m

i=1 riLi ∼ 0. We consider the restriction
of this divisor to various nonsingular curves. It must again be linearly equivalent
to 0. Consider the restriction to an irreducible fibre F ′ �= F . Since F ∩ F ′ = ∅,
Li ∩ F ′ = ∅ and the restriction to S gives a point ξ , we must have lξ ∼ 0. This
is only possible if l = 0. Considering the restriction to L′i we get that ri = 0. The
relation that remains is nF ∼ 0. If n �= 0 then we can assume that n > 0. This is
impossible: an effective divisor cannot be principal. The theorem is proved. �

1.7 Exercises to Section 1

1 Determine the divisor of x/y on the quadric surface xy − zt = 0 in P
3.

2 Determine the divisor of the function x − 1 on the circle x2
1 + x2

2 = x2
0 , where

x = x1/x0.
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3 Determine the pullback f ∗(Da) where f (x, y)= x is the projection of the circle
x2 + y2 = 1 to the x-axis, and Da = a is the divisor on A

1 consisting of the point
with coordinate a with multiplicity 1.

4 Let X be a nonsingular projective curve and f ∈ k[X]. Viewing f as a regular
function f : X→ P1, prove that divf = f ∗(D), where D is the divisor D = 0−∞
on P

1.

5 Let X be a nonsingular affine variety. Prove that ClX = 0 if and only if the coor-
dinate ring k[X] is a UFD.

6 Suppose that X ⊂ P
N is a nonsingular projective variety. Let k[S] be the poly-

nomial ring in the homogeneous coordinates of PN and AX ⊂ k[X] the ideal of X.
Prove that if k[S]/AX is a UFD then ClX ∼= Z, and is generated by the class of a
hyperplane section.

7 Find Cl(Pn ×A
m).

8 The projection p : X×A1 →X defines a pullback homomorphism p∗ : ClX→
Cl(X × A

1). Prove that p∗ is surjective. [Hint: Use the map q∗ : Cl(X × A
1)→

ClX, where q : X→X×A
1 is given by q(x)= (x,0).]

9 Prove that for any divisor D on X×A
1 there exists an open set U ⊂X such that

D is a principal divisor on U × A
1. [Hint: You can suppose that X is affine, and

that D is irreducible. Then it is defined by a prime ideal of k[X ×A
1] = k[X][T ].

Use the fact that every ideal in k(X)[T ] is principal, and then replace X by some
principal affine open set.]

10 Prove that Cl(X×A
1)∼= ClX. [Hint: Use the results of Exercises 8–9.]

11 Let X be the projective curve defined in affine coordinates by y2 = x2 + x3.
Prove that every locally principal divisor on X is equivalent to a divisor whose sup-
port does not contain the points (0,0). Using this, together with the normalisation
map ϕ : P1 → X, for which ϕ−1(0,0) consists of two points x1, x2 ∈ P

1, describe
PicX as D/P , where D is the group of all divisors on P

1 whose support does not
contain x1, x2, and P the group of principal divisors divf such that f is regular at
x1, x2 and f (x1)= f (x2) �= 0. Prove that PicX is isomorphic to Z× k∗, where k∗
is the multiplicative group of nonzero elements of k.

12 Determine PicX where X is the projective curve y2 = x3.

13 Let X be a quadratic cone. Using the map ϕ : A2 →X described in Exercise 2
of Section 5.5, Chapter 2, determine the image ϕ∗(DivX) ⊂ Div(A2). Prove that
the principal divisor D = divF ∈ Div(A2) is contained in ϕ∗(DivX) if and only
F(−u,−v)=±F(u, v), that is, F is either an odd or an even function. Prove that
the principal divisors on X correspond to even functions. Deduce that ClX ∼= Z/2Z.
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14 Using Theorem 3.2, determine the points at which the birational map ϕ : X→
P

2 is not regular, where X is a surface of degree 2 in P
3 and ϕ the projection from

a point. The same for ϕ−1.

15 Prove that if E is the hyperplane x0 = 0 in P
n then the space L(kE) consists

of polynomials of degree ≤k in the inhomogeneous coordinates x1/x0, . . . , xn/x0.
[Hint: f ∈ L(kE) implies that f ∈ k[An

0].]

16 Prove that any automorphism of P
n takes hyperplane divisors to one another.

[Hint: The class of a hyperplane is determined in Cl(Pn) by intrinsic properties, and
the hyperplane divisors are determined as the effective divisor in this class.]

17 Prove that any automorphism of Pn is a projective transformation. [Hint: Use
the result of Exercise 16.]

18 Suppose that Y is nonsingular, and let σ : X→ Y be a blowup with centre y ∈ Y .
Prove that ClX ∼= ClY ⊕Z.

2 Divisors on Curves

2.1 The Degree of a Divisor on a Curve

Consider a nonsingular projective curve X. A divisor on X is a linear combination
D =∑

kixi of points xi with coefficients ki ∈ Z. The degree of D is the number
degD =∑

ki .
The case n= 1 of Example 3.2 shows that when X = P

1, a divisor D is principal
if and only if it has degree 0. We prove that the equality degD = 0 holds for a
principal divisor on any nonsingular projective curve. For this we use the notion of
the degree degf of a map f introduced in Section 6.3, Chapter 2.

Theorem 3.5 If f : X→ Y is a regular map between nonsingular projective curves
and f (X)= Y then degf = deg(f ∗(y)) for any point y ∈ Y .

In Theorem 3.5, f ∗(y) is the divisor on X obtained as the pullback of the divisor
on Y consisting of y with multiplicity 1. Thus degf equals the number of inverse
images of any point y ∈ Y , taken with the right multiplicities. This makes the intu-
itive meaning of the degree of a map f easier to understand: it counts how many
times X covers Y under the map f .

Corollary The degree of a principal divisor on a nonsingular projective curve
equals 0.
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Proof Indeed, any nonconstant function f ∈ k(X) defines a regular map f : X→
P

1. Moreover, we have f ∗(0)= div0 f , where the left-hand side is the pullback of
the point 0 ∈ P

1, as follows at once from the definition of the two divisors. Similarly,
f ∗(∞)= div∞ f . By Theorem 3.5,

deg(divf )= deg(div0 f )− deg(div∞ f )

= deg
(

f ∗(0)
)− deg

(

f ∗(∞)
)= degf − degf = 0. �

If X and Y are varieties of the same dimension then a regular map f : X→ Y

with f (X) dense in Y defines an inclusion f ∗ : k(Y ) ↪→ k(X). We use this in what
follows to view k(Y ) as a subfield of k(X). (That is, for u ∈ k(Y ) we write u instead
of f ∗(u) when this does not cause confusion.)

Theorem 3.5 follows from two results. To state these, we introduce the following
notation. Let x1, . . . , xr ∈X be points of X, and set

˜O =
r
⋂

i=1

Oxi . (3.15)

Thus ˜O consists of functions that are regular at all the points x1, . . . , xr . If
{x1, . . . , xr} = f−1(y) for y ∈ Y then the ring Oy , viewed as a subring of k(X)

according to the convention just explained, is contained in ˜O.

Theorem 3.6 ˜O is a principal ideal domain with a finite number of prime ideals.
There exist elements ti ∈ ˜O such that

vxi (tj )= δij for 1≤ i, j ≤ r (Kronecker delta). (3.16)

If u ∈ ˜O and u �= 0 then

u= t
k1
1 · · · tkrr v, (3.17)

where ki = vxi (u) and v is invertible in ˜O.

Theorem 3.7 If {x1, . . . , xr} = f−1(y) then ˜O is a free Oy -module of rank n =
degf , that is, ˜O ∼=O⊕n

y .

Proof of Theorem 3.6 + Theorem 3.7 =⇒ Theorem 3.5 Let t be a local parameter
on Y at y, and {x1, . . . , xr} = f−1(y). By Theorem 3.6, t = t

k1
1 · · · tkrr v, where ki =

vxi (t) and v is invertible in ˜O. Recalling the definition of the pullback of a divisor,
we see that

f ∗(y)=
r
∑

i=1

kixi and degf ∗(y)=
r
∑

i=1

ki .
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Since t1, . . . , tr are pairwise relatively prime in ˜O, it follows that

˜O/(t)∼=
r

⊕

i=1

˜O/
(

t
ki
i

)

.

Fix attention on one of the summands O/(t
ki
i ) in the direct sum. One sees easily

that any element w ∈ ˜O can be written in a unique way in the form

w ≡ α0 + α1ti + · · · + αki−1t
ki−1
i mod t

ki
i , (3.18)

with αi ∈ k. Indeed, if we already have an expression

w ≡ α0 + α1ti + · · · + αs−1t
s−1
i mod t si ,

then

u= t−s
i

(

w− α0 − · · · − αs−1t
s−1
i

) ∈ ˜O ⊂Oxi .

Set u(xi) = αs ∈ k. Then vxi (u − αs) > 0, and it follows from Theorem 3.6 that
u≡ αs modulo ti , that is,

w ≡ α0 + α1ti + · · · + αs−1t
s−1
i + αst

s
i mod t s+1

i .

This proves (3.18) by induction. It follows from (3.18) that dim ˜O/(t
ki
i )= ki . Hence

dim ˜O/(t)=
r
∑

i=1

ki . (3.19)

Now apply Theorem 3.7. It follows from this that ˜O/(t) ∼= (Oy/(t))
⊕n. But t is a

local parameter at y, and hence

Oy/(t)∼= k and dim ˜O/(t)= n= degf. (3.20)

The equalities (3.19) and (3.20) prove Theorem 3.5. �

Proof of Theorem 3.6 Write ui for a local parameter at xi . Then xi appears in the
divisor div(ui) with multiplicity 1, that is, div(ui) = xi + D, where xi does not
appear in D. By Theorem 3.1 we can move the support of D away from x1, . . . , xr ,
that is, we can find a function fi such that none of these points appear in D+div(fi).
This means that the relations (3.16) are satisfied by ti = uifi .

Let u ∈ ˜O. Set vxi (u)= ki . By assumption, ki ≥ 0. The element v = ut
−k1
1 · · · t−kr

r

satisfies vxi (v) = 0 for all i = 1, . . . , r , from which it follows that v ∈ ˜O and
v−1 ∈ ˜O. This gives an expression (3.17) for u.

It remains to check that ˜O is a principal ideal ring. Let a be an ideal of ˜O. Set
ki = infu∈a vxi (u) and a = t

k1
1 · · · tkrr . Then ua−1 ∈ ˜O for any u ∈ a, that is, a⊂ (a).

We prove that a= (a). For this we denote by a′ the set of functions ua−1 with u ∈ a.
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Obviously a′ is an ideal of ˜O and also infu∈a′ vxi (u)= 0. Hence for any i = 1, . . . , r ,
there exists ui ∈ a′ such that vxi (ui)= 0, that is ui(xi) �= 0. An obvious verification
shows that the element c =∑r

j=1 uj t1 · · ·̂tj · · · tr ∈ a′ satisfies vxi (c) = 0 for i =
1, . . . , r . This means that c−1 ∈ ˜O, and hence a′ = ˜O, and a= (a). Theorem 3.6 is
proved. �

We proceed to the proof of Theorem 3.7. We first prove that ˜O is a finite Oy -
module. For this, recall that by Theorem 2.24, the map f is finite. Therefore the
result we need follows from the next lemma.

Lemma Let f : X→ Y be a finite map of curves, with X nonsingular; for y ∈ Y ,
write f−1(y)= {x1, . . . , xr} and ˜O =⋂

Oxi . Then ˜O is a finite Oy -module.

Proof Since the assertion is local, we can assume that X and Y are affine. Let
k[X] = A and k[Y ] = B . Then B ⊂ A and A is a finite B-module. We prove that
˜O =AOy .

Indeed, if ϕ ∈ ˜O and zi are the poles of ϕ on U then f (zi)= yi �= y. There exists
a function h ∈ B such that h(y) �= 0 and h(yi) = 0, and moreover ϕh ∈ Ozi and
hence ϕh ∈ A. Since h−1 ∈Oy , we get ϕ ∈ AOy ; this proves that ˜O ⊂ AOy . The
converse inclusion is obvious.

Obviously, generators of A over B = k[Y ] provide at the same time generators
of AOy over Oy . Hence ˜O is a finite Oy -module. The lemma is proved. �

Proof of Theorem 3.7 Now it is easy to complete the proof of Theorem 3.7. By the
main theorem on modules over a principal ideal domain, ˜O is the direct sum of a
free module and a torsion module. However, both Oy and ˜O are contained in the
field k(X), so that it follows that the torsion module is 0, and ˜O ∼=O⊕m

y for some m.

It remains to determine m, that is, the rank of ˜O over Oy . It equals the maximal
number of elements of ˜O that are linearly independent over Oy . Since linear inde-
pendence over a ring and over its field of fractions is the same thing, and the field
of fractions of Oy is k(Y ), our m equals the maximal number of elements of ˜O that
are linearly independent over k(Y ).

By assumption [k(X) : k(Y )] = n, so that obviously m ≤ n. It remains to prove
that ˜O contains n elements that are linearly independent over k(Y ). Suppose that
α1, . . . , αn is a basis of the field extension k(Y )⊂ k(X). Let t be a local parameter
on Y at y, and write k for the maximum order of poles of the αi at the points xj . Then
obviously the functions αit

k are regular at these points, and are hence contained in
˜O. Hence they are linearly independent over k[Y ]. Theorem 3.7 is proved. �

It follows from Corollary after Theorem 3.5 that on a nonsingular projective
curve X, linearly equivalent divisors have the same degree. Hence it makes sense to
talk about the degree of a divisor class. Thus we have a homomorphism

deg : ClX→ Z,
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whose image is the whole of Z, and whose kernel consists of divisor classes of
degree 0, and is denoted by Cl0 X. The role of this group is clear already from the
following result.

Theorem 3.8 A nonsingular projective curve X is rational if and only if Cl0 X = 0.

Proof Indeed, if X ∼= P
1 then we are in the case n = 1 of Example 3.2. We saw

there that Cl(P1)= Z, and hence Cl0 X = 0.
Conversely, suppose that Cl0 X = 0. This means that any divisor of degree 0 is

principal. In particular, if x �= y ∈ X are two points then there exists a function
f ∈ k(X) such that x − y = divf . Viewing f as a map f : X→ P

1 we get from
Theorem 3.5 that k(X)= k(f ), that is, f is birational. Since X and P

1 are nonsin-
gular projective curves, it follows that f is an isomorphism. �

2.2 Bézout’s Theorem on a Curve

We now indicate the simplest applications of the theorem on the degree of a principal
divisor. They are very special cases of more general theorems, that we will prove
in connection with the theory of intersection numbers in Chapter 4. However, it is
convenient to treat these simple cases already at this stage, since we will find them
useful in Section 2.3.

Suppose that X ⊂ P
n is a nonsingular projective curve and x ∈ X a point. Let

F be a form in the coordinates of Pn, not identically 0 on X; we write P
n
F for the

hypersurface defined by F = 0. We introduced in Section 1.2 the divisor divF of
F on X. Its degree deg(divF) is also denoted by XF , and is called the intersection
number of X and the hypersurface P

n
F .

An important corollary follows at once from Theorem 3.5: this number deg(divF)

is the same for all forms of the same degree. Indeed, if degF = degF1 then
f = F/F1 ∈ k(X). From the definition of the divisor divF it follows at once that
divF = divF1 + divf , and hence divF ∼ divF1. By Corollary after Theorem 3.5,
deg(divF)= deg(divF1).

To determine how the number XF depends on the degree of F , it is enough to
take F to be any form of degree m= degF . In particular we can take F = Lm where
L is a linear form. Then

XF =mXL= (degF)XL. (3.21)

Finally, we explain the meaning of XL.

Definition The degree of a curve X ⊂ P
N , denoted by degX, is the maximum num-

ber of points of intersection of X with a hyperplane not containing any component
of X.
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Since XL =∑

L(x)=0 vx(divL), we have degX ≤ XL. Here we use the nota-
tion vx(D) for the multiplicity of a divisor D at x, that is, the coefficient ki in the
expression D =∑

kixi .
For any form F , we now determine when vx(divF)= 1. Since the function vx is

additive, it is enough to consider an irreducible form.

Lemma Let X ⊂ P
n be a curve, F an irreducible form and Y = P

n
F ⊂ P

n the
hypersurface given by F = 0. Then vx(divF) = 1 is equivalent to F(x) = 0 and
ΘY,x �⊃ΘX,x . Here we view both these spaces as vector subspaces of ΘPn,x .

Proof We obtain a proof by putting together a number of definitions from Chap-
ter 2. Let G be a form such that G(x) �= 0 and degG = degF . By definition,
vx(divF) = vx(f ), where f = (F/G)|X . We know that vx(divf ) > 1 is equiva-
lent to f ∈m2

x , or equivalently, dxf = 0. But dxf ∈Θ∗X,x , and is the restriction to
ΘX,x of the differential dx(F/G) of the function F/G, which is a rational function
on P

n, regular at x. Thus vx(divF) > 1 is equivalent to dx(F/G)= 0 on ΘX,x . Fur-
thermore, F/G is a local equation of the hypersurface Y in the neighbourhood of x
given by G �= 0. Hence dx(F/G)= 0 is the equation of ΘY,x , and dx(F/G)= 0 on
ΘX,x if and only if ΘY,x ⊃ΘX,x . The lemma is proved. �

We apply this to compute the intersection number XL. Since XL is the same for
all linear forms L, the number of points x ∈X with L(x)= 0 is a maximum when
all the vx(L)= 1. By the lemma, this is equivalent to saying that the hyperplane L

is not tangent to X at any point. Taking L to be such a linear form, we get

degX =XL. (3.22)

We need only verify that linear forms with the required property actually exist.
This is easy using the dimension counting argument that we have used many times:
in the product X × P

n∗ (where P
n∗ is the dual projective space of hyperplanes of

Pn), consider the set Γ of points (x,L) such that L is tangent to X at x. A standard
application of the theorem on the dimension of fibres of a map then shows that the
image of Γ under the projection X× P

n∗ → P
n∗ has codimension ≥1.

Putting together (3.21) and (3.22) we get the relation

XF = (degF)(degX), (3.23)

which is called Bézout’s theorem. Thus we have finally proved this theorem, already
stated in Section 1.6, Chapter 1.

2.3 The Dimension of a Divisor

In Section 1.5, we associated with a divisor D on a nonsingular variety X a vector
space L(D).
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Theorem 3.9 L(D) is finite dimensional for any effective divisor D on a nonsingu-
lar projective algebraic curve.

Proof First of all, the assertion reduces easily to the case D ≥ 0. Indeed, let D =
D1 − D2 with D1,D2 ≥ 0. Then L(D) ⊂ L(D1): indeed, f ∈ L(D) means that
divf + D1 − D2 = D′ ≥ 0, and hence divf + D1 = D′ + D2 ≥ 0, that is, f ∈
L(D1). The required reduction follows from this.

Let D ≥ 0 and let x be a point appearing in D with multiplicity r > 0, that is
D = rx +D1. Set (r − 1)x +D1 = D′, and let t be a local parameter on X at x.
For a function f ∈ L(D), set λ(f ) = (trf )(x). Then λ : L(D)→ k is obviously
a linear function, with kernel equal to L(D′). Carrying out the same construction
degD times, we see that L(0) is a vector subspace of L(D) defined by the vanish-
ing of degD linear forms. But we know that L(0) = k by Section 1.1 (just before
Example 3.1). It follows from this that L(D) is finite dimensional, and in fact

�(D)≤ degD + 1. (3.24)

The theorem is proved. �

Remark 3.1 Equality holds in (3.24) for X = P
1. Indeed, in this case any divisor D

is linearly equivalent to rx, where x ∈ P
1 is the point at infinity. Then L(D) equals

the space of polynomials of degree ≤r and �(D)= r + 1.

Remark 3.2 If X is not rational then (2.22) can be improved. Namely, in this case,
for any point x ∈ X we have L(x) = k. Indeed, if L(x) contains a nonconstant
function, then we would have div∞ f = x. Then by Corollary after Theorem 2.4,
deg(div0 f )= 1, that is, divf = y− x, which contradicts the irrationality of X (see
the proof of Theorem 3.8). Therefore in the process of proving (2.22) we already
get to a divisor x after degD− 1 steps, for which L(x)= 1, and hence

�(D)≤ degD if D > 0. (3.25)

Thus rational curves are characterised by the fact that for them �(D)= degD+1
for D > 0.

Remark 3.3 The same argument shows that, quite generally, for divisors D1 and
D2,

D1 <D2 =⇒ �(D2)≤ �(D1)+ deg(D2 −D1). (3.26)

The inequalities (2.22) and (2.23) are particular cases of this, with D1 = 0 and D1 =
x respectively.

2.4 Exercises to Section 2

1 A line l is a double tangent or bitangent to a plane quartic curve X if l and X are
tangent at any point of l ∩X. Prove that the set of quartic curves having a given line
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l as a double tangent has codimension 2 in the space of all quartics. Prove that any
irreducible quartic curve has a double tangent.

2 For a singular projective curve X, define the divisor of a form F on the nor-
malisation Xν using the pullback of functions ν∗(F/G) as in Section 1.2, and the
intersection number XF as the degree of this divisor on Xν . Prove that Bézout’s
theorem continues to hold in this context.

3 Prove that the number of singular points of an irreducible plane curve of degree
n is ≤(n−1

2

)

. [Hint: Pass a curve of degree n through
(

n−1
2

)+ 1 singular points, and
as many nonsingular ones as possible. Then apply Bézout’s theorem.]

4 If X is a nonsingular plane curve and l a line, and the multiplicity of tangency at
x ∈ X is r ≥ 2, we say that r − 2 is the inflexion multiplicity of X at x. Prove that
the sum of the inflexion multiplicities of a curve of degree n taken over all inflexion
points it equal to 3n(n− 2). [Hint: Prove that the multiplicity of flex points at x is
equal to the multiplicity of the zero of the Hessian at x (Section 6.2, Chapter 1).]

5 Let X be a nonsingular curve and x1, . . . , xm ∈ X. Prove that we can take the
functions ti in Theorem 2.5 to be the equations of hypersurfaces Ei such that Ei �
xi , Ei �� xj , for i �= j , and Ei �⊃ΘX,xi , that is, Ei is not tangent to X at xi .

6 Prove that a curve of degree n in P
n not contained in any hyperplane is rational.

3 The Plane Cubic

3.1 The Class Group

We have seen in Theorem 3.8 that Cl0 X = 0 holds for rational curves X, and for
them only. We now work out the simplest example for which Cl0 X �= 0. This is
the nonsingular plane cubic curve X, one of the most beautiful examples in alge-
braic geometry, with a wealth of unexpected properties. We proved in Section 6.2,
Chapter 1 that X always has an inflexion point, and hence can be put in Weierstrass
normal form. It follows from this, as we have seen in Section 1.6, Chapter 1, that X
is irrational.

Theorem 3.10 Pick any point α0 of a nonsingular plane cubic curve X, and con-
sider the map X → Cl0 X that sends α ∈ X to the divisor class Cα containing
α − α0. Then α �→ Cα defines a one-to-one correspondence between points α ∈ X

and divisor classes C ∈ Cl0 X.

Proof If Cα = Cβ then α − α0 ∼ β − α0, so that α ∼ β . If α �= β , it would follow
from the proof of Theorem 3.8 that X is rational, whereas we know that it is not
rational.
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It remains to prove that any divisor class C of degree 0 contains a divisor of the
form α− α0. Suppose first that D is any effective divisor. We show that there exists
a point α ∈X such that

D ∼ α + kα0. (3.27)

If degD = 1, then (3.27) holds with k = 0. If degD > 1 then D = D′ + β with
degD′ = degD − 1 and D′ > 0. Using induction, we can assume that (3.27) is
proved for D′, that is, D′ ∼ γ + lα0. Then D ∼ β + γ + lα0. If we can find a point
α such that

β + γ ∼ α+ α0, (3.28)

then (3.27) will follow. Suppose first that β �= γ . Pass the line given by L = 0
through β and γ . By Bézout’s theorem, LX = 3, hence

divL= β + γ + δ for some δ ∈X. (3.29)

Suppose moreover that δ �= α0 and pass the line given by L1 = 0 through δ and
α0. In same way as for (3.29), we get divL1 = δ + α0 + α for some α ∈ X. Since
divL∼ divL1 we get β + γ + δ ∼ δ + α0 + α, and (3.28) follows.

We still have to treat the cases with β = γ or δ = α0. If β = γ we pass the
tangent to X at β; let L= 0 be the equation. According to 1.2, Lemma vβ(L)≥ 2,
and hence divL= 2β + δ. Thus (3.29) holds in this case. The case δ = α0 is treated
similarly.

Now suppose that D is any nonzero divisor with degD = 0. Then D =D1−D2
with D1,D2 > 0 and degD1 = degD2. Applying (3.27) to both D1 and D2, we get
D1 ∼ β + kα0 and D2 ∼ γ + kα0 with the same k, since degD1 = degD2. Hence
D =D1 −D2 ∼ β − γ , and we need only find a point α such that β − γ ∼ α− α0.
This relation is equivalent to β + α0 ∼ α + γ , and is the same as (3.28) up to the
notation. The theorem is proved. �

The proof of Theorem 3.10 allows us to determine explicitly the function �(D)

for divisors D on a nonsingular plane cubic.

Theorem 3.11 Let X ⊂ P
2 be a nonsingular cubic; then

�(D)= degD for every effective divisor D > 0 on X. (3.30)

Conversely, a curve for which (3.30) holds is isomorphic to a nonsingular cubic.
(Compare also Corollary 3.4.)

Proof By Theorem 3.9, Remark 3.2, �(D)≤ degD for a divisor D > 0 on X, and it
is enough to prove that �(D)≥ degD. In the proof of Theorem 3.10 we proved that
D ∼ α +mα0. Thus it is enough to prove that �(α +mα0) > m (strict inequality!).
If m= 1, then l(α+ α0) > 1; because L(α+ α0) contains the nonconstant function
L1/L0, where L0 is defining equation of the line through α and α0 and L1 any line
through the third point of the intersection of L0 and X (see Figure 12, (a)).
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Figure 12 Constructing functions on a plane cubic

Hence for m > 1 it is sufficient to exhibit a function fm with div∞(f ) = mα0;
indeed, then fm ∈ L(mα0) ⊂ L(α + mα0) and fm /∈ L(α + (m − 1)α0), whence
�(α +mα0) ≥ �(α + (m− 1)α0)+ 1, and our assertion is proved by induction. It
is easy to find fm with this property for m = 2 or 3. Namely, f2 = L1/L0, where
L0 is the tangent line to X at α0, and L1 is any line through the third point of the
intersection of L0 and X (see Figure 12, (b)). Similarly, f3 = L1L3/L0L2, where
L0 and L1 are as before (see Figure 12, (b)), L2 is the defining equation of the line
through α0 and one of the other points of intersection of L1 and X, and L3 = 0 a
line through the third point of intersection of L2 and X. Finally, if m= 2r is even,
then fm = f r

2 ; and if m = 2r + 3 is odd and ≥3 then fm = f3f
r
2 . This proves the

equality (3.30).
Conversely, suppose that X is a nonsingular projective curve X such that (3.30)

holds for any divisor D > 0. Take any point p ∈X. Since �(2p) > 1 by (3.30), there
exists a function x ∈ k(X) with div∞ x = 2p (note that div∞ x = p is impossible,
since then the curve would be rational). By (3.30) L(3p) �= L(2p), so that there
exists a function y ∈ k(X) with dim∞ y = 3p. Finally, by (3.30), �(6p)= 6. But we
already know 7 functions belonging to L(6p), namely 1, x, x2, x3, y, xy, y2. Hence
there must be a linear dependence relation between these

a0 + a1x + a2x
2 + a3x

3 + b0y + b1xy + b2y
2 = 0. (3.31)

Thus the functions x and y define a rational, hence regular map from X to the plane
cubic Y ⊂ P

2 with (3.31) in inhomogeneous coordinates. This is the rational map
defined by the linear system L(3p).

The map f defines an inclusion of function fields f ∗ : k(Y ) ↪→ k(X). Let
us prove that f ∗(k(Y )) = k(X). For this, remark that k(Y ) ⊃ k(x) and k(Y ) ⊃
k(y), and the functions x and y each defines a map of X→ P1. By assumption
div∞ x = 2p, which means that the map g defined by x satisfies g∗(∞)= 2p. From
Theorem 3.5 it follows that degg = 2, that is, [k(X) : k(f ∗(x))] = 2. Similarly,
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[k(X) : k(f ∗(y))] = 3. Since [k(X) : f ∗(k(Y ))] has to divide both these numbers,
k(X) = f ∗(k(Y )), that is, f is birational. The cubic (3.31) cannot have singular
points, since then it, and X together with it, would be a rational curve, which con-
tradicts (3.30). Therefore Y is a nonsingular cubic, and hence f is an isomorphism.
The theorem is proved. �

Thus nonsingular cubic curves in P2 are characterised by (3.30) in exactly the
same way that rational curves are characterised by �(D)= degD + 1 for D > 0.

3.2 The Group Law

Theorem 3.10 establishes a one-to-one correspondence between the points of a non-
singular cubic curve X ⊂ P

2 and the elements of the group Cl0 X, under which a
point α ∈X corresponds to the class Cα of the divisor α− α0, where α0 is the fixed
point used to define the correspondence.

Using this, we can transfer the group law from Cl0 X to X itself. The correspond-
ing operation on points of X is called addition, and written ⊕, with subtraction
denoted by  . By definition, α⊕ β = γ if Cα +Cβ = Cγ , that is

α + β ∼ γ + α0. (3.32)

α0 is obviously the zero element. From now on we denote it by o, so that (3.32) can
be rewritten

α + β ∼ (α⊕ β)+ o. (3.33)

The proof of Theorem 3.10 allows us to describe the operations ⊕ and  in
elementary geometric terms. Namely, if the tangent to X at o meets X at π and the
line through π and α meets X in a third point α′ then

2o+ π ∼ π + α + α′ so that α + α′ ∼ 2o, (3.34)

which means that α′ =  α is the inverse of α in the group law (Figure 13, a). If
α = π , passing a line through α and π should be replaced by drawing the tangent
line to X at α.

Similarly, to describe ⊕, pass a line through α and β; let γ ′ be the third point of
intersection with X, and γ the third point of intersection of X with the line through
o and γ ′ (Figure 13, b). Then

α + β + γ ′ ∼ γ ′ + γ + o

α + β ∼ γ + o,
that is, γ = α⊕ β. (3.35)

If α = β or γ ′ = o then passing a secant through α and β , or through γ ′ and o,
should be replaced by drawing the tangent line to X at α or γ ′.
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Figure 13 The group law on a plane cubic

Figure 14 The inverse map
γ �→ γ1

This description becomes especially simple if we take o to be an inflexion point
of X, which from now on we always assume. Then the section of X by a line is
linearly equivalent to 3o: to see this, take the inflexional tangent line to X at o. If γ1

is the third point of intersection of X with the line through γ and o then

γ + γ1 + o∼ 3o, (3.36)

that is, γ1 ∼ γ (Figure 14).
To describe the operation ⊕, pass a line through α and β . Let γ ′ be the third

points of intersection of X, and γ the third point of intersection of X with the line
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through γ ′ and o. Then (Figure 13)

α+ β + γ ′ ∼ γ + γ ′ + o,

α + β ∼ γ + o.
(3.37)

If α = β then the secant line through α and β should be replaced by the tangent line
to X at α.

Another form of relation (3.37) is that α,β, γ are collinear if and only if α⊕β⊕
γ = o. In particular, β lies on the tangent line at α if and only if 2α⊕ β = o (where
2α = α ⊕ α in the sense of the group law). Finally, also β = α if α is an inflexion
point; then 3α = o. Thus the inflexion points of a cubic are precisely the elements
of order 3 in the group law, together with the zero element.

A cubic in Weierstrass normal form has an inflexion point at infinity. We will
assume that the characteristic of k is different from 2 or 3. (This is exclusively for
the purpose of simplifying the formulas.) Then the equation of X can be written

y2 = x3 + ax + b (3.38)

and its point at infinity o is on the lines x = c for all c ∈ k. Hence the minus operation
of the group law is particularly simple to write down:

 (x, y)= (x,−y). (3.39)

To write out the operation α⊕ β , pass a line through α = (x1, y1) and β = (x2, y2):

y − y1 =
(

y2 − y1

x2 − x1

)

(x − x1). (3.40)

The three points of intersection of this line with the cubic (3.38) are obtained from
the equation

(

y1 +
(

y2 − y1

x2 − x1

)

(x − x1)

)2

= x3 + ax + b,

that is,

x3 −
(

y2 − y1

x2 − x1

)2

x2 + · · · = 0.

We know two of the roots x1 and x2 of this equation. Therefore the third root is
given by

x3 =
(

y2 − y1

x2 − x1

)2

− x1 − x2. (3.41)

The coordinate y3 is given by (3.40), and finally

α⊕ β = (x3,−y3).
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When α = β , we should take the tangent line to X at (x1, y1). Similar transforma-
tions give its third point of intersection as (x2, y2), where

x2 = (3x2
1 + a)2

4(x3
1 + ax1 + b)

− 2x1, (3.42)

and y2 is obtained by substituting for x2 from (3.42) into the equation of the tangent
line. Then 2α = (x2,−y2).

A remarkable property of the group law we have constructed is that it is given by
rational formulas, that is, it defines a rational map X ×X→ X. We can even say
more.

Theorem 3.12 The maps ϕ : X→ X given by ϕ(α) =  α and ψ : X × X→ X

given by ψ(α,β)= α⊕ β are regular.

Proof For ϕ this is obvious from (3.39). Similarly, it follows from (3.40) that ϕ is
regular at a point (α,β) provided that α = (x1, y1), β = (x2, y2) and x1 �= x2; or in
other words, since x2 = x1 implies that y2 =±y1, provided that α �= β and α �=  β .

Now for any point γ ∈X, consider the reflection map sγ , that takes a point α �= γ

into the third point of intersection of X with the line through α and γ . Obviously
sγ (α) =  (α ⊕ γ ). It can be seen explicitly from the formulas that this map is
rational, hence regular by Theorem 2.12 and Corollary of Section 3.1, Chapter 2.
Moreover, s2

γ = id, so that sγ is an automorphism. Let us prove that sγ (γ ) is the
third point of intersection of X with the tangent line at γ . For this we apply sγ to
the relation

α + γ + sγ (α)∼ 3o.

Since sγ is an automorphism of X it obviously preserves linear equivalence of divi-
sors, and moreover, sγ (o)= γ . Hence

sγ (α)+ sγ (γ )+ α ∼ 3( γ ).

Substituting in this the expression sγ =  (α ⊕ γ ), we get sγ (γ ) = 2( γ ) (multi-
plication by 2 in the group law of X), and this is the third point of intersection of X
with the tangent line at γ .

Now we can consider the translation automorphism tγ (α) = α ⊕ γ for α �= γ .
Obviously tγ is the composite of the two reflections tγ = s0 ◦ sγ , from which it
follows that if α = γ then tγ (α)= 2α. Finally, for any α,β ∈X, we have

ψ(α,β)= t−1
γ⊕δψ

(

tγ (α), tδ(β)
)

.

Hence if ψ is regular at any point (α0, β0), then it is regular at any point (α,β) =
(tγ (α0), tδ(β0)), where γ = α ⊕ ( α0) and δ = β ⊕ ( β0). But it is regular where
α �= β and α �=  β , and hence is regular everywhere. The theorem is proved. �
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The map ψ : X×X→X has a differential at (α,β) ∈X×X,

d(α,β)ψ : Θ(α,β)→Θα⊕β.

Obviously Θ(α,β)
∼=Θα⊕Θβ , and the linear map from the direct sum is determined

by the map on the summands. Finally, the composite map Θα →Θα⊕Θβ →Θα⊕β

comes from X→X×X→X, where the first map is the inclusion γ �→ (γ,β), and
the second the group law ψ . The composite map X→ X is simply the translation
tβ , and hence the restriction of dψ to Θα equals dtβ and finally dψ = dtα + dtβ . We
have proved the next result.

Lemma The differential dψ : Θ(α,β)→Θα⊕β of the group law ψ : X×X→X is
given by dψ = dtα + dtβ . In particular, it is surjective.

3.3 Maps

We study regular maps λ : X→X of the cubic to itself. An example is the transla-
tion tγ given by tγ (α)= α⊕ γ . If λ(o)= γ then t γ ◦ λ= λ′ fixes o. From now on
we always assume this, that is, λ(o)= o. We prove in Theorem 3.16 below that then
λ is a homomorphism of the group law on X, but we do not use this at present.

Just as with any maps to a group, we can add maps, defining λ + μ by (λ +
μ)(α)= λ(α)⊕μ(α). Obviously all regular maps λ : X→X with λ(o)= o form a
group. If λ(X) is not just a point then λ(X)=X. Then the degree degλ is defined,
and is positive; we write n(λ) for degλ. If λ(X)= o then we set n(λ)= 0.

The basic result is the following theorem, which has many applications.

Theorem 3.13 There exists a scalar product (λ,μ) on the group of regular maps
λ : X→X with λ(o)= o such that (λ,λ)= n(λ).

Here by scalar product, we mean that a number (λ,μ) ∈ Q is defined for any
elements λ, μ, with the properties

(λ,μ)= (μ,λ) and (λ1 + λ2,μ)= (λ1,μ)+ (λ2,μ).

For any Q-valued function n(λ) with n(λ) > 0 for λ �= 0 and n(λ) = 0 for λ = 0,
there exists a scalar product (λ,μ) with (λ,λ)= n(λ) if and only if

n(λ+μ)+ n(λ−μ)= 2
(

n(λ)+ n(μ)
)

. (3.43)

This is an elementary and purely algebraic fact (see Proposition A.1). Thus to prove
the theorem, it is enough to check the relation (3.43) for n(λ)= degλ.

We write Δ ⊂ X × X for the diagonal subvariety of pairs (α,α) with α ∈ X,
and Σ ⊂X ×X for the set of pairs (α, α). Obviously these are both nonsingular
irreducible subvarieties isomorphic to X. For Δ, compare Example 1.20; and Σ =
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ι(Δ) where ι= (id, ) is the involution (α,β) �→ (α, β). Consider the regular map
ψ : X ×X→ X given by ψ(x, y) = x ⊕ y, and the divisor ψ∗(o). By Lemma of
Section 3.2, dψ is surjective. It follows from this that ψ∗(o)=Σ is the prime divisor
Σ with multiplicity 1. Indeed, if to is a local parameter on X at o then ψ∗(to) is a
local equation of Σ . Since dψ is surjective, the dual map mo/m

2
o→mα, α/m

2
α, α

is injective. Hence ψ∗(to) /∈m2
α, α , and it follows that ψ∗(o) is nonsingular. In the

same way, the map ψ1 : X×X→X defined by ψ1(α,β)= α β differs from ψ by
the involution ι, and a similar argument gives ψ∗1 (0)=Δ. Finally, set p1(α,β)= α

and p2(α,β)= β . Obviously p∗1(o)= o×X and p∗2(o)=X×o. The identity (3.43)
follows easily from the next assertion.

Lemma The linear equivalence

Δ+Σ ∼ 2(o×X+X× o)= 2
(

p∗1(o)+ p∗2(o)
)

(3.44)

holds on the surface X×X.

Proof To prove this, we exhibit a function f on X×X for which div0 f equals the
left-hand side of (3.44) and div∞ f the right-hand side. We assume that an affine
piece of X is given in the Weierstrass normal form (3.38); then x defines a map
x : X→ P

1 such that x(α)= x(β) only if α = β or α = β . Moreover, degx = 2,
and since x−1(∞)= {o}, we have div∞ x = x∗(∞)= 2o.

The affine product variety X × X is the subset of A
4 (with coordinates

x1, y1, x2, y2) defined by y2
1 = f (x1), y2

2 = f (x2). Inside X × X, Δ is defined
by x1 = x2, y1 = y2, and Σ by x1 = x2, y1 = −y2. The function f we require to
establish the linear equivalence (3.44) is f = x1 − x2. The verification is an al-
most tautological calculation. The divisor defined on the affine surface by x1 − x2

is Δ+Σ . In fact

(y1 − y2)(y1 + y2)=
(

y2
1 − y2

2

)= (x1 − x2)g(x1, x2),

where g(x1, x2)= (f (x1)−f (x2))/(x1−x2). Now (y1−y2) is invertible outside Δ,
so x1−x2 is a local equation for Σ there, and similarly (y1+y2) is invertible outside
Σ , so x1 − x2 is a local equation for Δ there. Therefore div0(x1 − x2)=Δ+Σ .

Now since div∞ x = 2o, it’s clear that on the projective variety X ×X we have
div∞(x1 − x2)= 2(o×X+X× o), so that finally,

div(x1 − x2)=Δ+Σ − 2(o×X+X× o).

This proves the lemma. �

Proof of Theorem 3.13 Consider the map f : X → X × X given by f (α) =
(

λ(α),μ(α)
)

. Obviously p1 ◦ f = λ and p2 ◦ f = μ, so that f ∗(p∗1(o)) = λ∗(o)
and f ∗(p∗2(o)) = μ∗(o) for λ,μ �= 0. Similarly, ψ ◦ f = λ + μ, so that, since
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Σ = ψ∗(o), we get f ∗(Σ) = (λ+ μ)∗(o) for λ+ μ �= 0, and similarly f ∗(Δ) =
(λ−μ)∗(o) for λ−μ �= 0. Therefore applying f ∗ to (3.44) gives

(λ+μ)∗(o)+ (λ−μ)∗(o)∼ 2
(

λ∗(o)+μ∗(o)
)

(linear equivalence of divisor on X), provided that λ,μ,λ + μ,λ − μ �= 0. Since
linearly equivalent divisors have the same degree, and degλ∗(o) = degλ = n(λ),
and similarly for μ,λ+μ,λ−μ, (3.43) follows, provided that λ,μ,λ+μ,λ−μ �=
0. If λ = 0 or μ = 0 then (3.43) is obvious. If, say, λ+ μ = 0 then we need only
use the assertion in Example of Section 1.3, together with n(λ+ μ)= 0; similarly
if λ−μ= 0. This proves (3.43) and the theorem. �

3.4 Applications

Example 3.4 (m-torsion points of X) Consider the homomorphism δm : X→X of
multiplication by m in X, that is,

δm(α)= α⊕ · · · ⊕ α
︸ ︷︷ ︸

m times

.

By (3.43) with λ = μ = δ1 it follows that n(δ2) = 4, and, by induction on m, one
sees that n(δm)=m2. Suppose that k has characteristic 0. By Theorem 2.29, there
exists a nonempty open set U ⊂X such that points α ∈ U have exactly m2 inverse
images under δm. But δm is a group homomorphism, so that the number of inverse
images of any point is equal to the order of the kernel. We deduce that the number
of solutions in X of the equation mα = 0 is equal to m2.

Suppose now that k has characteristic p > 0, but m is not divisible by p. In order
to be able to apply Theorem 2.29, we need to prove that δm is separable. If this were
not the case, then by Theorem 2.31, we could write δm in the form g ◦ ϕ, where ϕ

is the Frobenius map of X, and then deg δm would be divisible by p, whereas we
know that deg δm =m2 and p �m. Thus the number of solutions of mα = 0 equals
m2 provided that m is not divisible by chark.

In particular, the equation 3α = 0 has 9 solutions if chark �= 3. We saw in 3.2
that the points satisfying 3α = 0 are the inflexion points of X. Hence a nonsingular
plane cubic has 9 inflexion points. These enjoy a number of remarkable properties.
For example, the line through any two of them intersects X again in an inflexion
point. This follows at once from the fact that the sum of two solutions of 3α = 0 in
a group is again a solution.

Example 3.5 (Hasse–Weil estimates) Suppose now that X ⊂ P
2 is a nonsingular

plane cubic curve defined by an equation with coefficients in the field Fp with
p elements. In Example 1.16, we defined the Frobenius map ϕ : (α1, . . . , αn) �→
(α

p

1 , . . . , α
p
n ) for affine varieties defined over Fp . This definition extends automati-

cally to arbitrary quasiprojective varieties. By Theorem 2.31, degϕ = p.
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We apply Theorem 3.13 to maps λ : X→ X of the form a + bϕ with a, b ∈ Z,
given by

a + bϕ : α �→ α⊕ · · · ⊕ α
︸ ︷︷ ︸

a times

⊕ ϕ(α)⊕ · · · ⊕ ϕ(α)
︸ ︷︷ ︸

b times

.

By Theorem 3.13, we know that n(a + bϕ)= (a + bϕ,a + bϕ), and hence

n(a + bϕ)= a2n(1)+ 2ab(1, ϕ)+ b2n(ϕ)

= a2 + 2ab(1, ϕ)+ b2p. (3.45)

By definition n(a + bϕ)≥ 0 for all a and b, so that, viewed as a quadratic form in
a, b, n(a + bϕ) has positive discriminant, and therefore

∣

∣(1, ϕ)
∣

∣≤√p. (3.46)

On the other hand, it follows from (3.45) that 2(1, ϕ)= n(1−ϕ)−p−1, and hence
(3.46) gives

∣

∣n(1− ϕ)− p− 1
∣

∣≤ 2
√
p. (3.47)

Moreover, n(1 − ϕ) = deg(1 − ϕ)∗(o), and Supp
(

(1 − ϕ)∗(o)
)

consists of points
α ∈X with (1− ϕ)(α)= o, that is, α = ϕ(α). These are the points of X with coor-
dinates in Fp . We prove that all these points appear in the divisor (1− ϕ)∗(o) with
multiplicity 1. As in the preceding example, referring to Theorem 2.29, it is enough
to prove that the map 1 − ϕ is separable. For this, by Theorem 2.31, we need to
prove that 1− ϕ �= μϕ for any map μ : X→X. But it would follow from this that
1= (1+μ)ϕ, and this contradicts degϕ = p > 1.

Thus (3.47) can be rewritten

|N − p− 1| ≤ 2
√
p, (3.47′)

where N is the number of points of X with coordinates in Fp (including the point
at infinity). In other words, the number N0 of solutions of the congruence

y2 ≡ x3 + ax + b modp (3.48)

satisfies the inequality

|N0 − p| ≤ 2
√
p. (3.49)

This result has the following interpretation: for a given residue x modulo p, the
congruence (3.48) has

⎧

⎨

⎩

no solutions if
(

x3+ax+b
p

)=−1,

2 solutions if
(

x3+ax+b
p

)= 1,
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where a
p

is the Legendre symbol. Hence N0−p =∑p−1
x=0

x3+ax+b
p

, and (3.49) gives
the estimate

∣

∣

∣

∣

∣

∣

p−1
∑

x=0

(

x3 + ax + b

p

)

∣

∣

∣

∣

∣

∣

≤ 2
√
p. (3.50)

The estimates (3.49) and (3.50) have many applications in number theory.

3.5 Algebraically Nonclosed Field

Suppose that the coefficients a, b in the (3.38) belong to some field k0, not neces-
sarily algebraically closed. Write k for the algebraic closure of k0. The definition,
or the explicit formulas for the group law on X, show that the points of X with
coordinates in k0 form a subgroup, denoted by X(k0).

Example 3.6 (The Mordell–Weil theorem) Suppose that k0 =Q is the rational num-
ber field. In this case, the theorem known as the Mordell theorem asserts that the
group X(Q) is finitely generated. In principle, this is a description of the set of ra-
tional solutions of (3.38) in finite terms, just as that provided in the case of conics
by the parametrisation of Section 1.2, Chapter 1.

Example 3.7 (Divisors and rationality) In the more general situation, when X is
a nonsingular projective algebraic curve defined by equations with coefficients in a
field k0, we can apply the preceding theory to the field extension k0 ⊂ k. In what fol-
lows we assume that k0 is a perfect field (just to simplify the arguments somewhat).
With X we associate a function field k0(X) ⊂ k(X) over k0 consisting of rational
functions in the coordinates with coefficients in k0. Suppose that D =∑

nixi is a
divisor with xi ∈ X such that the coordinates of the points xi are contained in an
intermediate field k1 with k0 ⊂ k1 ⊂ k; we can assume here that k0 ⊂ k1 is a Galois
extension. An automorphism σ of the field extension k0 ⊂ k1 applied to the coor-
dinates of a point xi ∈ X(k1) obviously takes it into a point σ(xi) ∈ X(k1). If for
every point xi , and every automorphism σ ∈Gal(k1/k0), the conjugate points σ(xi)

appears in D with the same multiplicity, then we say that the divisor D is rational
over k0. This applies, in particular, to the divisor of a function f ∈ k0(x).

We write Lk0(D) for the vector subspace of functions f ∈ k0(X) such that
divf + D > 0. This is a vector space over k0. Set �k0(D) = dimk0 Lk0(D). The
automorphisms of k1 over k0 take functions of L(D) to one another and preserve
the subspace Lk0(D). They are not, however, linear maps: σ(αf )= σ(α)σ (f ) for
α ∈ k and f ∈ L(D); transformations of this type are said to be quasilinear. The
so-called main theorem on quasilinear maps (Proposition A.5) asserts that L(D) is
generated over k by the k0-vector subspace Lk0(D) of invariant elements, that is
L(D)= k ·Lk0(D). In particular,

�k0(D)= �(D). (3.51)
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If divisors D and D′ are rational over k0 and linearly equivalent then there exists a
function f ∈ k0(X) such that D−D′ = divf . To prove this one must apply the main
theorem on quasilinear maps to the 1-dimensional space of functions g ∈ k1(X) for
which divg =D −D′.

Example 3.8 (Zeta functions and the Weil Riemann hypothesis) We return to the
cubic X. In Section 2.3, Chapter 1, we defined the zeta functions ZX(t) and ζX(s)

for an affine variety defined by equations with coefficients in Fp . The definition ob-
viously extends to arbitrary quasiprojective varieties. If X is a curve then the cycles
defined in Section 2.3, Chapter 1 are rational divisors over Fp , and as such, are ob-
viously irreducible, that is, cannot be expressed as sums of other rational divisors.
The Euler product (1.19) can then be rewritten, as in the case of the Riemann zeta
function, in the form

ZX(t)=
∑

D≥0

tdegD,

where D runs through all rational divisors over Fp . In other words,

ZX(t)=
∑

ant
n,

where an is the number of effective rational divisors D of degree n. We are now in
a position to determine this number explicitly when X is a cubic curve.

We first find the number of linear equivalence classes of rational divisors of de-
gree n. We proved in Section 3.1 that if degD = n then D ∼ x + (n− 1)o. From
the fact that D is rational over Fp , it follows that x ∈ X(Fp). Indeed, if the coor-
dinates of x are contained in a Galois extension k1 of k0 then σ(x) ∼ x for any
automorphism of this extension, and hence σ(x) = x. Thus the number of divisor
classes of degree n equals N , where N is the number of points x ∈X(Fp). Now we
find the number of divisors in a given class, that is, the number of divisors D ∼D0
where D0 is given. They correspond to nonzero functions f ∈ LFp

(D), considered
up to constant factors in Fp . Thus the number of rational divisors with D ∼D0 and
D > 0 is equal to the number of points of P�k0 (D)−1, that is, (p�k0 (D) − 1)/(p− 1).
By (3.51) �k0(D)= �(D), and by Theorem 3.11, �(D)= n. Therefore an = pn−1

p−1 N ,
and we get that

ZX(t)= 1+N

∞
∑

n=1

pn − 1

p− 1
tn

= 1+ N

p− 1

(

pt

1− pt
− t

1− t

)

= 1+ (N − p− 1)t + pt2

(1− t)(1− pt)
.

We see that the zeta function ZX(t) is a rational function of t . Moreover, the
inequality (3.47′) shows that the roots α1 and α2 of the quadratic polynomial 1+
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(N − p − 1)t + pt2 are complex conjugate algebraic integers. Since their product
equals 1/p, we have |αi | = p−1/2. For the zeta function ζX(s)= ZX(p−s) this gives
that the zeros β1 and β2 lie on the line "s = 1/2. We get in this way an analogue of
the Riemann hypothesis.

Analogous results hold for arbitrary nonsingular projective varieties, but their
proofs are very much harder (see for example Hartshorne [37, Appendix C] for a
survey).

3.6 Exercises to Section 3

1 Find all points of order 2 on a cubic curve in Weierstrass normal form.

2 Prove that if two cubic curves intersect in exactly 9 points then any cubic through
8 of these points also passes through the 9th.

3 Prove that the x-coordinates of the inflexion points of the cubic curve (3.38) sat-
isfy f (x)= x4 + 2ax2 + 4bx + a2. Prove that if a, b ∈R then not all four of these
points can be real. [Hint: Use the fact that f ′(x) = 4(x3 + ax + b).] Prove that a
real cubic has one or 3 real inflexion point. In the latter case, they are collinear.

4 Prove that there are 4 tangent lines to a cubic X through every point of X. (We
only count x ∈ TxX if x is an inflexion point.)

5 Prove that the points of tangency of the 4 tangent lines to a cubic X through a
point a ∈X lie on a conic tangent to X at a.

6 Prove that if two cubics X1 and X2 with equation y2 = x3 + aix + bi for i = 1
and 2 are isomorphic, then there exists an isomorphism that takes their points at
infinity to one another.

7 Under the assumptions of Exercise 6, prove that an isomorphism between X1 and
X2 that takes their points at infinity to one another is given by a linear map.

8 Under the assumptions of Exercises 6–7, prove that if b1, b2 �= 0, then the two
cubics X1 and X2 are isomorphic if and only if a3

1/b
2
1 = a3

2/b
2
2.

9 Prove that the zeta function ζX(s) associated with a cubic satisfies the functional
equation ζX(1− s)= ζX(s).

10 Prove that over a field of characteristic p, any map of the cubic α : X→X with
α(X)=X can be written in the form α = ϕrβ where ϕ is the Frobenius map, r ≥ 0
and β is separable.
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4 Algebraic Groups

The results of the preceding sections lead to an interesting topic in algebraic geo-
metry, the theory of algebraic groups. We will not go very deeply into this theory,
but in order to give the reader at least an impression, we discuss some of its basic
results, leaving out most of the proofs.

4.1 Algebraic Groups

The plane cubic curves of the preceding section are one of the most important ex-
amples of a general notion that we now introduce.

Definition An algebraic group is an algebraic variety G which is at the same time a
group, in such a way that the following conditions are satisfied: the maps ϕ : G→G

given by ϕ(g) = g−1 and ψ : G×G→G given by ψ(g1, g2) = g1g2 are regular
maps (here g−1 and g1g2 are the inverse and product in the group G).

Examples of algebraic groups

Example 3.9 A nonsingular plane cubic curve with the group law ⊕. Theorem 3.12
asserts that the conditions in the definition of algebraic group are satisfied.

Example 3.10 The affine line A
1, with the group law defined by addition of coordi-

nates of points. This is called the additive group, and denoted by Ga .

Example 3.11 The variety A
1 \ 0, where 0 is the origin, with the group law defined

by multiplication of coordinates of points. This is called the multiplicative group,
and denoted by Gm.

Example 3.12 The open subset of the space An2
of n×n matrixes consisting of non-

degenerate matrixes, with the usual matrix multiplication. This is called the general
linear group.

Example 3.13 The closed subset of the space A
n2

of n× n matrixes consisting of
orthogonal matrixes, with the usual matrix multiplication. This is called the ortho-
gonal group.

We give a very simple example illustrating how being an algebraic group affects
the geometry of the variety G.

Theorem 3.14 The variety of an algebraic group is nonsingular.
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Proof It follows from the definition of an algebraic group that for any h ∈ G the
map

th : G→G given by th = hg

is an automorphism of the variety G. For any g1, g2, we have th(g1) = g2, where
h= g2g

−1
1 , and the property that a point is singular is invariant under isomorphism,

so that if any point of G is singular, then so are all its points. But this contradicts the
fact that the singular points of any algebraic variety form a proper closed subvariety.
Therefore G does not have singular points. The theorem is proved. �

A generalisation of this situation is the case when a variety X has a group G of
automorphisms, with the property that for any two points x1, x2 ∈ X there exists
g ∈G such that g(x1)= x2. In this case we say that X is homogeneous. The argu-
ment just given shows that a homogeneous variety is nonsingular. An example is the
Grassmannian (Example 1.24).

4.2 Quotient Groups and Chevalley’s Theorem

This section contains statements of some of the basic theorems on algebraic groups.
Theorems are labelled with letters (Theorem A, etc.) to indicate that proofs are
omitted.9

Definition An algebraic subgroup of an algebraic group G is a subgroup H ⊂G

that is a closed subset in G. As in the theory of abstract groups, a subgroup H ⊂G

is a normal subgroup if g−1Hg = H for every g ∈ G. Finally, a homomorphism
ϕ : G1 →G2 of algebraic groups is a regular map that is a homomorphism of ab-
stract groups.

The problem of constructing the quotient group by a given normal subgroup is
quite delicate. The difficulty, of course, is how to turn G/N into an algebraic variety.

Theorem A The abstract group G/N can be made into an algebraic variety in such
a way that the following conditions are satisfied:

1. The natural map ϕ : G→G/N is a homomorphism of algebraic groups.
2. For every homomorphism of algebraic groups ψ : G→ G1 whose kernel con-

tains N , there exists a homomorphism of algebraic groups f : G/N →G1 such
that ψ = f ◦ ϕ.

9For a modern introduction to algebraic groups, including proofs of Theorems A–B, see
Humphreys [40].
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The algebraic group G/N is obviously uniquely determined by conditions 1
and 2. It is called the quotient group of G by N .

An algebraic group G is affine if the algebraic variety G is affine, and is an
Abelian variety if G is projective and irreducible. The general linear group (Ex-
ample 3.12) is obviously an affine group. Indeed, it is the principal open set (Sec-
tion 4.2, Chapter 1) of An2

defined by detM �= 0. Hence any algebraic subgroup of
the general linear group is affine.

Theorem B An affine algebraic group is isomorphic to an algebraic subgroup of
the general linear group.

Theorem C (Chevalley’s theorem) Every algebraic group G has a normal sub-
group N such that N is an affine group, and G/N an Abelian variety. The subgroup
N is uniquely determined by these properties.

4.3 Abelian Varieties

In the definition of Abelian variety, the projectivity condition on the algebraic group
G contains a surprising amount of information; many unexpected properties of
Abelian varieties flow from it. We deduce here the simplest of these, which only
require application of simple theorems already proved in Chapter 1.

We need a property of arbitrary projective varieties. Define a family of maps
X→ Z between varieties to be a map f : X × Y → Z, where Y is some algebraic
variety, the base of the family. Obviously for any y ∈ Y we have a map fy : X→ Z

defined by fy(x)= f (x, y), which justifies the terminology.

Lemma Suppose that X and Y are irreducible varieties with X projective, and let
f : X×Y → Z be a family of maps from X to a variety Z with base Y . Suppose that
for some point y0 ∈ Y , the image f (X× y0)= z0 ∈ Z is a point. Then f (X× y) is
a point for every y ∈ Y .

Proof Consider the graph Γ of f . Obviously Γ ⊂X× Y ×Z and Γ is isomorphic
to X× Y . Write p : X× Y ×Z→ Y ×Z for the projection to the second and third
factors, and Γ = p(Γ ). Since X is projective, Γ is closed by Theorem 1.11. Now
let q : Γ → Y be the restriction of the first projection Y × Z→ Y . The fibre of q

over y is of the form y × fy(X× y), and so is nonempty, so that q(Γ )= Y . On the
other hand, by assumption, the fibre over y0 consists of a single point y0 × z0. By
the theorem on dimension of fibres, Theorem 1.25, we see that dimΓ = dimY .

Choose any point x0 ∈ X. We obviously have {(y, f (x0, y)) | y ∈ Y } ⊂ Γ , and
this is a variety isomorphic to Y . Now since both of these varieties are irreducible
and of the same dimension, they must be equal, and therefore f (X× y)= f (x0, y).
The lemma is proved. �
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Figure 15 The map
f (x, y)= xy

Remark Without the assumption that X is projective, the lemma is false, as shown
by the family of maps fy : A1 → A

1 given by f (x, y) = xy. The reason is that
the set Γ is not closed, and Theorem 1.25 is not applicable to it. In the example
Γ ⊂A

1×A
1 =A

2 consists of all points (u, v) except those with u= 0, v �= 0. That
is, it is the plane with the line u = 0 deleted, but the origin u = v = 0 kept (Fig-
ure 15). Theorem 1.25 is really false for the projection q : (u, v) �→ u: the domain
has dimension 2, the image dimension 1, but the fibre over 0 has dimension 0.

Theorem 3.15 An Abelian variety is an Abelian group.

Proof Consider the family of maps from G to G with base G given by f (g,h) =
g−1hg. Obviously when h = e is the identity element we have f (g, e) = e, and
hence by the lemma, f (G,h) is a point for every h. Hence f (g,h)= f (e,h)= h,
and this means that G is Abelian. �

Theorem 3.16 If ψ : G→ H is a regular map of an Abelian variety G to an al-
gebraic group H , then ψ(g)= ψ(e)ϕ(g), where e ∈G is the identity element, and
ϕ : G→H a group homomorphism.

Proof We set ϕ(g)= ψ−1(e)ψ(g) and prove that ϕ is a homomorphism. For this,
consider the following family of maps G→H with base G:

f : G×G→H given by f
(

g′, g
)= ϕ

(

g′
)

ϕ(g)ϕ
(

g′g
)−1

.

Then since ϕ(e) = e′ is the identity element of H , we have f (G, e) = e′. By the
lemma, f (G,g) is a single point for every g ∈G, that is, f (g′, g) does not depend
on g′. Setting g′ = e we get f (g′, g) = f (e, g) = e′, and this means that ϕ is a
homomorphism. �

Corollary If two Abelian varieties are isomorphic as algebraic varieties, they are
isomorphic as groups; that is, “the geometry determines the algebra”.

In particular, the maps of the cubic curve λ : X→ X with λ(o) = o considered
in Section 3.3 are homomorphisms.
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4.4 The Picard Variety

The only examples of Abelian varieties appearing so far are the plane cubic curves
considered in Section 3. The group law on these was defined starting out from the
study of their divisor class groups. This example is typical of a much more general
situation. Starting from an arbitrary nonsingular projective variety X, we can con-
struct an Abelian variety whose group of points is isomorphic to a certain subgroup
of the divisor class group ClX, corresponding to Cl0 X in the case of the cubic
curve. We give this definition, omitting proofs of all but the simplest assertions.

We now define a new equivalence relation for divisors, algebraic equivalence. It
is a coarser relation than the linear equivalence of divisors considered up to now
(that is, linear equivalence implies algebraic equivalence). Our aim is to study divi-
sors on nonsingular varieties, but divisors on arbitrary varieties will appear at inter-
mediate stages of the argument. In this case, we always take divisors to mean locally
principal divisors.

Let X and T be two arbitrary irreducible varieties. For any point t ∈ T the map
jt : x �→ (x, t) defines an embedding X ↪→X× T . Every divisor C on X× T with
SuppC �⊃ X × t defines a pullback divisor j∗t (C) on X. In this case we say that
j∗t (C) is defined.

Definition A family of divisors on X with base T is any map f : T → DivX. We
say that the family f is an algebraic family of divisors if there exists a divisor
C ∈ Div(X × T ) such that j∗t (C) is defined for each t ∈ T and j∗t (C)= f (t). Di-
visors D1,D2 on X are algebraically equivalent if there exists an algebraic family
of divisors f on X with base T , and two points t1, t2 ∈ T such that f (t1)=D1 and
f (t2)=D2. This equivalence relation is denoted by D1 ≡D2.

Thus algebraic equivalence of divisors means that they can be “algebraically de-
formed” into one another. Algebraic equivalence is obviously reflexive and symmet-
ric. It is easy to prove that it is transitive: if an algebraic equivalence between D1

and D2 is realised by a divisor C on X × T and an algebraic equivalence between
D2 and D3 by a divisor C′ on X× T ′, then to prove that D1 and D3 are equivalent
we need to consider the divisor (C×T ′)+ (C′ ×T )−D2×T ×T ′ on X×T ×T ′.
We leave the detailed verification to the reader.

Finally, one sees easily that algebraic equivalence is compatible with addition in
DivX: divisors D with D ≡ 0 form a subgroup. We denote this by Diva X.

Linear equivalence of divisors implies algebraic equivalence. It is enough to
prove this for equivalence to 0. Suppose that D ∈ DivX and D ∼ 0, that is,
D = divg with g ∈ k(X). Consider the variety T = A

2 \ (0,0), and write u,v for
coordinates on A

2. We can view g,u, v as functions on X × T , meaning the pull-
backs p∗(g), q∗(u) and q∗(v), where as usual p : X× T →X and q : X× T → T

are the projections. Set C = div(u+ vg) and consider the algebraic family of divi-
sors f defined by the divisor C on X × T . One checks that f (1,0) = 0 (the zero
divisor) and f (0,1)=D, and hence D ≡ 0.
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Finally, consider algebraic equivalence of divisors in the example of a nonsingu-
lar projective curve X. Then x ≡ y for any two points x, y ∈X. For this, it is enough
to consider the family of divisors f parametrised by X itself, and defined by the di-
agonal Δ ⊂ X × X; it is easy to check that f (x) = x for every x ∈ X. Hence for
every divisor D =∑

nixi and any point x0 ∈X we have D ≡ (
∑

ni)x0, that is, any
two divisors of the same degree are algebraically equivalent.

It is slightly more complicated to prove the converse implication, that alge-
braically equivalent divisors have the same degree. We do not give the proof here.10

Thus for divisors on a nonsingular projective curve X, algebraic equivalence of di-
visors is equivalent to them having equal degree. Therefore

DivX/Diva X = ClX/Cl0 X = Z.

A generalisation of this is the following theorem proved by Severi (for fields of
characteristic 0) and Néron (in the general case).

Theorem D (The Néron–Severi Theorem) For X a nonsingular projective variety,
the group NSX =DivX/Diva X is finitely generated.

One can show that algebraic and linear equivalence of divisors coincide on X =
P
n1 × · · · × P

nk . This example shows that DivX/Diva X can be more complicated
that Z.

When X is a plane cubic curve, the quotient Cl0 X =Diva X/P (X), where P(X)

is the group of principal divisors, is a 1-dimensional Abelian variety. In a similar
way, for any nonsingular projective variety X there exists an Abelian variety G

whose group of points is isomorphic to Diva X/P (X), that is, divisors algebraically
equivalent to 0 modulo divisors linearly equivalent to 0, and having the following
property: for any algebraic family of divisors f on X over a base T there exists a
regular map ϕ : T →G such that f (t)− f (t0) ∈ ϕ(t), where t0 is some fixed point
of T . (Here G is identified with Diva X/P (X), so that ϕ(t) is considered as a divisor
class.)

The Abelian variety G is uniquely determined by this property. It is called the
Picard variety of X. The Picard variety of a nonsingular projective curve X is also
called the Jacobian of X.

4.5 Exercises to Section 4

1 Let G be an algebraic group, ψ : G × G→ G the regular map defined by the
group law, and Θe and Θe′ the tangent spaces to G and G×G at their respective

10The so-called “Principle of conservation of number” (roughly, algebraically equivalent cycles
have the same numerical properties) is discussed in Fulton [29, Chapter 10], although the proof
given there is very high-powered and abstract. Section 19.3 of the same book also contains a
condensed discussion of the Néron–Severi theorem over C.
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identity elements. Prove that Θe′ =Θe⊕Θe and that deψ : Θe⊕Θe→Θe is given
by addition of vectors.

2 In the notation of Exercise 1, suppose that G is an Abelian group, and define
ϕn : G→ G by ϕn(g) = gn. Supposing that the ground field has characteristic 0,
prove that deϕn is a nondegenerate linear map. Deduce from this that in a Abelian
algebraic group the number of elements of order n is finite, and that every element
has an nth root.

5 Differential Forms

5.1 Regular Differential 1-Forms

We introduced the notion of the differential dxf of a regular function f at a point
x ∈X of a variety in Section 1.3, Chapter 2. By definition, dxf is a linear form on
the tangent space Θx to X at x, that is, dxf ∈Θ∗x . We now study how this notion
depends on x.

Fix a function f regular everywhere on X. Then, as a function of x, the differ-
ential dxf is an object of a new type that we have not met before: it sends each
point x ∈ X to a vector dxf ∈Θ∗x in the dual space of the tangent space at x. Ob-
jects of this nature will appear all the time in what follows. Perhaps the following
explanation will be helpful. In linear algebra, we deal with constants, but also with
other quantities, such as vectors, linear forms, and arbitrary tensors. In geometry,
the analogue of a constant is a function, which takes constant values at points. The
analogue of a vector, linear form or whatever, is a “field”, or “function” that sends
each point x of an algebraic variety (or differentiable manifold) into a vector, linear
form or whatever, of the tangent space Θx at the point x.

Consider the set Φ[X] of all possible functions ϕ sending each point x ∈X to a
vector ϕ(x) ∈ Θ∗x . This set is of course much too big to be of any interest, just as
the set of all k-valued function on X is too big. Now, just as we distinguished the
regular functions among all k-valued functions on X, we now distinguish in Φ[X] a
subset that is more closely related to the structure of X. For this we note that Φ[X]
is an Abelian group, if we set (ϕ + ψ)(x) = ϕ(x) + ψ(x). Moreover, Φ[X] is a
module over the ring of all k-valued functions on X, if we set (f ϕ)(x)= f (x)ϕ(x)

for f : X→ k and ϕ ∈Φ[X]. In particular we may view Φ[X] as a module over the
ring k[X] of regular functions on X.

As we have seen, a regular function f on X defines a differential dxf ∈ Θ∗x
at x. Thus any function f ∈ k[X] defines an element ϕ ∈Φ[X] by ϕ(x)= dxf . We
denote this function by df .

Definition An element ϕ ∈Φ[X] is a regular differential form on X if every point
x ∈ X has a neighbourhood U such that the restriction of ϕ to U belongs to the
k[U ]-submodule of Φ[U ] generated by the elements df with f ∈ k[U ].
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All the regular differential forms on X obviously form a module over k[X]; we
denote it by Ω[X]. Thus ϕ ∈Ω[X] if it can be written in the form

ϕ =
m
∑

i=1

fidgi, (3.52)

in a neighbourhood of every point x ∈X, where f1, . . . , fm, g1, . . . , gm are regular
functions in a neighbourhood of x.

Taking the differential of functions defines a map d : k[X]→Ω[X]. The proper-
ties (2.6) then take the form

d(f + g)= df + dg and d(fg)= f dg+ gdf. (3.53)

From these formulas one deduces easily an identity that holds for any polynomial
F ∈ k[T1, . . . , Tm] and any functions f1, . . . , fm ∈ k[X]:

d
(

F(f1, . . . , fm)
)=

m
∑

i=1

∂F

∂Ti

(f1, . . . , fm)dfi. (3.54)

To obtain this, using (3.53), one reduces the proof to the case of a monomial, and
then, using (3.53) again, proves it by induction of the degree of the monomial. We
leave the details of the verification to the reader.

Once (3.54) is proved for polynomials, it generalises immediately to rational
functions F . Here we should note that if a rational function F is regular at x, then
so are all the ∂F/∂Ti ; indeed, then F = P/Q, where P , Q are polynomials and
Q(x) �= 0, and so

∂F

∂Ti

= 1

Q2

(

Q
∂P

∂Ti

− P
∂Q

∂Ti

)

,

whence regularity.

Example 3.14 (X = A
n) Since the differentials dxt1, . . . ,dxtn of the coordinates

form a basis of the vector space Θ∗x at any point x ∈ A
n, any element ϕ ∈ Φ[An]

can be written uniquely in the form ϕ =∑n
i=1 ψidti , where the ψi are k-valued

functions on A
n.

If ϕ ∈Ω[An] then ϕ must have an expression (3.52) in a neighbourhood of any
point x ∈A

n. Applying the relations (3.54) to gi gives an expression ϕ =∑

hidti , in
which the hi are rational functions regular at x. Since such an expression is unique,
the ψi must be regular at every x ∈A

n, that is, ψi ∈ k[An]. Therefore

Ω
[

A
n
]=

⊕

k
[

A
n
]

dti .

Example 3.15 Let X = P
1 with coordinate t . Then X =A

1
0∪A1

1, where A1
0
∼=A

1
1
∼=

A
1. By the result of Example 3.14, any element ϕ ∈ Ω[P1] can be written ϕ =
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P(t)dt on A
1
0 and ϕ = Q(u)du on A

1
1, where u = t−1. The final relation gives

du=−dt/t2, so that if n= degQ, we have in A
1
0 ∩A

1
1

P(t)dt =− 1

t2
Q(1/t)dt, that is, P(t)= −Q∗(t)

tn+2
,

where Q∗(t)= tnQ(1/t), so that Q∗(0) �= 0. A relation of this kind between poly-
nomials is only possible if P =Q= 0, and hence Ω[P1] = 0.

Example 3.16 Suppose that X ⊂ P
2 is given by the equation x3

0 + x3
1 + x3

2 = 0,
and that chark �= 3. Write Uij for the open set in which xi, xj �= 0. Then X =
U01 ∪U12 ∪U20. We set

x = x1

x0
, y = x2

x0
and ϕ = dy

x2
in U01;

u= x2

x1
, v = x0

x1
and ψ = dv

u2
in U12;

s = x0

x2
, t = x1

x2
and χ = dt

s2
in U20.

Obviously ϕ ∈ Ω[U01], ψ ∈ Ω[U12] and χ ∈ Ω[U20]. It is easy to check that
ϕ = ψ = χ in U01 ∩ U12 = U01 ∩ U20 = U12 ∩ U20. Hence ϕ,ψ and χ define a
global form ω ∈Ω[X]. This example is interesting, in that Ω[X] �= 0, whereas X

is a projective variety, and so has no everywhere regular functions other than the
constants.

In the general case one can prove a weaker version of the result of Example 3.14.

Theorem 3.17 Any nonsingular point x of an algebraic variety X has an affine
neighbourhood U such that Ω[U ] is a free k[U ]-module of rank dimx X.

Proof Let X ⊂ A
N , and suppose that F1, . . . ,Fm are polynomials forming a basis

of the ideal AX . Then Fi = 0 on X, and hence by (3.54) we have

N
∑

j=1

∂Fi

∂Tj

dtj = 0. (3.55)

If x ∈X is a nonsingular point and dimx X = n then the matrix
(

(∂Fi/∂Tj )(x)
)

has rank N−n. Suppose, for example, that t1, . . . , tn are local parameters at x. Then
it follows from (3.55) that all the dtj can be expressed in terms of dt1, . . . ,dtn with
coefficients that are rational functions, regular at x.

Consider a neighbourhood U of x in which all these functions are regular. Then
dyt1, . . . ,dytn form a basis of Θ∗y for every y ∈U . Let ϕ ∈Ω[U ]. By what we have
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said above, there exists a unique expression

ϕ =
n
∑

i=1

ψidti , (3.56)

where ψi are k-valued functions on U . By the expression (3.52) and formula (3.54)
it follows that ϕ can be written in a neighbourhood of any point y ∈ U as a lin-
ear combination of dt1, . . . ,dtN with coefficients functions that are regular at y. As
we have seen, dt1, . . . ,dtN can in turn be expressed in the same way in terms of
dt1, . . . ,dtn. Hence ϕ =∑n

i=1 gidti , where the gi are regular in a neighbourhood
of y. Since the expression (3.56) is unique, it follows that ψi = gi in a neighbour-
hood of each y ∈U , and hence ψi ∈ k[U ]. We see that Ω[U ] =∑n

i=1 k[U ]dti .
Suppose that dt1, . . . ,dtn are related by

∑n
i=1 gidti = 0, with, say, gn �= 0. Then

dt1, . . . ,dtn are linearly dependent in the open set gn �= 0, which contradicts the
linear independence of dyti ∈Θ∗y for all y ∈ U . Therefore Ω[U ] =⊕n

i=1 k[U ]dti .
The theorem is proved. �

Corollary If u1, . . . , un is any system of local parameters at a point x, then
du1, . . . ,dun generate Ω[U ] as a k[U ]-module for some affine neighbourhood U

of x.

Proof Let dt1, . . . ,dtn be the basis of the free module Ω[U ] in a neighbourhood U

of x that exists by Theorem 3.17. Then dui =∑n
j=1 gijdtj , and since the ui are local

parameters, det |gij (x)| �= 0. Therefore in the neighbourhood U ′ where det |gij | �= 0,
the elements du1, . . . ,dun generate Ω[U ′]. �

5.2 Algebraic Definition of the Module of Differentials

We saw in Chapter 1 that the category of affine varieties is equivalent to the category
of rings of a special type. Thus the whole theory of affine varieties can be seen from
a purely algebraic point of view; in particular, we can try to understand the algebraic
meaning of the module of differential forms.

Consider an affine variety X, and write A = k[X] for its coordinate ring and
Ω = Ω[X] for the module of differentials. Taking the differential of a function
defines a k-linear homomorphism d : A→Ω .

Proposition 3.1 Ω is generated as an A-module by the elements df with f ∈A.

Proof This is analogous to Theorem 1.7, and the proof is entirely similar. If ω ∈Ω

then, by definition, for any x ∈X we can write ω=∑

fi,xdgi,x with fi,x, gi,x ∈Ox .
Every function u ∈Ox can be expressed as u= v/w with v,w ∈ A and w(x) �= 0.



194 3 Divisors and Differential Forms

Using such expressions for fi,x, gi,x and taking a common denominator for all the
fractions, we obtain a function px such that px(x) �= 0 and

pxω=
∑

ri,xdhi,x with ri,x, hi,x ∈A.

Now because px(x) �= 0 for each x ∈ X, there exist a finite set of x and func-
tions qx ∈A such that

∑

pxqx = 1. Therefore ω=∑

x

∑

i qxri,xdhi,x . This proves
Proposition 3.1. �

Proposition 3.1 suggests the idea of trying to describe Ω in terms of its generators
df with f ∈A. The following relations obviously hold:

d(f + g)= df + dg,

d(fg)= f dg+ gdg,
and dα = 0 for α ∈ k. (3.57)

Proposition 3.2 If X is a nonsingular affine variety and A = k[X] then the A-
module Ω is defined by the relations (3.57).

Proof Write R for the A-module having generators df in one-to-one correspon-
dence with elements f ∈ A, and relations (3.57). There is an obvious homomor-
phism ξ : R→Ω , and Proposition 3.1 shows that ξ is surjective.

It remains to prove that ker ξ = 0. Suppose that ϕ ∈R and ξ(ϕ)= 0. We observe
that the arguments in the proof of Theorem 3.17 only used the relations (3.57).
Hence they are applicable also to R and show that for any x ∈ X there exists a
function p ∈ A such that p(x) �= 0 and pϕ =∑

gidti with gi ∈ A, where now the
local parameters ti are chosen as elements of A. If ξ(ϕ)= 0, then

∑

gidti = 0 in the
module Ω , and it follows from Theorem 3.17 that all the gi = 0. Thus pϕ = 0. We
see that for every x ∈X there exists a function p ∈A such that p(x) �= 0 and pϕ =
0. Arguing as in the proof of Proposition 3.1, we see that ϕ = 0. The proposition is
proved. �

Remark It follows easily from what we have just said that for any A-module M we
have

HomA(ΩA/A0,M)=DerA0(A,M),

where DerA0(A,M) is the module of derivations of A to M , that is, of A0-linear
maps D : A→M satisfying D(ab)= aD(b)+ bD(a) for all a, b ∈A.

Thus in this case Ω[X] can be described purely algebraically starting from the
ring k[X]. This suggests the idea of considering a similar module for any ring A,
with A an algebra over a subring A0. The module defined by generators df for
f ∈A and relations (3.57) (where of course α ∈A0 in the final relation) is called the
module of differentials or module of Kähler differentials of A over A0 and denoted
by ΩA or ΩA/A0 .
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If X is singular, then the module ΩA defined in this purely algebraically way no
longer coincides with Ω[X] in general (see Exercise 9). Proposition 3.1, which still
holds for a singular variety X, shows that ΩA contains more information on X than
Ω[X]. However, in what follows, we mostly deal with nonsingular varieties, and the
distinction will not be important for us.

5.3 Differential p-Forms

The differential forms considered in Section 5.1 were functions sending each point
x ∈X to an element of Θ∗x . We now consider more general differential forms, that
send x ∈X to a skewsymmetric multilinear form on Θx , that is, to an element of the
r th exterior power

∧r
Θ∗x of Θ∗x .

The definition is entirely analogous to that considered in Section 5.1. We write
Φr [X] for the set of all possible functions sending each point x ∈X to an element
of
∧r

Θ∗x . Thus if ω ∈Φr [X] and x ∈X then ω(x) ∈∧r
Θ∗x . In particular, Φ0[X]

is the ring of all k-valued functions on X and Φ1[X] is the set Φ[X] considered in
the preceding section. Hence df ∈Φ1[X] for f ∈ k[X].

We recall the operation of exterior product ∧, which is defined for any vector
space L. If ϕ ∈∧r

L and ψ ∈∧s
L, then ϕ ∧ψ ∈∧r+s

L. Moreover, the exterior
product is distributive, associative and satisfies ϕ ∧ψ = (−1)rsψ ∧ ϕ. If e1, . . . , en
is a basis of L then a basis of

∧r
L is given by all the products ei1 ∧ · · · ∧ eir

with 1≤ i1 < · · ·< ir ≤ n. Hence dim
∧r

L= (

n
r

)

(the binomial coefficient), and in
particular dim

∧n
L= 1 and

∧r
L= 0 for r > n.

We define the exterior product on the sets Φr [X]. If ωr ∈Φr [X] and ωs ∈Φs[X]
then we define ω = ωr ∧ ωs by ω(x) = ωr(x) ∧ ωs(x) for all x ∈ X. Obviously
ω ∈ Φr+s[X]. For r = 1 and s = 0 we return to the multiplication of elements of
Φ1[X] = Φ[X] by k-valued functions on X. Taking any r and s = 0, we see that
elements of Φr [X] can be multiplied by functions on X. In particular all the Φr [X]
are modules over k[X].
Definition An element ϕ ∈Φr [X] is a regular differential r-form on X if any point
x ∈X has a neighbourhood U such that ϕ on U belongs to the submodule of Φr [U ]
generated over k[U ] by the elements df1 ∧ · · · ∧ dfr with f1, . . . , fr ∈ k[U ]. In
terms of this definition, the differential forms considered in Sections 5.1–5.2 are
regular differential 1-forms.

All regular differential r-forms on X form a k[X]-module, denoted by Ωr [X].
Thus an element ω ∈Ωr [X] can be written in a neighbourhood of any point x ∈X

in the form

ω=
∑

gi1...ir dfi1 ∧ · · · ∧ dfir , (3.58)

where gi1...ir and fi1, . . . , fir are regular functions in a neighbourhood of x. The
exterior product is defined on regular differential forms, and for ωr ∈ Ωr [X] and
ωs ∈Ωs[X], we obviously have ωr ∧ωs ∈Ωr+s[X].
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Theorem 3.17 has an analogue for the forms Ωr [X] for any r .

Theorem 3.18 Any nonsingular point x ∈ X of an n-dimensional variety has a
neighbourhood U such that Ωr [U ] is a free k[U ]-module of rank

(

n
r

)

.

Proof In the proof of Theorem 3.17, we saw that a nonsingular point x has a
neighbourhood U on which there are n regular functions u1, . . . , un such that
dyu1, . . . ,dyun form a basis of Θ∗y for any y ∈ U . It follows from this that any
element ϕ ∈Φr [U ] is of the form

ϕ =
∑

ψi1...ir dui1 ∧ · · · ∧ duir ,

where the ψi1...ir are k-valued functions on U .
If ϕ ∈Ωr [U ] then ϕ can be expressed in the form (3.57) in a neighbourhood of

any point y ∈ U . Applying Theorem 3.17 to the forms dfi we see that ψi1...ir are
regular at y; but since y is any point of U , they are regular functions on U . Thus the
forms dui1 ∧ · · · ∧ duir for 1≤ i1 < · · ·< ir ≤ n generate Ωr [U ]. It remains to see
that they are linearly independent over k[U ]. But any dependence relation

∑

gi1...ir dui1 ∧ · · · ∧ duir = 0

gives a relation
∑

gi1...ir (x)dxui1 ∧ · · · ∧ dxuir = 0 (3.59)

at any point x ∈ U . Since dxu1, . . . ,dxun form a basis of Θ∗x , the elements dxui1 ∧· · · ∧ dxuir form a basis of
∧r

Θ∗x . Hence from (3.59) it follows that gi1...ir (x)= 0
for all x ∈U , that is, gi1...ir = 0. The theorem is proved. �

Of special importance is the module Ωn[U ], which under the assumptions of
Theorem 3.18 is of rank 1 over k[U ]. 11 Thus if ω ∈Ωn[U ], we have

ω= gdu1 ∧ · · · ∧ dun with g ∈ k[U ]. (3.60)

This expression for ω depends in an essential way on the choice of the local param-
eters u1, . . . , un. We determine what this dependence is. Let v1, . . . , vn be another
n regular functions on X such that v1 − v1(x), . . . , vn − vn(x) are local parameters
at any point x ∈U . Then also

Ω1[U ] = k[U ]dv1 ⊕ · · · ⊕ k[U ]dvn.
and in particular the dui can be expressed

dui =
n
∑

j=1

hijdvj for i = 1, . . . , n. (3.61)

11Elements of Ωn[U ] are called canonical differentials, following a suggestion of Mumford.
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Since dxu1, . . . ,dxun form a basis of the vector space Θ∗x for each x ∈ U , it
follows from (3.61) that det |hij (x)| �= 0. By analogy with what happens in analy-
sis, det |hij (x)| is called the Jacobian determinant of the functions u1, . . . , un with
respect to v1, . . . , vn. We denote it by J u1,...,un

v1,...,vn
. As we have seen,

J

(

u1, . . . , un

v1, . . . , vn

)

∈ k[U ], and J

(

u1, . . . , un

v1, . . . , vn

)

(x) �= 0 (3.62)

for all x ∈U .
Substituting (3.61) in the expression for ω and simple calculations in the exterior

algebra shows that

ω= gJ

(

u1, . . . , un

v1, . . . , vn

)

dv1 ∧ · · · ∧ dvn. (3.63)

Thus although ω ∈Ωn[U ] is specified by a function g ∈ k[X], this specification is
only possible once local coordinates have been chosen, and depends in an essential
way on this choice.

We recall that the expression (3.60) is in general only possible locally (see the
statements of Theorems 3.17–3.18). If X =⋃

Ui is an open cover, and in each Ui

an expression (3.60) is possible, we still cannot associate with ω a global function
g on the whole of X: the functions gi obtained on different Ui are not compatible.
We have already seen an example of this in Example 3.15.

5.4 Rational Differential Forms

Example 3.15 shows that there may be very few regular differential forms on an
algebraic variety X (for example, Ω1[P1] = 0) whereas there are lots on its open
subsets (for example, Ω1[U ] = k[u]du). A similar thing happened in connection
with regular functions, and it was precisely these considerations that led us to intro-
duce the notion of rational functions, as functions regular on some open subset. We
now introduce the analogous notion for differential forms.

Consider a nonsingular irreducible quasiprojective variety X. Let ω be a differ-
ential r-form on X. Recall that it makes sense to speak of ω being 0 at a point x ∈X;
for ω(x) ∈∧r

Θ∗x , and in particular, it can be 0 there.

Lemma The set of points at which a regular differential form ω is 0 is closed.

Proof Since closed is a local property, we can restrict ourselves to a sufficiently
small neighbourhood U of any point x ∈X. In particular we can choose U so that
Theorems 3.17 and 3.18 hold for it. Then there exist functions u1, . . . , un ∈ k[U ]
such that Ωr [U ] is the free k[U ]-module based by

dui1 ∧ · · · ∧ duir for 1≤ i1 < · · ·< ir ≤ n.
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Hence ω has a unique expression in the form ω =∑

gi1...ir dui1 ∧ · · · ∧ duir , and
the conditions ω(x)= 0 is equivalent to gi1...ir = 0, which define a closed set. The
lemma is proved. �

It follows in particular from the lemma that if ω(x) = 0 for all points x of an
open set U then ω= 0 on the whole of X.

We now introduce a new object, consisting of an open set U ⊂ X and a differ-
ential r-form ω ∈ Ωr [U ]. On pairs (ω,U) we introduce the equivalence relation
(ω,U)∼ (ω′,U ′) if ω= ω′ on U ∩U ′. By the above remark, it is enough to require
that ω = ω′ on some open subset of U ∩U ′. The transitivity of the equivalence re-
lation follows from this. An equivalence class under this relation is called a rational
differential r-form on X. The set of all rational differential r-forms on X is denoted
by Ωr(X). Obviously Ω0(X)= k(X).

Algebraic operations on representatives of equivalence classes carry over to the
classes, and define the exterior product: if ωr ∈Ωr(X) and ωs ∈Ωs(X) then ωr ∧
ωs ∈Ωr+s(X). When s = 0 we see that Ωr(X) is a k(X)-module.

If a rational differential form ω (an equivalence class of pairs) contains a pair
(ω,U) then we say that ω is regular in U . The union of all open sets on which ω is
regular is an open set Uω, called the domain of regularity of ω. Obviously ω defines
a regular form belonging to Ωr [Uω]. If x ∈ Uω then we say that ω is regular at x.
Obviously Ωr(X) does not change if we replace X by an open subset, that is, it is a
birational invariant.

We determine the structure of Ωr(X) as a module over the field k(X).

Theorem 3.19 Ωr(X) is a vector space over k(X) of dimension
(

n
r

)

.

Proof Consider any open set U ⊂ X for which Ωr [U ] is free over k[U ], as in
Theorems 3.17–3.18. Then there exist n functions u1, . . . , un ∈ k[U ] such that the
products

dui1 ∧ · · · ∧ duir for 1≤ i1 < · · ·< ir ≤ n (3.64)

form a basis of Ωr [U ] over k[U ]. Any form ω ∈ Ωr(X) is regular in some open
subset U ′ ⊂ U , over which (3.64) still gives a basis of Ωr [U ′] over k[U ′]. Hence
ω′ can be uniquely written in the form

∑

1≤i1<···<ir≤n

gi1...ir dui1 ∧ · · · ∧ duir ,

where gi1...ir are regular in some open set U ′ ⊂ U , that is, are rational functions
on X. This just means that the forms (3.64) are a basis of Ωr(X) over k(X). The
theorem is proved. �

For which n-tuples of functions u1, . . . , un ∈ k(X) is dui1 ∧ · · · ∧ duir for 1 ≤
i1 < · · · < ir ≤ n a basis of Ωr(X) over k(X)? We give a sufficient condition for
this—in fact it is also necessary, but we do not need this.
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Theorem 3.20 If u1, . . . , un is a separable transcendence basis of k(X) then the
forms dui1 ∧ · · · ∧ duir for 1≤ i1 < · · ·< ir ≤ n form a basis of Ωr(X) over k(X).

Proof Since Ωr(X) and k(X) are birational invariants, we can assume that X

is affine, X ⊂ A
N . Let u1, . . . , un be a separable transcendence basis of k(X).

Then any element v ∈ k(X) satisfies a relation F(v,u1, . . . , un) = 0 that is sepa-
rable in v. In particular for each of the coordinates ti of A

N , there is a relation
Fi(ti , u1, . . . , un)= 0, for i = 1, . . . ,N . It follows from these that the relations

∂Fi

∂ti
dti +

n
∑

j=1

∂Fi

∂uj

duj = 0 for i = 1, . . . ,N

hold on X. Since Fi is separable in ti it follows that ∂Fi/∂ti �= 0 on X. Hence

dti =
n
∑

j=1

− (∂Fi/∂uj )

(∂Fi/∂ti)
duj . (3.65)

All the function (∂Fi/∂uj )/(∂Fi/∂ti) and ui are regular on some open set U ⊂X,
and then (3.65) shows that at any point y ∈ U , the differentials dyuj generate Θ∗y .
Since the number of these differentials is equal to dimX = dimΘ∗y , they form a ba-

sis. Hence the dui form a basis of Ω1[U ] as a k[U ]-module, and the products (3.64)
a basis of Ωr [U ] over k[U ], hence a fortiori of Ωr(X) over k(X). The theorem is
proved. �

5.5 Exercises to Section 5

1 Prove that the rational differential form dx/y is regular on the affine circle X

defined by x2 + y2 = 1. We suppose that the ground field has characteristic �=2.

2 In the notation of Exercise 1, prove that Ω1[X] = k[X](dx/y). [Hint: Write any
form ω ∈Ω1[X] in the form ω= f dx/y, and use the fact that dx/y =−dy/x.]

3 Prove that dimΩ1[X] = 1 in Example 3.16.

4 Prove that Ωn[Pn] = 0.

5 Prove that Ω1[Pn] = 0.

6 Prove that Ωr [Pn] = 0 for any r > 0.

7 Let ω= (P (t)/Q(t))dt be a rational form on P
1, with coordinate t , where P and

Q are polynomials with degP = m, degQ = n. At what points x ∈ P
1 is ω not

regular?
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8 Prove that for a nonsingular variety X, the tangent fibre space introduced in Sec-
tion 1.4, Chapter 2 is birational to the product X×A

n. [Hint: For the open set U in
Theorem 3.17, construct an isomorphism of the tangent fibre space of U to U ×A

n

by (x, ξ) �→ x, (dxu1)(ξ), . . . , (dxun)(ξ), for ξ ∈Θx .]

9 Compute the module R =ΩA constructed in the proof of Proposition 3.2 when
X is the curve y2 = x3, and prove that 3ydx − 2xdy is a nonzero element of ΩA,
but ξ(3ydx− 2xdy)= 0 ∈Ω1[X] (where ξ : R =ΩA→Ω[X] is as in the proof of
Proposition 3.2). Show also that

y(3ydx − 2xdy)= x2(3ydx − 2xdy)= 0.

[Hint: Use the fact that k[X] = k[x] + k[x]y. The point is that on a singular variety
Kähler differentials (Section 5.2) and regular differentials are different notions.]

10 Let K be an extension field of k. A derivation of K over k is a k-linear map
D : K→K satisfying the conditions D(xy)= yD(x)+ xD(y) for x, y ∈K . Prove
that if u ∈K and D is a derivation, then the map D1(x)= uD(x) is also a deriva-
tions, so that all the derivations of K over k form a vector space over k. This is
denoted by Derk(K).

11 Let D be a derivation of K = k(X) over k, and ω =∑

fidgi ∈Ω1(X). Prove
that the function (D,ω)=∑

fiD(gi) is independent of the representation of ω in
the form

∑

fidgi . Prove that it is a scalar product, and establishes an isomorphism
Derk(K)∼= (Ω1(X))∗ =Homk(X)(Ω

1(X), k(X)).

12 Prove that for any ring A that is a vector space over k, the module of differentials
ΩA constructed in Section 5.2 has the property Homk(ΩA,B) ∼= Derk(A,B) for
any A-module B . (For the definition of Derk(A,B), see Exercise 24 of Section 1.6,
Chapter 2.)

6 Examples and Applications of Differential Forms

6.1 Behaviour Under Maps

We first study the behaviour of differential forms under regular maps. If ϕ : X→ Y

is a regular map, x ∈ X and y = ϕ(x) ∈ Y then dxϕ is a map dxϕ : ΘX,x →ΘY,y ,
and its dual a map (dxϕ)

∗ : Θ∗Y,y →Θ∗X,x . Hence for ω ∈Φ[Y ] we have a pullback
ϕ∗(ω) ∈Φ[X] defined by ϕ∗(ω)(x)= (dxϕ)

∗(ω(y)).
It follows easily from the definition that (dxϕ)

∗ is compatible with taking the
differential, that is, (dxϕ)

∗(dyf ) = dx(ϕ
∗(f )) for f ∈ k[Y ]. It follows that if

ω ∈Ω1[Y ] then ϕ∗(ω) ∈Ω1[X], and ϕ∗ defines a homomorphism ϕ∗ : Ω1[Y ] →
Ω1[X] that is compatible with taking the differential of f ∈ k[Y ].
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Finally, it is known from linear algebra that a linear map ϕ : L→M between
vector spaces determines a linear map

∧r
ϕ : ∧r

L→ ∧r
M . Applying this to

(dxϕ)
∗, we get a map

∧r
(dxϕ)

∗ : ∧r
Θ∗Y,y →

∧r
Θ∗X,x , hence maps Φr [Y ] →

Φr [X] and Ωr [Y ]→Ωr [X]. These maps will also be denoted ϕ∗.
From what we have said above, it follows that the effective computation of the

action of ϕ∗ on differential forms is very simple: if

ω=
∑

gi1...ir dui1 ∧ · · · ∧ duir ,

then

ϕ∗(ω)=
∑

ϕ∗(gi1...ir )d
(

ϕ∗(ui1)
)∧ · · · ∧ d

(

ϕ∗(uir )
)

. (3.66)

Now suppose that X is irreducible, and ϕ : X→ Y a rational map such that ϕ(X)

is dense in Y . Since ϕ is a regular map of an open set U ⊂ X to Y , and any open
set V ⊂ Y intersects ϕ(U), the preceding arguments define a map ϕ∗ : Ωr(Y )→
Ωr(X). This is again given by (3.66).

We know that for r = 0, in other words, for functions, the map ϕ∗ : k(Y )→ k(X)

is an inclusion. For differential forms this is not always so. Suppose, for example,
that X = Y = P

1, with respective coordinates t and u, so that k(X) = k(t) and
k(Y ) = k(u). Suppose that k has finite characteristic p and that ϕ is given by the
formula u = tp . Then ϕ∗(f (u)) = f (tp), and ϕ∗(df ) = d(f (tp)) = 0 for all f ∈
k(u) (because dtp = ptp−1dt = 0), so that ϕ∗(Ω1(Y ))= 0. The situation is clarified
by the following result.

Theorem 3.21 If k(X) has a separable transcendence basis over k(Y ) then
ϕ∗ : Ωr(Y ) → Ωr(X) is an inclusion. Here we identify k(Y ) with the subfield
ϕ∗(k(Y ))⊂ k(X).

Proof Suppose that the extension k(Y )⊂ k(X) has a separable transcendence basis
v1, . . . , vs . This means that v1, . . . , vs are algebraically independent over k(Y ), and
k(X) is a finite separable extension of the subfield k(Y )(v1, . . . , vs). The field k(Y )

has a separable transcendence basis over k (see Theorem 1.8, Remark 1.1). Denote
this by u1, . . . , ut . Then u1, . . . , ut , v1, . . . , vs is a separable transcendence basis of
k(X) over k.

We write any differential form ω ∈Ωr(Y ) in the form

ω=
∑

gi1...ir dui1 ∧ · · · ∧ duir , (3.67)

and apply (3.66) to it, giving an expression for ϕ∗(ω) as a linear combination of ele-
ments dϕ∗(ui1)∧· · ·∧dϕ∗(uir ), which, by the Néron–Severi Theorem (Theorem D),
are a subset of a basis of Ωr(X) over k(X), since the ϕ∗(ui) are part of the separable
transcendence basis u1, . . . , ut , v1, . . . , vs . Hence ϕ∗(ω)= 0 only if all ϕ∗(gi1...ir )=
0, and this is only possible if all gi1...ir = 0, that is ω= 0. The theorem is proved. �

So far everything has been more or less obvious. We now arrive at an unexpected
fact.
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Theorem 3.22 If X and Y are nonsingular varieties, with Y projective, and
ϕ : X→ Y a rational map such that ϕ(X) is dense in Y , then

ϕ∗Ωr [Y ] ⊂Ωr [X].

In other words, ϕ∗ takes regular differential forms to regular differential forms.
Since ϕ is only a rational map, this seems quite implausible, even for functions, that
is, the case r = 0. In this case we are saved by the fact that, since Y is projective, the
only regular functions on Y are constant, and the theorem is vacuous. In the general
case, the theorem is less obvious.

Proof We use the fact that by Theorem 2.12, ϕ is regular on X \ Z, where Z ⊂ X

is a closed subset and codimX Z ≥ 2. If ω ∈Ωr [Y ] then ϕ∗(ω) is regular on X \Z.
Let us prove that regularity on the whole of X follows from this. For this, we write
ϕ∗(ω) in some open set U in the form

ϕ∗(ω)=
∑

gi1...ir dui1 ∧ · · · ∧ duir ,

where u1, . . . , un are regular functions on U such that dui1 ∧ · · · ∧ duir is a basis
for Ωr [U ] over k[U ]. Then from the fact that ϕ∗(ω) is regular on X \ Z it follows
that all the functions gi1...ir are regular on U \ (U ∩ Z). But codimU(U ∩ Z) ≥ 2,
and this means that the set of points where gi1...ir is not regular has codimension
≥2. On the other hand, this set is a divisor div∞(gi1...ir ). This is only possible if
div∞(gi1...ir )= 0, and hence gi1...ir are regular functions. The theorem is proved. �

Corollary If two nonsingular projective varieties X and Y are birational then the
vector space Ωr [X] and Ωr [Y ] are isomorphic.

The significance of Theorem 3.22 and its corollary is enhanced by the fact that
for projective varieties X, the vector spaces Ωr [X] are finite dimensional over k.
This result is a consequence of a general theorem on coherent sheaves proved in
Theorem of Section 3.4, Chapter 6. For the case of curves we prove it in Section 6.3.
Set hr = dimΩr [X]. The corollary means that the numbers hr for r = 0, . . . , n are
birational invariants of a nonsingular projective variety X.

6.2 Invariant Differential Forms on a Group

Let X be an algebraic variety, ω a differential form on X, and g an automorphism
of X. We say that ω is invariant under g if g∗(ω)= ω. Suppose in particular that G
is an algebraic group (see Section 4.1 for the definition). It follows at once from the
definition that for any element g ∈G, the translation map tg : G→G given by

tg(x)= gx
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is regular and is an automorphism of G as an algebraic variety. A differential form
on G is invariant if it is invariant under all the translations tg .

An invariant rational differential form is regular. Indeed, if ω is regular at a point
x0 ∈ G then t∗g (ω) is regular at g−1x0. But t∗g (ω) = ω, so that ω is regular at all
points gx0 for g ∈G, and these are all the points of G.

We show how to find all invariant differential forms on an algebraic group. For
this, consider the vector spaces Φr [G] as in Sections 5.1 and 5.3, and their automor-
phisms t∗g corresponding to the translations tg . We determine first the set of elements
ϕ ∈ Φr [G] that are invariant under all t∗g for g ∈G. This set contains in particular
all the invariant regular differential r-forms.

The condition t∗g (ϕ)= ϕ means that for any point x ∈G,

ϕ(x)=
( r
∧

dt∗g
)

(

ϕ(gx)
)

. (3.68)

In particular, for g = x−1,

( r
∧

dt∗
x−1

)

(

ϕ(e)
)= ϕ(x). (3.69)

This formula shows that ϕ is uniquely determined by the element ϕ(e) of the finite
dimensional vector space

∧r
Θ∗e . Conversely, if we specify an arbitrary element

η ∈∧r
Θ∗e , we can use (3.69) to construct the element ϕ ∈Φr [G] given by

ϕ(x)=
( r
∧

dt∗
x−1

)

(η).

A simple substitution shows that it also satisfies (3.68), that is, is invariant under t∗g .
Thus the subspace of elements of ϕ ∈Φr [G] that are invariant under t∗g is isomor-
phic to

∧r
Θ∗e , with the isomorphism defined by

ϕ �→ ϕ(e).

Now we show that all the ϕ just constructed are regular differential forms, that
is, are elements of Ωr [G]. In view of their invariance, it is enough to show that the
forms are regular at any point, for example at the identity element e. Moreover, it is
enough to restrict ourselves to the case r = 1. Indeed, if η=∑

αi1 ∧ · · · ∧ αir , with
αj ∈∧1

Θ∗e , and we prove that the forms ϕj corresponding by (3.69) to the αj are
regular, then the form ϕ =∑

ϕi1 ∧ · · · ∧ ϕir is regular, and it corresponds by (3.69)
to η.

We choose an affine neighbourhood V of e such that Ω1[V ] is free over k[V ],
and write du1, . . . ,dun for a basis. Then there exists an affine neighbourhood U of
e such that μ(U ×U)⊂ V , where μ : G×G→G is the multiplication map of G.
Just as any function of k[U ×U ], the elements μ∗(ul) can be written in the form

μ∗(ul)(g1, g2)=
∑

vlj (g1)wlj (g2) for (g1, g2) ∈U ×U ⊂G×G,
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where vlj ,wlj ∈ k[U ]. By definition, th = μ ◦ sh, where sh is the embedding
G ↪→G×G given by sh(g)= (h, g). Hence t∗h(ul)(g)=∑

vlj (h)wlj (g), and since
(

t∗h(dul)
)

(g) = dhg

(

t∗h(ul)
)

, we have
(

t∗h(dul)
)

(g) =∑

vlj (h)dhg(wlj ). In particu-
lar, setting h= g−1, we get

(

t∗
g−1(dul)

)

(g)=
∑

vlj
(

g−1)dewlj .

Expressing dwlj in terms of duk , we obtain the relations

t∗
g−1(dul)=

∑

k

ckl(g)duk, with ckl ∈ k[U ], (3.70)

where

ckl(g)=
∑

j

vlj
(

g−1)∂wlj

∂uk

(e). (3.71)

Now write the invariant form ϕ in the form u=∑

ψkduk and consider the rela-
tion t∗g (ϕ)= ϕ at e. Substituting (3.70) and equating coefficients of duk , we get

∑

cklψl =ψk(e). (3.72)

Since (ckl(e)) is the identity matrix, we get det |ckl |(e) �= 0, and it follows from the
system of equations (3.72) that ψk ∈Oe.

We state the result we have proved:

Proposition The map ω �→ ω(e) establishes an isomorphism from the vector space
of invariant regular differential r-forms on G to

∧r
Θ∗e .

6.3 The Canonical Class

We now consider more particularly rational differential n-forms on an n-dim-
ensional nonsingular variety X (compare Section 5.3). In some neighbourhood of a
point x ∈X, such a form can be written ω= gdu1∧· · ·∧dun. We cover X by affine
sets Ui such that on each Ui we have such an expression ω= g(i)du(i)

1 ∧ · · · ∧ du(i)
n .

On the intersection Ui ∩Uj , by (3.63), we get

g(j) = g(i)J

(

u
(i)
1 , . . . , u

(i)
n

u
(j)

1 , . . . , u
(j)
n

)

.

Since the Jacobian determinant J is regular and nowhere zero in Ui ∩ Uj (see
(3.62)), the system of functions g(i) on Ui is a compatible system of functions in
the sense of Section 2.1, and hence defines a divisor on X. This divisor is called the
divisor of ω, and is denoted by divω.
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The following properties of the divisor of a rational differential n-form on a non-
singular n-dimensional variety follow at once from the definition:

(a) div(f ω)= divf + divω for f ∈ k(X).
(b) divω ≥ 0 if and only if ω ∈Ωn[X].

By the case r = n of Theorem 3.19, Ωn(X) is a 1-dimensional vector space
over k(X). Hence if ω1 ∈ Ωn(X) and ω1 �= 0, then any form ω ∈ Ωn(X) can be
written ω= fω1. Hence property (a) shows that the divisors of all forms ω ∈Ωn(X)

are linearly equivalent, and form one divisor class on X. This class is called the
canonical class of X, and is denoted by K or KX .

Let ω1 ∈ Ωn(X) be a fixed n-form, so that any other can be written fω1.
(b) shows that ω is regular on X if and only if divf + div(ω1)≥ 0. In other words,
in terms of the notion of vector space associated with a divisor introduced in Sec-
tion 1.5, we have Ωn[X] = L(div(ω1)). Thus hn = dimk Ω

n[X] = �(KX). We see
that the invariant hn introduced in Section 6.1 is equal to the dimension of the canon-
ical class.

Example Suppose that X is the variety of an algebraic group. We showed in Sec-
tion 6.2 that the vector space of invariant differential r-forms on X is isomorphic to
∧r

Θ∗e , where Θe is the tangent space to X at the identity element e. In particular,
the space of invariant differential n-forms is 1-dimensional, since

∧n
Θ∗e ∼= k. If

ω is a nonzero invariant form then ω ∈Ωn[X], that is divω ≥ 0. But if ω(x) = 0
for some point x ∈ X, then by invariance also ω(y) = 0 for every y ∈ X. Hence
ω(x) �= 0 for all x ∈ X, that is, ω is regular and nowhere vanishing on X. This
means that divω= 0, that is KX = 0.

In Theorem 3.9, we proved that the number �(D) is finite for any divisor D on
a nonsingular projective algebraic curve. It follows in particular that the number
h1 = dimk Ω

1[X] = �(KX) is finite for any nonsingular projective algebraic curve
X. This number is called the genus of the curve X, and denoted by g = g(X); that
is, for curves, h1 = g. There are several other characterisations of the genus of a
curve, see for example Corollary 3.1 and Section 3.3, Chapter 7.

In the case dimX = 1 we know that all divisors in one linear equivalence class
have the same degree, so that it makes sense to speak of the degree degC of a
divisor class C. In particular, the degree degKX of the canonical class is a birational
invariant of a curve X.

The invariants g(X) and degKX we have introduced are not independent. It can
be proved that the relation degKX = 2g(X) − 2 holds between them; see Corol-
lary 3.1. In particular, if a nonsingular projective curve X is an algebraic group then
KX = 0, as we have just seen. Hence g(X)= 1, that is, of all projective curves, only
the curves of genus 1 can have an algebraic group law defined on them. We will see
in Corollary 3.4 that the curves of genus 1 are exactly the nonsingular cubic curves.



206 3 Divisors and Differential Forms

6.4 Hypersurfaces

We now compute the canonical class and the invariant hn(X)= �(KX) in the case
that X ⊂ P

N is a nonsingular n-dimensional hypersurface, with N = n+1. Suppose
that X is defined by the equation F(x0 : · · · : xN)= 0 with degF = degX =m. Con-
sider the affine open set U with x0 �= 0. Our X is defined in U by G(y1, . . . , yN)= 0,
where yi = xi/x0 and G(y1, . . . , yN)= F(1, y1, . . . , yN).

Define the open subset Ui ⊂U by ∂G/∂yi �= 0; then y1, . . . , ŷi , . . . , yN (with yi
omitted) are local parameters in Ui , and the form

dy1 ∧ · · · ∧ ̂dyi ∧ · · · ∧ dyN

is a basis of Ωn[Ui] over k[Ui]. However, it is more convenient to take as basis the
form

ωi = (−1)i

∂G/∂yi
dy1 ∧ · · · ∧ ̂dyi ∧ · · · ∧ dyN,

which is permissible, since ∂G/∂yi �= 0 in Ui . The advantage is that then the forms
ω1, . . . ,ωN are equal: multiplying the relation

N
∑

i=1

∂G

∂yi
dyi = 0

by the product dy1 ∧ · · · ∧ ̂dyi ∧ · · · ∧ ̂dyj ∧ · · · ∧ dyN , and using the fact that
dyi ∧ dyi = 0 we see that

ωj = ωi. (3.73)

Since X is nonsingular, U =⋃

Ui , and it follows from (3.73) that the ωi fit together
to give a form ω that is regular and everywhere nonzero on U , so that divω = 0 in
U .

It remains to study points not in U . Consider, say, the open subset V in which
x1 �= 0. This affine space has coordinates z1, . . . , zN with

z1 = 1

y1
and zi = yi

y1
for i = 2, . . . ,N ;

y1 = 1

z1
and yi = zi

z1
for i = 2, . . . ,N .

Hence

dy1 =−dz1

z2
1

and dyi = z1dzi − zidz1

z2
1

for i = 2, . . . ,N .

We substitute these expressions in ωN , and use the fact that dz1∧dz1 = 0, obtaining

ω=− (−1)N

zN1 (∂G/∂yN)
dz1 ∧ · · · ∧ dzN−1.
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The equation of X in V is

H(z1, . . . , zN)= 0, where H = zm1 G

(

1

z1
,
z2

z1
, . . . ,

zN

z1

)

.

From the relation

∂H

∂zN
= zm−1

1
∂G

∂yN

(

1

z1
,
z2

z1
, . . . ,

zN

z1

)

= zm−1
1

∂G

∂yN
(y1, . . . , yN)

it follows that

ω=− (−1)N

zN−m+1
1 (∂H/∂zN)

dz1 ∧ · · · ∧ dzN−1. (3.74)

All the arguments that we carried out for U are also valid for V , and show that

Ωn[V ] = k[V ] 1

∂H/∂zN
dz1 ∧ · · · ∧ dzN−1. (3.75)

Hence in V we have divω = −(N − m + 1)div(z1). Obviously div(z1) in V is
the divisor of the form x0 on X, as defined in Section 1.2. Finally, we get that the
relation divω= (m−N − 1)div(x0)= (m−n− 2)div(x0). Thus KX is the divisor
class containing (m− n− 2)L, where L is the hyperplane section of X.

We now determine Ωn[X]. Writing any form η ∈Ωn(X) as η= ϕω, we see that
η ∈Ωn[X] if and only if ϕ ∈ L((m− n− 2)div(x0)). By Example of Section 1.5,
this is equivalent to ϕ = P(z1, . . . , zn), where P is a polynomial, and

degP ≤m− n− 2. (3.76)

From this it is easy to compute the dimension of Ωn[X]. Namely two different poly-
nomials P,Q ∈ k[y1, . . . , yN ] satisfying (3.76) define different elements of k[X],
since otherwise P − Q is divisible by Q, which contradicts (3.76). Thus the di-
mension of Ωn[X] equals the dimension of the space of polynomials P satisfying
(3.76). This dimension is equal to the binomial coefficient

(

m−1
N

) = (m−1)···(m−N)
N ! .

Thus

hn(X)= �(KX)=
(

m− 1

n+ 1

)

. (3.77)

The simplest case of this formula is when N = 2, that is, n= 1. We get the formula

g(X)=
(

m− 1

2

)

= (m− 1)(m− 2)

2

for the genus of a nonsingular plane curve of degree m. Compare Example 4.10.
We can make an important deduction at once from (3.77). Namely, interpreting

the binomial coefficients as the number of combinations, we get at once that
(

m− 1

n+ 1

)

>

(

m′ − 1

n+ 1

)

for m>m′ ≥ n+ 1.
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Since by Theorem 3.22, hn(X) is a birational invariant, (3.77) thus implies that
hypersurfaces of different degrees m,m′ ≥ n + 1 are not birational. We see that
there exist infinitely many algebraic varieties of any given dimension not birational
to one another.

In particular, when N = 2, m= 3 we get g(X)= 1, and since g(P1)= 0, we see
once again that a nonsingular cubic curve in P

2 is not rational.
It follows from (3.77) that hn(X) = 0 if m ≤ N . In particular, hn(Pn) = 0. We

verified this directly for n= 1 in Example 3.15.
Consider the case m ≤ N in more detail. If N = 2 then this means m = 1 or 2.

For m = 1 we have X = P
1, and we already know that h1(P1) = 0. For m = 2 we

have a nonsingular plane curve of degree 2, which is isomorphic to P
1, so that in

this case also h1(X)= 0 tells us nothing new.
Suppose that N = 3. For m= 1 we have P

2, and we already know that h2 = 0.
If m= 2 then X is a nonsingular surface of degree 2, which is birational to P

2, so
that h2(X)= 0 is a consequence of h2(P2)= 0 and Theorem 3.22. If m= 3 then X

is a nonsingular cubic surface. If such a surface contains two skew lines then it is
birational to P

2 (Example 1.23). One can show that every nonsingular cubic surface
contains two skew lines, so that h2(X) = 0 is again a consequence of h2(P2) = 0
and Theorem 3.22.

The examples we have considered lead to interesting questions on nonsingular
hypersurfaces of small degree, X ⊂ PN with degX =m≤N . We see that for N =
2,3, X is birational to projective space P

n, with n = N − 1, which “explains” the
equality hn(X)= 0.

For N = 4 we run into a new phenomenon. For m= 3, for example, already for
the cubic hypersurface X given by

x3
0 + x3

1 + x3
2 + x3

3 + x3
4 = 0, (3.78)

the question of whether X is birational to P
3 is very subtle. However, one can

show that there exists a rational map ϕ : P3 → X such that ϕ(P3) is dense in X

and k(X)⊂ k(P3) is a separable extension (see Exercise 20). Already this, together
with h3(P3) and Theorems 3.21–3.22, implies h3(X)= 0. The following terminol-
ogy arises in connection with this: we say that a variety is rational if it birational to
P
n where n= dimX, and unirational if there exists a rational map ϕ : Pn→X such

that ϕ(Pn) is dense in X and k(X)⊂ k(Pn) is separable. It follows from Exercise 6
and Theorems 3.21–3.22 that all hi = 0 for a unirational variety.

The question of whether the notions of rational and unirational varieties are the
same is typical of a series of problems arising in algebraic geometry. This question
is called the Lüroth problem. It can obviously be stated as a problem in the theory
of fields: if K is a subfield of the rational function field k(T1, . . . , Tn) such that
K ⊂ k(T1, . . . , Tn) is a finite separable extension, then is it true that K is isomorphic
to the rational function field?

For n = 1 the answer is positive, in fact even without the assumptions that k is
algebraically closed and K ⊂ k(T ) is separable. For n = 2 the answer is negative
without these assumptions, but positive with them, but the proof is very delicate.
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It is given, for example, for fields of characteristic 0 in Shafarevich [69, Chap-
ter III] or Barth, Peters and van de Ven [9], and in the general case in Bombieri
and Husemoller [14].

For n ≥ 3 the answer is negative even if k = C. This is a delicate result of the
theory of 3-folds. One of the examples of a unirational but not rational variety is
the nonsingular cubic 3-fold, in particular the hypersurface (3.78) (see Clemens and
Griffiths [23]). Another example of an irrational variety is the nonsingular quartic
hypersurface of P4 (see Iskovskikh and Manin [43]); some of these hypersurfaces
are unirational. For another type of example, see Artin and Mumford [7].

Whereas for 3-folds the Lüroth problem is a subtle geometric problem, in higher
dimension it turns out to be more algebraic in spirit, and its solution more elemen-
tary. For example, there are examples of finite group G of linear transformations of
variable x1, . . . , xn such that the subfield of invariants k(x1, . . . , xn)

G of this group
is not isomorphic to the field of rational functions (see Bogomolov [13] or Saltman
[67]).

6.5 Hyperelliptic Curves

As a second example we consider one type of curves. Write Y for the affine plane
curve with equation y2 = F(x), where F(x) is a polynomial with no multiple roots
and of odd degree n = 2m+ 1 (we proved in Section 1.4, Chapter 1 that the case
of even degree reduces to the odd degree case). We suppose that chark �= 2. The
nonsingular projective model X of Y is called a hyperelliptic curve. We compute
the canonical class and the genus of X.

The rational map Y → A
1 given by (x, y) �→ x defines a regular map f : X→

P
1. Obviously degf = 2, so that, by Theorem 3.5, if α ∈ P

1 and u is a local pa-
rameter at α, the inverse image f−1(α) either consists of two points z′, z′′ with
vz′(u)= vz′′(u)= 1, or f−1(α)= z with vz(u)= 2.

It is easy to check that the affine curve Y is nonsingular. If Y is its projective
closure in P

2 then X is the normalisation of Y , and we have a map ϕ : X → Y

which is an isomorphism of ϕ−1(Y ) and Y . It follows that if ξ ∈A
1 has coordinate

α then

f−1(ξ)=
{ {z′, z′′} if F(α) �= 0;
z if F(α)= 0.

Now consider the point at infinity α∞ ∈ P
1. If x denotes the coordinate on P

1

then a local parameter at α∞ is u= x−1. If f−1(α∞)= {z′, z′′} consisted of 2 points
then u would be a local parameter at z′, say. It would follow that vz′(u) = 1 and
hence vz′(F (x))=−n; but since y2 = F(x), we have vz′(F (x))= 2vz′(y), and this
contradicts n odd. Thus f−1(α∞) consists of just one point z∞, and vz∞(x)=−2,
vz∞(y)=−n. It follows that X = ϕ−1(Y )∪ z∞.

We proceed to differential forms on X. Consider, for example, the form ω =
dx/y. At a point ξ ∈ Y , if y(ξ) �= 0 then x is a local parameter, and vξ (ω) = 0.
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If y(ξ)= 0 then y is a local parameter, and vξ (x)= 2, so that it again follows that
vξ (ω)= vξ (dx)−vξ (y)= 1−1= 0. Thus divω= kz∞, and it remains to determine
the value of k. For this, it is enough to recall that if t is a local parameter at z∞ then
x = t−2u and y = t−nv, where u,v,u−1, v−1 ∈ Oz∞ . Hence ω = tn−3wdt with
w,w−1 ∈Oz∞ , and therefore divω= (n− 3)z∞ = (2m− 2)z∞.

Now we determine Ω1[X]. As we have seen, ω is a basis of the module Ω1[Y ],
that is, Ω1[Y ] = k[Y ]ω, so that any form in Ω1[X] is of the form uω, where u ∈
k[Y ], and hence u is of the form P(x)+Q(x)y with P,Q ∈ k[X]. It remains to see
when these forms are regular at z∞. This happens if and only if

vz∞(u)≥−(n− 3). (3.79)

We find all such u ∈ k[Y ]. Since vz∞(x)=−2, it follows that vz∞(P (x)) is always
even and since vz∞(y)=−n, that vz∞(Q(x)y) is always odd. Hence

vz∞(u)= vz∞
(

P(x)+Q(x)y
)≤min

{

vz∞
(

P(x)
)

, vz∞
(

Q(x)y
)}

and so if Q �= 0 we have vz∞(u)≤−n. Thus u= P(x) and (3.79) gives 2 degP ≤
n− 3, that is, degP ≤m− 1, where n= 2m+ 1.

We have found that Ω1[X] consists of forms P(x)dx/y where the degree of
P(x) is ≤m− 1. It follows from this that g(X)= h1(X)= dimΩ1[X] =m.

It is interesting to compare the results of Section 6.4 when N = 2 and of Sec-
tion 6.5. In the second case we saw that there exist algebraic curves of any given
genus. In the first case, the genus of a nonsingular plane curve is

(

n−1
2

)

, that is, it is
a long way from giving an arbitrary integer. Thus not every nonsingular projective
curve is isomorphic to a plane curve. For example, a hyperelliptic curve of genus 4,
with n= 9 is not.

7 The Riemann–Roch Theorem on Curves

7.1 Statement of the Theorem

In this section we prove and discuss one of the central results of the theory of al-
gebraic curves. This is the Riemann–Roch theorem, that consists of the following
statement.

Theorem 3.23 For an arbitrary divisor D on a nonsingular projective algebraic
curve X, we have the relation

�(D)− �(K −D)= degD − g + 1, (3.80)

where K is the canonical divisor of X and g its genus.
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The relation (3.80) is not directly a formula for the number �(D) that we are
interested in, but rather for the difference �(D)− �(K −D). It turns out that this is
a “rough” invariant of D, depending only on the degree degD, whereas �(D) itself
is a “finer” invariant, that may take different values for different divisors D of the
same degree. Thus on a nonsingular cubic curve X, if degD = 0 then �(D) may
take different values: if D = p − q with p,q distinct points then �(D) = 0, but if
D = 0 then �(D)= 1. The higher dimensional generalisation of the relation (3.80)
is similar in character: its left-hand side is a sum with alternating signs of certain
invariants of D; for an n-dimensional variety the expression has n+ 1 terms. It is
only this combination of the terms that is the “rough” invariant of D (in a sense that
needs to be defined more precisely—it “does not change under small perturbations”
of D). In a different direction, the generalised form of (3.80) relates to the theory
of elliptic operators on manifolds. Here again we are talking about a difference of
two quantities, the index of an elliptic operator—the difference in dimension of its
kernel and cokernel. There are results analogous to the Riemann–Roch theorem in
other questions, for example, in topology. In view of this, we devote a separate
section to it.

However, we must first explain the interest of the result for curves, since the
relation (3.80) expresses the number �(D) we seek in terms of �(K −D), which
at first sight seems to be no improvement on �(D). To answer this point, we give a
series of applications of the theorem.

Corollary 3.1 If we set D = K then, using �(K −K) = �(0) = 1 and �(K) = g,
we get that degK = 2g − 2.

We discussed this equality in Section 6.3.

Corollary 3.2 If degD > 2g− 2 then �(D)= degD− g+ 1.

This follows because degD > 2g − 2 gives deg(K − D) < 0, which implies
that �(K −D)= 0: indeed, an effective divisor K −D ∼D′ ≥ 0 would contradict
degD′ < 0.

Corollary 3.3 If g = 0 then X ∼= P
1.

Indeed, let D = x ∈X be a point; then (3.80) gives that �(D)≥ 2. This implies that
the space L(D) contains a nonconstant function f in addition to the scalars. Any
such function has div(f )∞ = x; that is, if we interpret f as a map f : X→ P

1 then
degf = 1 by Theorem 3.5. It follows that X ∼= P

1. In other words, g = 0 is not only
a necessary condition, but also a sufficient condition for X to be a rational curve.

Corollary 3.4 If g = 1 then X is isomorphic to a cubic curve in P
2.

Indeed, if g = 1 then Corollary 3.2 gives �(D) = degD for D > 0, and the as-
sertion follows from Theorem 3.11.
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Corollary 3.5 For D ≥ 0, consider a basis f0, . . . , fn of L(D) and the correspond-
ing map ϕ = (f0, . . . , fn) : X→ P

n. We determine when ϕ is an embedding. We
prove that this holds if and only if the conditions

�(D − x)= �(D)− 1 and �(D − x − y)= �(D)− 2 (3.81)

hold for all points x, y ∈X. It follows from Corollary 3.2 that the equalities (3.81)
hold if degD ≥ 2g+ 1, so that ϕ is then an embedding.

Proof Note that the first condition in (3.81) guarantees that −D = GCD(divfi)

is the greatest common divisor of the divfi . Indeed, divfi ≥ −D by defini-
tion; however, if GCD(divfi) > −D then there would exist a point x such that
GCD(divfi) >−D+ x, so that L(D)⊂ L(D− x), hence �(D)≤ �(D− x), which
contradicts (3.81). Therefore, by the remark at the end of Section 1.4, the divisors
Dλ = div

(∑

i λifi

)

are the inverse images of the hyperplanes of Pn under the map ϕ.
To prove that ϕ is an isomorphic embedding, we use Lemma of Section 5.4,

Chapter 2 and Theorem 2.24, whose assumptions we can check using the above re-
mark. If ϕ(x)= ϕ(y) then every hyperplane E that passes through ϕ(x) also passes
through ϕ(y). This means that if Dλ − x ≥ 0 then also Dλ − x − y ≥ 0, that is,
�(Dλ − x)≤ �(Dλ − x − y), which contradicts (3.81).

We prove that the tangent spaces at a point is mapped isomorphically. This is
equivalent to saying that

ϕ∗ : mϕ(x)/m
2
ϕ(x)→mx/m

2
x

is surjective. If this does not hold then ϕ∗(mϕ(x)) ⊂ m2
x , because in our case

dimmx/m
2
x = 1. In other words, any u ∈ mϕ(x) satisfies vx(ϕ

∗(u)) ≥ 2. If we ap-
ply this to linear functions, this shows that if Dλ−x ≥ 0 then also Dλ−2x ≥ 0. We
again deduce that �(D− x)≤ �(D− 2x), which contradicts the second condition in
(3.81). This completes the proof of Corollary 3.5. �

Obviously, changing the choice of basis of L(D) changes ϕ by composing it with
a projective linear transformation of Pn. On the other hand, replacing D by a linearly
equivalent divisor D + divf corresponds to mapping L(D) by the isomorphism
u �→ uf , and hence does not change ϕ. Thus it makes sense to speak of the map ϕ

corresponding to a divisor class.
Suppose, for example, that X is a curve of genus 1, and x0 ∈X. By Corollary 3.2,

3x0 satisfies the conditions (3.81) of Corollary 3.5. Hence the map ϕ corresponding
to 3x0 is an isomorphism of X to a curve Y ⊂ P

2 (since �(3x0) = 3 by Corol-
lary 3.2). As we have seen, 3x0 is the pullback of a section of Y by a line, and since
deg 3x0 = 3, also degY = 3. Thus every curve of genus 1 is isomorphic to a plane
cubic. (For more details, compare the proof of the converse part of Theorem 3.11.)

The most interesting maps ϕ are those corresponding to classes intrinsically re-
lated to X, for example, the multiples nK of the canonical class. Corollary 3.1 shows
that degnK ≥ 2g + 1 for n≥ 2 if g > 2, and for n≥ 3 if g = 2. Thus for g > 1 the
class 3K always satisfies (3.81) of Corollary 3.5. The corresponding map ϕ3K take
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X to P
m where m = �(3K) − 1 = 5g − 6 (by Corollary 3.2). Under this embed-

ding, two curves X and X′ are isomorphic if and only if their images ϕ3K(X) and
ϕ3K(X′) are obtained from one another by a projective linear transformation of Pm.
This reduces the question of the birational classification of curves to a projective
classification.

The map ϕK corresponding to the canonical class itself is not always an embed-
ding; however, all the cases when this fails are enumerated (see Exercises 18–19).

As a simple application of these ideas, consider a nonsingular plane curve of
degree 4. By Section 6.4, its canonical class is the divisor class of the intersection
of X with a line of P

2. Hence the map ϕK corresponding to the canonical class
is just the natural embedding in the plane. It follows from what we have said that
two such curves are isomorphic if and only if they are projectively equivalent. This
leads us to an extremely important conclusion. We can identify the set of plane
curves of degree 4 with P

14, where 14= (6
2

)− 1, as in Example 1.28. One sees that
the nonsingular curves form an open subset of the same dimension. On the other
hand, the group of all projective transformations of the plane (that is, nondegenerate
3 × 3 matrices up to constant multiples) has dimension 8. From this one deduces
that P14 has an open subset U and a map f : U →M to a certain variety M such
that two points u1, u2 ∈ U parametrise projectively equivalent curves if and only if
they belong to the same fibre of f . The dimension of the fibre is 8, so that dimM =
14− 8= 6.

Thus two plane curves of degree 4 are by no means always isomorphic: to be iso-
morphic, they must correspond to the same point of a 6-dimensional variety M . This
shows that the genus is not a complete system of birational invariants of curves. In
addition to the integer invariant, the genus, curves also have “continuous” invariants
called moduli. It can be proved that the set of all curves of given genus g > 1 form
(in a sense that we do not make precise) a single irreducible variety of dimension
3g − 3. In the case of plane quartics, the genus g = 3 and 3g − 3= 6= dimM . A
similar thing happens for curves of genus 1 (see Exercise 8 of Section 3.6). It is only
for g = 0 that all curves of the same genus are isomorphic.

7.2 Preliminary Form of the Riemann–Roch Theorem

We now prove a certain auxiliary relation, outwardly similar to (3.80), that will later
allow us to deduce the Riemann–Roch theorem itself.

Definition A distribution on an irreducible nonsingular curve X is a function that
assigns to every point x ∈X a certain rational function rx ∈ k(X), with the condition
that vx(rx)≥ 0 for all except possibly finitely many points of X.

The sum of distributions and their multiplication by elements of k is defined by
these operations applied to the rx . For example, if two distributions r and s assign
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the functions rx and sx to x then

(r + s)x = rx + sx.

One sees easily that under these operations, distributions form a vector space over k
(highly infinite dimensional), that we denote by R.

By analogy with the space L(D) associated with the divisor D introduced in
Section 1.5, we define the set R(D) as the set of all distributions r for which
vxi (rxi )+ ni ≥ 0, where D =∑

nixi , and vx(rx)≥ 0 if x �= xi . Obviously R(D)⊂
R is a vector subspace.

We assign to each function f ∈ k(X) the distribution r with rx = f for every
x ∈ X. It is clear that this correspondence defines an embedding of k(X) into R
as a k-vector subspace. We use the same letter f to denote the function f and the
corresponding distribution. Starting from the two subspaces R(D) and k(X), we
can form the vector subspace R(D)+ k(X) of R, consisting of sums of elements
of R(D) and k(X).

Theorem 3.24 For any divisor D on a nonsingular projective curve X, the space
Λ(D)=R/(R(D)+ k(X)) is finite dimensional.

For D′ ≥D, consider the quotient space
(

R(D′)+ k(X)
)

/
(

R(D)+ k(X)
)

.

We start by proving that it is finite dimensional. Moreover, we prove the following
relation that will be important in what follows.

Lemma If D′ ≥ D are divisors on a nonsingular projective curve, the quotient
(R(D′)+ k(X))/(R(D)+ k(X)) is finite dimensional, and its dimension is given
by

dim
(

R
(

D′
)+ k(X)

)

/
(

R(D)+ k(X)
)= (

degD′ − �
(

D′
))− (

degD− �(D)
)

.

(3.82)

To prove this, we first consider the space R(D′)/R(D), and prove that it is finite
dimensional, or more precisely, that

dim
(

R
(

D′
)

/R(D)
)= degD′ − degD.

The proof is practically the same as that of the Lemma in Section 2.3. Suppose
that D′ −D =∑

miPi . Then for a distribution r ∈R(D′), the condition r ∈R(D)

can be written as a separate condition for each pi . If the Laurent expansion rpi
at pi

in a local parameter t is

am′ t
m′ + · · · + am′+mi−1t

m′+mi−1 + · · · ,
the condition is that am′ = · · · = am′+mi−1 = 0. Here m′ = ν(rpi

). The num-
ber of these conditions at each point pi equals mi , so that there are altogether
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∑

mi = degD′ − degD of them. The linear independence of the conditions is ob-
vious (compare Exercise 4 of Section 2.4, Chapter 2).

We now proceed to the proof of (3.82). Consider the standard homomorphism

R
(

D′
)→ (

R
(

D′
)+ k(X)

)

/
(

R(D)+ k(X)
)

,

which is surjective. Its kernel obviously equals R(D′) ∩ (R(D) + k(X)). But if
A,B,C are any three subspaces of a vector space with A ⊃ B (or even just sub-
groups of an Abelian group), one checks at once that A∩ (B +C)= B + (A∩C).
On the other hand, the equality R(D′) ∩ k(X)= L(D′) is a tautology. As a conse-
quence, we see that

(

R
(

D′
)+ k(X)

)

/
(

R(D)+ k(X)
)∼=R

(

D′
)

/
(

R(D)+L
(

D′
))

.

Consider the vector space R(D′)/R(D), whose dimension we know. It contains
(R(D)+ L(D′))/R(D), the surjective image of L(D′) with kernel L(D). There-
fore (R(D)+L(D′))/R(D)∼= L(D′)/L(D). We deduce from this that the relation
(3.82) in the Lemma holds.

In preparation for the proof of Theorem 3.23, we need to establish that degD −
�(D) is bounded above for all divisors D on a curve X, which follows in a straight-
forward way from the material of Section 2.1. To see this, choose any nonconstant
rational function f ∈ k(X), and use it to define a regular map f : X→ P

1. By defi-
nition, its degree is

n= degf = [

k(X) : k(P1)].

Arguing as in Theorems 3.6 and 3.7, let α1, . . . , αn be a basis of k(X) over k(P1)=
k(f ), and write Dα for the least common divisor of poles of the αi , so that

div(αi)+Dα ≥ 0 for each i.

Also, write A for the divisor of poles of f , so that A= f ∗(∞), and degA= n by
Theorem 3.5.

Lemma (I) We have

αi · f j ∈ L(Dα +mA) for i = 1, . . . , n and j ≤m, (3.83)

and these elements are linearly independent. In particular

�(Dα +mA)≥ (m+ 1)n,

whereas deg(Dα +mA)= degDα +mn, so that deg(Dα +mA)− �(Dα +mA) is
bounded above by

deg(Dα +mA)− �(Dα +mA)≤ degD0 − n. (3.84)

(II) Every divisor D on X is dominated by a divisor linearly equivalent to mA

for some integer m.
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Proof (I) Each αi · f j with j ≥m has divisor of poles at most Dα +mA, by defi-
nition of Dα and A. The elements (3.83) are linearly independent by construction:
f ∈ k(X) is transcendental over k, and α1, . . . , αn ∈ k(X) are linearly independent
over k(f ). (II) is an easy verification. The lemma is proved. �

Corollary On a fixed curve X, the difference

deg(D)+ 1− �(D)

is bounded above for all D.

Proof This follows by Remark 3.3. Every divisor D is dominated by a divisor lin-
early equivalent to Dα +mA, to which (3.84) applies, so that the statement follows
from (3.26). �

We can now proceed with the proof of Theorem 3.24. We know that �(D)−degD

is bounded below for all divisors D on a curve X. Consider some divisor D0 for
which this difference takes the smallest possible value. Then the inequality

�(D)− degD ≥ �(D0)− degD0

holds for any divisor D. In particular, setting D = D0 and D′ ≥ D in (3.82), we
get that �(D′) − degD′ = �(D0) − degD0, or in other words, R(D′) + k(X) =
R(D0)+k(X). But it is obvious that for any distribution r ∈R, there exists a divisor
D′ such that r ∈R(D′), and equally obvious that we can choose D′ ≥D0. Therefore
⋃

R(D′) = R, where the union runs over all D′ ≥ D0, and a fortiori, we have
⋃

(R(D′)+ k(X)) =R. It follows from this that R(D0)+ k(X) =R, and hence
Λ(D0) = 0. For any divisor D it is easy to find a divisor D1 such that D1 ≤ D

and D1 ≤D0. From this, applying (3.82) first to D′ =D0 and D =D1, we get the
finite dimensionality of λ(D1), and then applying it to D′ = D and D = D1, that
of Λ(D).

This justifies us in writing dimΛ(D) = λ(D). The preliminary form of the
Riemann–Roch theorem is the following.

Theorem 3.25 For any divisor D on a smooth curve X, the following equality
holds:

�(D)− λ(D)= degD− λ(0)+ 1.

This is practically a restatement of the Lemma after Theorem 3.24: first, since
we know that Λ(D) is finite dimensional, we can restate the Lemma as saying that
for D′ ≥D,

λ(D)− λ
(

D′
)= (

degD′ − �
(

D′
))− (

degD − �(D)
)

,

or

�
(

D′
)− λ

(

D′
)= �(D)− λ(D)+ degD′ − degD. (3.85)
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We have already proved this under the condition that D′ ≥ D, but it follows from
this that it holds for any divisors D′ and D. For this, we need only take a divisor D
such that D ≥D and D ≥D′, write out the relations (3.85) for both pairs of divisors
D,D and D,D′, and subtract one from the other. Finally, since (3.85) is proved for
any divisors D′ (and any D), we can substitute D′ = 0 in it. Since �(0) = 1 and
deg 0= 0, we obtain the equality of Theorem 3.25.

7.3 The Residue of a 1-Form

The Riemann–Roch theorem will follow from Theorem 3.25 if we can prove that
λ(D) = �(K − D), since λ(0) = g. Both numbers are defined as the dimension
of certain vector spaces Λ(D) and L(K −D), so it is natural to propose that the
equality λ(D) = �(K − D) is a reflection of some assertion on the vector space
themselves. Indeed, we will prove that Λ(D) and L(K −D) are dual vector spaces.
For this, we need to construct a pairing between them, that is, a function (u, v) of
u ∈ Λ(D) and v ∈ L(K −D) taking values in k, and satisfying the conditions of
linearity and nondegeneracy in both arguments; that is,

(u1 + u2, v)= (u1, v)+ (u2, v), (αu, v)= α(u, v) for α ∈ k,

and (u, v)= 0 for all v ∈ L(K −D) if and only if u= 0,
(3.86)

and the analogous properties in the second argument. This section contains some
introductory ideas that clarify the definition of the pairing (u, v). We defer the defi-
nition itself to later.

We consider rational 1-forms on a curve X, that is, in the notation of Section 5.4,
elements of the space Ω1(X). Using the notation of the divisor divω of a form ω ∈
Ω1(X) from Section 6.3, one checks easily that the space L(K −D) is isomorphic
to the space of forms ω for which divω ≥D. We denote this space by Ω1(D). Thus
in what follows we are talking about a pairing between distributions and certain
differential forms. This relates to a new notion.

Choosing a local parameter t at a point x ∈ X, we can write a 1-form ω as an
expression f dt with f ∈ k(X). We consider the formal Laurent series expansion of
f at x:

f = a−mt−m + · · · + a0 + a1t + · · · + ant
n + · · · . (3.87)

Definition The coefficient a−1 in this expansion is called the residue of the 1-form
ω at x, and written Resx ω.

The unexpected thing about this notion is that it is intrinsic; that is, Resx ω de-
pends only on the point x and the 1-form ω, and not on the choice of the local
parameter t at x. Over a field of characteristic 0, the residue is obviously well
defined up to a scalar α ∈ k: indeed, one checks easily that the differential map
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f �→ df extends from k(X) to the formal Laurent series field k((t)), and the im-
age of d : k((t))→ k((t)) consists of the expressions ω = f dt with Resω = 0 (that
is, the image contains every tkdt with k �= −1). Thus Resω is a linear form on
k((t))dt having a well defined kernel, so that the form is well defined up to multi-
plication by an element of k. Its complete invariance requires a small computation
even in the case of characteristic 0. Namely, let u be another local parameter at x

(that is, an element of the formal power series ring k[[t]] with an expansion of the
form u= α1t +· · ·+αnt

n+· · · with α1 �= 0). In other words, u ∈Ox , u(0)= 0 and
∂u
∂t
�= 0. Then conversely, t ∈ k[[u]] has an expansion t = β1u+· · ·+βnu

n+· · · with
β1 �= 0. We must substitute this expression for t in f dt given by (3.87), and find the
coefficient of u−1du. We already know that the terms akt

kdt with k �= −1 do not
contribute anything, so we only need to consider the single term a−1t

−1dt . In this
t−1 = β−1

1 × u−1 × v where v ∈ k[[u]] has v(0) �= 0, and dt = (β1 + 2β2 + . . . )du.
As a result of the substitution, the coefficient of u−1du remains unchanged, with the
β1 and β−1

1 cancelling out.
This argument (or at least, the first part of the argument) does not work for a

field of finite characteristic. There are other, much more complicated, proofs using
specific properties of the case of finite characteristic. It is only when the ground field
is the complex number field C, when the curve is 2-dimensional as a real surface,
that we have a completely intrinsic definition: Resx ω = 1

2πi

∮

C
ω, where C is a

sufficiently small contour going once around x. (More precisely, it follows in this
case from the invariance of the integral.) We give below a definition of the residue
that is valid over a field of arbitrary characteristic.

We observe that we are now in a position to define a pairing between the space
R of distributions and the space Ω1(X) of differential 1-forms, by setting

(r,ω)=
∑

x

Resx(rxω), (3.88)

where the sum runs over all points x ∈X. This sum makes sense, since for all but a
finite number of points x we have rx ∈Ox , and ω and the form rxω are regular at x,
so that there are no negative terms in (3.87). Only points at which these conditions
fail can contribute to the sum in (3.88).

In view of Λ(D)=R/(R(D)+k(X)), this construction defines a function (u, v)

for u ∈Λ(D) and v ∈Ω1(D) provided that the following two conditions hold:

(1) (R(D),Ω1(D))= 0,
(2) (k(X),Ω1(D))= 0.

The first condition is obvious: for r ∈ R(D) and ω ∈ Ω1(D) the form rxω is
regular at x, so that Resx(rxω)= 0 for all x.

While much less obvious, the second condition is nonetheless true. Since the first
argument does not depend on D, the condition has the form (k(X),Ω1(X)) = 0.
The distribution corresponding to f ∈ k(X) has all rx equal to f , and the required
relation takes the form

∑

x Resx(f ω) = 0. But in our case, fω is any 1-form of
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Ω1(X), and thus we arrive at the relation
∑

x

Resx ω= 0 for all ω ∈Ω1(X). (3.89)

This equality is known as the residue theorem; it only holds for a projective curve
X (see Exercise 16). We give the proof later. We follow the treatment of Tate [58],
adopting some technical ideas from Arbarello, De Concini and Kac [3].

7.4 Linear Algebra in Infinite Dimensional Vector Spaces

We will be interested in the infinite dimensional analogues of certain notions for
finite dimensional vector spaces that we now recall. The trace of a square n × n

matrix A= (aij ) is the sum of its diagonal elements: TrA=∑

aii . The trace equals
the coefficient in tn−1 of the characteristic polynomial det(A+ tE). It follows at
once that for a nondegenerate matrix C we have

Tr
(

C−1AC
)= TrC. (3.90)

Thus for a linear map ϕ : L→ L of a finite dimensional vector space L over a
field k, the traces of the matrix of ϕ with respect to different bases coincide; the
common value is called the trace of ϕ and denoted Trϕ. The reader interested in
a more intrinsic definition of Trϕ may consult Exercises 17 and 18. If we need to
emphasise the role of the vector space L we write TrL ϕ in place of Trϕ.

The function Trϕ has the following obvious properties. It is a linear function on
the space E(L) of all linear endomorphisms L→ L, that is,

Tr(αϕ + βψ)= α Trϕ + β Trψ for α,β ∈ k and ϕ,ψ ∈ E(L). (3.91)

In addition, the relation (3.90) can be rewritten as Tr(AC) = Tr(CA) for a nonde-
generate matrix C. But both sides of this equality are polynomial functions of the
entries of A and C, and since they coincide on the dense subset detC �= 0, they
coincide everywhere. Thus the trace has the property

Tr(ϕψ)= Tr(ψϕ). (3.92)

Finally, if M ⊂ L is a vector subspace invariant under ϕ then ϕ defines a linear
endomorphism of M and of the quotient L/M, and

TrL ϕ = TrM ϕ + TrL/M ϕ. (3.93)

We now consider the case that L is not necessarily finite dimensional (and we
are specifically interested in the infinite dimensional case). The trace can then only
be defined for special types of linear maps. In the first instance, these are the lin-
ear maps ϕ whose image subspace ϕ(L) is finite dimensional. This is an algebraic
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analogue of the notion of compact operator (or completely continuous operator) in
functional analysis. For such a map, the image ϕ(L) is a finite dimensional vec-
tor subspace of L that is invariant under ϕ. For any finite dimensional ϕ-invariant
subspace V the trace TrV ϕ is well defined, and an obvious verification shows that
TrV ϕ = TrW ϕ for any two finite dimensional ϕ-invariant subspaces V and W that
both contain ϕ(L). This common value is independent of the choice of V , and we
take it as the definition of Trϕ; one checks easily that for this class of maps, the
trace Trϕ satisfies properties (3.91), (3.92) and (3.93) (compare Exercise 19).

In what follows, given two vector subspaces A,B ⊂ L, we write A�B (and say
“A is almost contained in B”) to mean that there exists a finite dimensional vector
subspace W ⊂ L such that A⊂ B +W ; another way to express the same condition
is to say that (A+B)/B is finite dimensional. In these terms, we can write the above
condition on the finite dimensionality of the image ϕ(L) as ϕ(L)� {0}.

We now go on to a slightly more involved situation. Suppose given a fixed vec-
tor subspace M ⊂ L. Write E(L,M) for the set of linear maps ϕ : L→ L such
that ϕ(L) �M and ϕ(M) � {0}. It is obvious that E(L,M) is a ring. Any map
ϕ ∈ E(L,M) satisfies ϕ2(L) � ϕ(M) � {0}, so that ϕ2(L) is finite dimensional;
now ϕ2(L) is obviously invariant under ϕ. To maintain condition (3.93), we have
no choice other than to set TrL ϕ = Trϕ

2(L) ϕ; to see this, it is enough to apply (3.93)
to the pair L, ϕ(L), and then to ϕ(L), ϕ2(L). Conversely, for any ϕ-invariant finite
dimensional vector subspace W containing ϕ2(L), if we set Trϕ = TrW ϕ then one
checks easily that this number is independent of the choice of W , and a trivial veri-
fication establishes the relation (3.93).

We prove that Trϕ also satisfies (3.91) and (3.92). It is easy to verify that if
ϕ,ψ ∈ E(L,M) then not only are ϕ2(L) and ψ2(L) finite dimensional, but so are
ϕψ(L) and ψϕ(L). Now set V = ϕ2(L)+ ϕψ(L)+ ψϕ(L)+ ψ2(L). Then V is
obviously invariant under both ϕ and ψ , and both Trϕ and Trψ can be computed
by restricting the linear maps to V , so that checking (3.91) and (3.92) reduces to the
finite dimensional case.

Remark 3.4 These arguments have obvious generalisations. For example, rather
than just one subspace M, we could consider a nested pair M1 ⊃M2, and the
set E(L,M1,M2) of linear maps ϕ such that

ϕ(L)�M1, ϕ(M1)�M2, ϕ(M2)� {0}.
Then ϕ3(L) is finite dimensional and ϕ-invariant and we can define Trϕ as
the trace of ϕ restricted to any finite dimensional ϕ-invariant subspace V ⊃
ϕ3(L). To prove the analogue of relations (3.91) and (3.92) we should set
V = ∑8

i=1 fi(L) where the fi are the composites of three of ϕ and ψ , that
is ϕ3, ϕ2ψ,ϕψϕ,ψϕ2, ϕψ2,ψϕψ,σ 2ϕ,ψ3. One obviously has E(L,Mi ) ⊂
E(L,M1,M2) for i = 1,2 and for maps ϕ ∈ E(L,M1) or ϕ ∈ E(L,M2) the two
resulting definitions of trace agree. Compare also Exercise 20.

Remark 3.5 Property (3.92) holds under a weaker assumption, namely, assuming
only that ϕ(M) �M, or the same for ψ . We write E(L,M) for the set of such
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maps. It is obvious that E(L,M) is a ring, and that E(L,M) is contained in it as a
two-sided ideal. Suppose now that ϕ ∈ E(L,M) and ψ ∈ E(L,M). A tautological
verification shows that the spaces N1 = ψϕψ(L) and N2 = (ϕψ)2(L) are finite
dimensional, with ϕ(N1) ⊂ N2, ψ(N2) ⊂ N1, N1 is invariant under ψϕ and N2

is invariant under ϕψ . Then Trϕψ = TrN2 ϕψ whereas Trψϕ = TrN1 ψϕ, and it
follows from the corresponding finite dimensional result (see Exercise 19) that

TrN1 ψϕ = TrN2 ϕψ,

from which it follows that

Trψϕ = Trϕψ.

In what follows we consider maps ϕ,ψ ∈ E(L,M). We separate the assumptions
defining the set E(L,M) into two part, defining E1(L,M) as the set of all maps ϕ

such that ϕ(L) � M and E2(L,M) as the set of all such that ϕ(M) � 0. Then
by definition E1(L,M) ∩ E2(L,M)= E(L,M). A tautological verification shows
that both the Ei (L,M) for i = 1,2 are contained in E(L,M) and are double sided
ideals in it.

Lemma We have the equality

E(L,M)= E1(L,M)+ E2(L,M).

For the proof we need to choose some projector of L onto M, that is, a linear
operator π such that π(L)=M and π2 = π (see Exercise 21). For ϕ ∈ E(L,M),
we have a decomposition ϕ = ϕ1 + ϕ2 where ϕ1 = πϕ and ϕ2 = (1 − π)ϕ. An
obvious verification then shows that ϕ1 ∈ E1(L,M) and ϕ2 ∈ E2(L,M).

The decomposition of ϕ ∈ E(L,M) as a sum ϕ = ϕ1+ϕ2 is of course not unique.
ϕ1, ϕ2 are defined only up to replacing (ϕ1, ϕ2) �→ (ϕ1 + ξ,ϕ2 − ξ) for some ξ ∈
E(L,M).

In what follows we use the notation [ϕ,ψ] for the commutator [ϕ,ψ] = ϕψ −
ψϕ of elements ϕ,ψ of any ring.

Theorem-Definition If ϕ,ψ ∈ E(L,M) commute (that is ϕψ = ψϕ) and ϕ1,ψ1
are their components in the decomposition of the above Lemma, then [ϕ1,ψ1] ∈
E(L,M) and Tr[ϕ1,ψ1] is an element of k independent of the choice of decompo-
sition of ϕ and ψ . We denote it by 〈ϕ,ψ〉.

It is obvious that [ϕ1,ψ1] ∈ E1(L,M) and that

[ϕ1,ψ1] ≡ [ϕ,ψ] ≡ 0 mod E2(L,M),

that is, [ϕ1,ψ1] ∈ E2(L,M). Because of this, the effect of replacing ϕ1 �→ ϕ1 + ξ

changes Tr[ϕ1,ψ1] by adding the expression Tr[ξ,ψ1], which is 0 by Remark 3.5
following the proof of property (3.92).
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Since Tr[ϕ1,ψ1] is invariant under the change ϕ1 �→ ϕ1 + ξ (or equally, ψ1 �→
ψ1 + ξ ), we may replace ψ1 by ψ (or ϕ1 by ϕ) in the preceding definition, so that,
for example

〈ϕ,ψ〉 = Tr[ϕ1,ψ1] = Tr[πϕ,ψ]. (3.94)

Our definition of 〈ϕ,ψ〉 is obviously linear in ϕ and ψ . It has the following
remarkable property:

〈ϕ,ψχ〉 = 〈ϕψ,χ〉 + 〈ϕχ,ψ〉 (3.95)

for maps ϕ,ψ,χ ∈ E(L,M). For this it is sufficient that only ϕ and χ commute.
To prove this, we find decompositions of ϕ, ψ and χ as guaranteed by the above

Lemma, thus obtaining the corresponding components ϕ1, ψ1 and χ1. To compute
〈ϕ,ψχ〉, by definition, we need to find the corresponding component (ψχ)1; one
checks easily that for this we can take ψ1χ1. In the same way, for the components
in the right-hand side of (3.95), we can take ϕ1ψ1 for (ϕψ)1 and ϕ1χ1 for (ϕχ)1.
We now use the identity

[α,βγ ] − [αβ,γ ] − [αγ,β] = [

β, [α,γ ]],
that holds for any elements of any ring. This identity is equivalent to the well-known
Jacobi identify, which means the the map x �→ [β,x] is a derivation of the Lie
algebra with bracket [x, y].

In the proof of the preceding theorem we saw that [ψ1, χ1] ∈ E(L,M). This
implies that Tr[ψ1, [ϕ1, χ1]] = 0 (see Remark 3.5 following the proof of property
(3.92)). This proves the relation (3.95).

The relation (3.95) just established already hints at connections between the con-
struction under consideration and the notion of differentials. Namely, in Section 5.2
we defined the module of differentials ΩA for any commutative ring A (as an alge-
bra over a subring A0, that we take to be the field k in what follows). We saw that
ΩA is generated as an A-module by dt for t ∈A. Thus it is generated as an Abelian
group by udt for u, t ∈ A. The relations between these generators are all obtained
from the relations (3.57) by multiplying by u ∈A. Thus they are of the form

ud(f + g)= udf + udg and udfg = uf dg+ ugdf for u,f,g ∈A. (3.96)

We must add to these the relations expressing that ΩA is an A-module, namely

(u+ v)df = udf + vdf. (3.97)

It follows that any function F(u,f ) ∈ k of a u,f ∈ A vanishing on the subgroup
generated by the relations (3.96)–(3.97) defines a linear function on ΩA.

Suppose in particular that the ring A acts on a vector space L in such a way
that the product of elements of A acts as the composition of linear maps, and such
that each f ∈ A defines a linear map f ∈ E(L,M) (for a subspace M⊂ L that is
independent of f ∈A. Then the function 〈f,g〉 defines a linear function r : ΩA→ k

such that 〈f,g = r(f dg)〉.
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Example 3.17 Set L= k((t)) and let A act by multiplication on itself; we take M=
k[[t]]. It is obvious that f ∈ E(L,M) for any f ∈ A. By what we said above, there
exists a linear function r : ΩA → k such that r(f dg) = 〈f,g〉. We determine this
function r . Since every differential f dg can be written in the form udt , it is enough
to determine the function 〈u, t〉.

For this, we define the projector π : L→M by the condition π(tk)= 0 for k < 0
and π(x)= x for x ∈M= k[[t]]. We verify directly that if we set ϕ1 = πϕ for any
ϕ = u ∈M= k[[t]], and ψ1 = πψ with ψ = t , then the map a = [ϕ1,ψ1] satisfies
aL⊂M and aM= 0, so that Tra = 0, that is, 〈u, t〉 = 0. Thus it only remains to
determine 〈t−n, t〉 for n > 0. The corresponding map a = [ϕ1,ψ1] is calculated by
a direct substitution. We obtain

a
(

tk
)=

{

0 if k �= n− 1;
1 if k = n− 1.

Thus obviously

Tra =
{

0 if n �= 1;
1 if n= 1.

This shows that 〈u, t〉 = a−1 is the coefficient of t−1 in the Laurent series expansion
of u. Thus Resx(f dg) = 〈f,g〉. This is the intrinsic definition of the residue at a
point.

Example 3.18 We now set L=A= k(X), let A act on itself by multiplication, and
set M = Ox for some point x ∈ X. We are in a situation close to that of Exam-
ple 3.17. Set L = k((t)) and M = k[[t]]; then for f,g ∈ k(X) we can compute the
expression 〈f,g〉 assuming either that f,g ∈ k(X), or f,g ∈ k((t)). Let us check that
we get one and the same result.

We are talking about comparing the expressions for 〈ϕ,ψ〉 for different
spaces L and M. So we take account of them in the notation, writing 〈ϕ,ψ〉LM
for given L and M. We have the following inclusions of subspaces:

L ⊃ M
⋃ ⋃

L ⊃ M

The result we need is a consequence of the following fact.

Lemma Assume the above inclusions, and let ϕ,ψ : L→ L be linear maps that

take the subspace L to itself. Then 〈ϕ,ψ〉LM = 〈ϕ,ψ〉LM.

The proof follows as a tautology from the fact that we can choose the projectors
π : L→M and π : L→M in a compatible way, that is, so that π |L = π . For the
possibility of making this choice, see Exercise 21.
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7.5 The Residue Theorem

We go back to the definition of trace and to the expression 〈ϕ,ψ〉 introduced in Sec-
tion 7.4, to study their dependence on the choice of the subspace M. To underline
this dependence, we write 〈ϕ,ψ〉M for ϕ,ψ ∈ E(L,M). Suppose now that we are
given two subspaces M,N ⊂ L, and that ϕ and ψ are contained both in E(L,M)

and in E(L,N ). It is obvious that they are then also contained in E(L,M+N ) and
in E(L,M∩N ).

Theorem 3.26 We have the relation

〈ϕ,ψ〉M + 〈ϕ,ψ〉N = 〈ϕ,ψ〉M+N + 〈ϕ,ψ〉M∩N . (3.98)

One proves easily that we can choose the four projectors πM, πN , πM+N and
πM∩N to satisfy πM + πN = πM+N + πM∩N (compare Exercise 21). It might
seem that the relation (3.98) follows from formulas (3.94) and (3.91). But actually,
we are dealing with maps that belong to E(L,M) for different M, and the relation
(3.85) is not applicable. However, we can use Remark 3.4. If is clear that [πMϕ,ψ]
and [πM+N ϕ,ψ] are contained in the set E(L,M + N ,M), and hence by the
choice of πM, πN , πM+N and πM∩N , we have

〈ϕ,ψ〉M − 〈ϕ,ψ〉M+N = Tr
[

(πM − πM+N )ϕ,ψ
]= Tr

[

(πM∩N − πN )ϕ,ψ
]

.

Exactly the same argument together with (3.95) shows that the last expression equals
〈ϕ,ψ〉M∩N − 〈ϕ,ψ〉N .

Theorem 3.27 (The Residue Theorem) For a nonsingular projective curve X and
a rational 1-form ω ∈Ω1(X) the residue Resx ω can only be nonzero at a finite set
of points x ∈X, and we have the equality

∑

x∈X
Resx ω= 0.

We write ω in the form f dg for rational functions f,g ∈ k(X). Write L = R
for the space of distributions on X (see Section 7.2), and consider the action of
k(X) on L by multiplication. Set M =R(0) (see Section 7.2) and N = k(X). It
follows from the definition of distribution that f ∈ E(R,R(0)) for any f ∈ k(X),
and a fortiori that f ∈ E(R, k(X)). We apply Theorem 3.26 to any two functions
f,g ∈ k(X). We get that

〈f,g〉R(0) + 〈f,g〉k(X) = 〈f,g〉R(0)+k(X) + 〈f,g〉R(0)∩k(X). (3.99)

By Theorem 3.24 the space R(0) + k(X) has finite codimension in R, and the
intersection R(0) ∩ k(X) = k, and is thus finite dimensional. But if either M is
finite dimensional (that is, M � 0), or M has finite codimension in L (that is,
L�M) then 〈f,g〉M = 0 for any f,g. In the first case πMf and πMg are linear
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transformations of a finite dimensional subspace of M, on which we can calculate
the trace; the assertion then follows from (3.91). In the second case (1 − π)L is
finite dimensional, which reduces us to the first case.

Finally, if M is invariant under ϕ and ψ then we have πk(X)f = f ,
[πk(X)f,πk(X)g] = [f,g] = 0 and 〈ϕ,ψ〉M = 0 holds trivially. Thus (3.99) shows
that

〈f,g〉R(0) = 0,

and it only remains to convince ourselves that

〈f,g〉R(0) =
∑

x∈X
Resx(f dg).

Write S for the finite set of points that are poles of either f or g, and P for the
set of maps taking each s ∈ S to a function fs ∈ k(X). Let N be the space R(0) for
the curve X \ S. Then

R(0)=N +Q,

where Q consists of the distributions that takes each s ∈ S into a function fs ∈Os

(that is, fs is regular at s).
Theorem 3.26 show that

〈f,g〉R(0) = 〈f,g〉N + 〈f,g〉Q.

However by construction, N is invariant under multiplication by f and g, and hence
〈f,g〉N = 0. It remains to compute 〈f,g〉Q. We can write Q as

⊕

s∈S Os , where
each summand Os corresponds to the point s ∈ S. Applying Theorem 3.26 again
(applied to an arbitrary number of components), we get that

〈f,g〉Q =
∑

〈f,g〉Os
.

Here Os is the set of all distributions for which rs is any function in Os , and rt =
0 for t �= s. It remains only to apply the Lemma at the end of Section 7.4, and
using Example 3.18, we get that 〈f,g〉Os

= Ress(f dg). This completes the proof
of Theorem 3.27.

7.6 The Duality Theorem

We saw in Section 7.3 that the Riemann–Roch Theorem would follow from Theo-
rem 3.25 once we prove that the pairing between L(K −D) and R/(R(D)+K)

defined by (3.92) is nondegenerate. There we also proved that this pairing is only
well defined on the basis of the Residue Theorem that we have just proved (The-
orem 3.27). Now that we know it is well defined, we can proceed to the proof of
nondegeneracy.
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Theorem 3.28 The pairing (r,ω) between the two spaces Ω1(D)= L(K−D) and
Λ(D)= (R/R(D)+ k(X)) defined by

(r,ω)=
∑

x

Res(rx,ω)

is nondegenerate.

The proof of the theorem breaks up into two parts: (a) nondegeneracy in the
second argument ω; and (b) nondegeneracy in the first argument x.

(a) Nondegeneracy in the First Argument. The statement for ω ∈Ω1(D) is that
if (r,ω) = 0 for every r ∈ R/(R/R(D) + k(X)) then ω = 0. Since we already
know that (R(D)+ k(X),ω)= 0, our assertion is that for ω ∈Ω1(X), the equality
(r, x)= 0 for every r ∈R implies that ω= 0. Suppose that ω �= 0 and let x be a point
appearing in divω with coefficient n. Then we can write ω in the form f dt , where
t is some local parameter at the point x, and vx(f )= n. Consider the distribution r

given by rx = t−n−1 and ry = 0 for y �= x. Then obviously (r,ω)= Resx rxω �= 0.

(b) Nondegeneracy in the Second Argument. This can also be restated as say-
ing that taking a form ω ∈ Ω1(D) to the linear function r �→ (r,ω) on R defines
a surjective linear map of Ω(D) onto the whole space Λ(D)∗. This is a more del-
icate fact. For the proof, consider the set Λ of all linear functions on R/k(X) that
vanish on some space R(D). Since multiplication by a rational function f ∈ k(X)

is defined on R and on k(X), it follows that R/k(X) is a module over k(X). We
prove that it is one dimensional. Indeed, any rational differential 1-form ω ∈Ω1(X)

with ω �= 0 defines, as we have seen, a nonzero function ϕ ∈ Λ. Let us prove that
any two functions ϕ,ψ ∈Λ are linearly dependent over k(X). We can assume that
both ϕ,ψ ∈R(D) for some divisor D. We consider some sufficiently large natural
number n# 0 and functions f,g ∈ L(nP ). Under the assumption that ϕ and ψ are
linearly independent, the combinations f ϕ + gψ are all different and give a space
of dimension 2�(nP ), which is obviously contained in Λ(D − nP ). Therefore

2�(nP )≤ λ(D − nP ).

This inequality gives a contradiction for large n. We use Theorem 3.25, which says
that �(D)− λ(D) = degD + c, where c is some constant, not depending on D. If
we choose n > degD, so that �(D − nP )= 0. Then λ(D − nP )= n+ c′, where c′
is constant (for a fixed D). But �(nP )≥ n+ c′′.

Taking ϕ to be the linear form defined by a differential form ω, we deduce that
any linear form ϕ ∈Λ is defined by a differential form fω. It remains to prove that if
the linear form (r,ω) vanishes on R(D) then ω ∈Ω1(D). The proof at this point is
the same as that of Assertion (a). Suppose that ω /∈Ω1(D). Then there exists a point
x appearing in the divisor D with multiplicity n, and a local parameter t at x such
that ω = f dt and vx(f ) < n. Consider the distribution r for which rx = t−vx(f )−1

and ry = 0 for y �= x. Then obviously r ∈R(D) but (r,ω) �= 0. �
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7.7 Exercises to Sections 6–7

1 Prove that an element f ∈ k(X) satisfies df = 0 if and only if f ∈ k (in the case
of a field of characteristic 0), or f = gp (in the case chark = p > 0). [Hint: Use
Theorem 3.21 and the following lemma: if L⊂K is a finite separable field extension
in characteristic p > 0, and x ∈ K has the property that its minimal polynomial is
of the form

∑

a
p
i x

i with ai ∈ L then x = yp with y ∈K .]

2 Let X and Y be nonsingular projective curves and ϕ : X→ Y a regular map such
that ϕ(X)= Y and x ∈X, y = f (x) ∈ Y , and let t be a local parameter on Y at y.
Prove that the number ex = vx(f

∗(dt)) does not depend on the choice of the local
parameter t and that ex > 0 if and only if x is a branch point of ϕ. The number ex is
the ramification multiplicity of ϕ at x. (Compare Section 3.1, Chapter 7.)

3 In the notation of Exercise 2, suppose that ϕ∗(y) =∑

lixi where y is a divisor
consisting of the single point y. Suppose that the characteristic of k is equal either
to 0, or to a prime p > li . Prove that exi = li − 1.

4 In the notation of Exercises 2–3, suppose that Y = P
1. Prove that g(X) is given by

2g(X)− 2 = −2 degϕ +∑

x∈X ex (the Hurwitz ramification formula). Generalise
this relation to the case of Y an arbitrary curve.

5 Suppose that ϕ : X→ Y satisfies the conditions of Exercise 2. Prove that a ratio-
nal differential ω ∈Ω1(Y ) is regular if and only if ϕ∗(ω) ∈Ω1[X].

6 Let L be an n-dimensional vector space. Write Ψm for the set of all functions
ψ of mn vectors xij ∈ L for i = 1, . . . ,m and j = 1, . . . , n that satisfy the condi-
tions:

(a) ψ is linear in each argument;
(b) ψ is skewsymmetric as a function of xi0j , for any fixed i0 and j = 1, . . . , n;
(c) ψ is symmetric as a function of xij0 , for any fixed j0 and i = 1, . . . ,m.

Suppose that chark >m.
Prove that every function ψ ∈ Ψ is determined by its values ψy1...yn at vectors

xij = yj , and that ψy1...yn = dmψe1...en , where d is the determinant of the coordi-
nates of the vectors y1, . . . , yn in the basis e1, . . . , en. Suppose that ξ1, . . . , ξn ∈ L∗
is the dual basis. The function ψ for which ψy1...yn = (det |ξi(yj )|)m is written
(ξ1 ∧ · · · ∧ ξn)

m. Prove that Ψm is one dimensional and is based by (ξ1 ∧ · · · ∧
ξn)

m.

7 Generalise the construction of regular and rational differential n-forms, replacing
the space

∧r
Θ∗x by Ψm throughout. The resulting object is called a differential form

of weight m. Prove that in the analogue of (3.63) we should replace J by Jm. Prove
that a differential form of weight m has a divisor, that all these divisors belong to
one divisor class, and that this class is mK . Generalise Theorem 3.22.
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8 Compute the space of regular differential forms of weight 2 on a hyperelliptic
curve. [Hint: Write them in the form f (dx)2/y2.]

9 Verify formula (3.89) by direct calculations in the case X = P
1. [Hint: Set ω =

f dx and write the rational function f (x) ∈ k(P1) as a fraction in simplest form.]
Convince yourself that the formula is false for X =A1.

10 Let L be a finite dimensional vector space. A linear transformation ϕ of L has
rank 1 if its image is 1-dimensional. If a �= 0 is in the image of ϕ then ϕ is of the
form ϕ(x)= χ(x) · a for x ∈ L, where χ ∈ L∗ is some linear form on L. We write
ϕ = P

χ
a for such a map.

Prove that linear transformations of the form P
χ
a generate the whole space of

linear transformations of L. Verify that

Pχ1+χ2
a − Pχ1

a − Pχ2
a = 0 and P

χ
a1+a2

− Pχ
a1
− Pχ

a2
= 0.

Prove that any linear relation between the transformations P
χ
a follow from these.

(In other words, this says that the vector space of linear transformations of L is
isomorphic to the tensor product L⊗L∗.)

11 Prove that the linear function λ(P
χ
a )= χ(a) vanishes on the relations of Exer-

cise 10. Deduce from this that λ has a unique extension to the vector space of linear
transformation of L, and that its value on any linear transformation ϕ equals Trϕ.

12 Let L1 and L2 be finite dimensional vector spaces and ϕ : L1 → L2 and
ψ : L2 → L1 two linear transformations. Prove that Tr(ϕψ)= Tr(ψϕ).

13 Suppose given a vector space L and k nested subspaces L⊂M1 ⊂ · · · ⊂Mk .
Write E(L,M1, . . . ,Mk) for the set of all linear transformations ϕ of L such that

ϕ(L)�M1, ϕ(M1)�M2, . . . , ϕ(M1)� (0).

Prove that for any such ϕ, the space ϕk(L) is finite dimensional and ϕ-invariant.
If V ⊃ ϕk(L) is any finite dimensional ϕ-invariant vector subspace then TrV ϕ is
independent of the choice of V . Prove that under these assumptions, the relations
(3.91) and (3.92) hold.

14 Prove that constructing a projector π : L→M is equivalent to finding a com-
plement to M in L, that is, a vector subspace M′ such that L=M⊕M′. Under
this, π(M) = 0. Prove that such a complement M′ always exists, and deduce the
existence of a projector π . [Hint: The construction of M′ requires an appeal to
Zorn’s Lemma.]

15 Suppose that L ⊃M, L ⊃ L, M ⊃M and L ⊃M. Prove that there exist
projectors π : L→M and π : L→M that are compatible, in the sense that π = π

on L.
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16 Verify the relation degK = 2g − 2 for hyperelliptic curves and nonsingular
curves in the plane.

17 Prove that for a hyperelliptic curve, the ratio between regular differential forms
generate a subfield of k(X) isomorphic to the field of rational functions. From this
deduce that a nonsingular plane curve Xm ⊂ P

2 of degree m> 3 is not hyperelliptic.

18 Prove that for a hyperelliptic curve, the rational map corresponding to the canon-
ical class is not an embedding.

19 Prove that if the map corresponding to the canonical class of a curve X is not an
embedding then X is rational or hyperelliptic. [Hint: If one or other of the conditions
(3.81) fails then the Riemann–Roch theorem gives �(x)≥ 2 or �(x + y)≥ 2.]

20 Prove that a nonsingular cubic 3-fold X3 ⊂ P
4 is unirational. [Hint: Use Theo-

rem 1.28 to show that X contains a line l. Using Exercise 8 of Section 5.5, prove
that there exists an open set U ⊂X with U ∩ l �= ∅ such that the tangent fibre space
to U is isomorphic to U ×A3. Write P2 for the projective plane consisting of lines
through the origin of A3. For a point ξ = (u,α) with u ∈ l ∩U and α ∈ P

2, denote
by ϕ(ξ) the point of intersection of the line α lying in ΘX,u with X. Prove that ϕ
defines a rational map P1 × P2 →X.]

21 Let o be a point of an algebraic curve X of genus g. Using the Riemann–Roch
theorem, prove that any divisor D with degD = 0 is equivalent to a divisor of the
form D0−go, where D0 > 0, degD0 = g. This is a generalisation of Theorem 3.10.

22 Let X ⊂ P
2 be an irreducible nonsingular plane curve with equation F = 0,

and suppose that α = (α0 : α1 : α3) /∈ X and x ∈ X. The multiplicity cx of x in the
divisor of the form

∑2
i=0 ∂F/∂xi is called the multiplicity of tangency at x. Prove

that cx = ex is the ramification multiplicity of x with respect to the map ϕ : X→ P
1

given by projecting from α. Deduce that c=∑

x∈X cx is the number of tangent lines
to X through α, counted with multiplicities. It does not depend on α. It is called the
class of X. Prove that c= n(n− 1) where n= degX.

23 Prove that if X is a nonsingular affine hypersurface then KX = 0.

8 Higher Dimensional Generalisations

We discuss here informally how the facts proved in the preceding section for al-
gebraic curves generalise to irreducible projective algebraic surfaces. We do not
provide any proofs. The reader can find them in Shafarevich [69], Bombieri and
Husemoller [14] or Barth, Peters and Van de Ven [9]. In addition, we restrict ourself
to the case of a field of characteristic zero.
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The analogue of curves of genus >1 are surfaces for which some multiple of the
canonical class defines a birational embedding. These are called surfaces of general
type, and for them, the birational classification reduces in a certain sense to the
projective classification. The fundamental result for surfaces of general type is that
already 5K defines a regular map that is a birational embedding.

It remains to enumerate the surface not of general type. These play the role of
curves of genus 0 and 1, and are given by analogous constructions. The analogue
of rational curves are, in the first place, the rational surfaces, that is, surfaces bira-
tionally equivalent to P

2, and then the ruled surfaces; these are the surfaces that can
be mapped to a curve C such that all the nonsingular fibres are isomorphic to the
projective line P

1. That is, they are algebraic families of lines.
There are three types of surfaces that play the role of curves of genus 1. The first

of these are the Abelian surfaces, that is, 2-dimensional Abelian varieties. The sec-
ond type of surfaces, called K3 surfaces, share the property of Abelian surfaces that
their canonical class is zero. However, in distinction to Abelian surfaces, they have
no regular differential 1-forms, whereas according to Proposition of Section 6.2,
Abelian varieties have invariant 1-forms, that are therefore regular. The third type
are the elliptic surfaces, that is, families of elliptic curves. These surfaces have a
map f : X→ C to a curve C such that over every y ∈ C for which the fibre f−1(y)

is a nonsingular curve (that is, for all but finitely many y), this curve has genus 1.
The main theorem asserts that all the surfaces that are not of general type are

exhausted by the five types just listed: rational, ruled, Abelian, K3 and elliptic sur-
faces.

To get a better idea of these classes of surfaces, it is convenient to classify them
by the invariant κ , the maximal dimension of the image of X under the rational map
given by a divisor class nK for n= 1,2, . . . . If �(nK)= 0 for all n then there are
no such maps, and we12 set κ = −∞. Here is the result of the classification. The
surfaces of general type are those with κ = 2. Surfaces with κ = 1 are all elliptic
surfaces; to be more precise, these are the elliptic surfaces for which nK �= 0 for
n �= 0. For an elliptic surface X, the order of the canonical class in ClX is either in-
finite or a divisor of 12. The surfaces with κ = 0 are characterised by the condition
12K = 0. These are thus the elliptic surfaces with 12K = 0, together with K3 sur-
faces and 2-dimensional Abelian varieties. Surfaces with κ =−∞ are the rational
or ruled surfaces.

For each of these five types of surfaces there is a characterisation in terms of
invariants, in the same way that the equality g = 0 characterises rational curves. We
only give such a characterisation for the two first types. For this we use the result
of Exercise 7, according to which the numbers �(mK) for m ≥ 0 are birational
invariants of a nonsingular projective variety. These are called the plurigenera,, and
denoted by Pm = �(mK). In particular P1 = hn = dimΩn[X], where n= dimX.

12κ = −1 also occurs in the literature. The invariant κ is usually called the Kodaira dimension,
although it was introduced in different contexts by the Shafarevich seminar [69] and by Iitaka.
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Rationality Criterion A surface X is rational if and only if Ω1[X] = 0 and P1 =
P2 = 0.

The positive solution of the Lüroth problem (discussed in Section 6.4) for sur-
faces over an algebraically closed field of characteristic 0 follows at once from this
criterion.

Ruledness Criterion A surface X is ruled if and only if P3 = P4 = 0.

Generalisations of the results of this section to varieties of dimension ≥3 are not
known, although there has been a lot of progress on this question in recent years.
For this see for example the surveys Esnault [26], Kawamata [45] and Wilson [80],
and for the relation with minimal models, Kawamata, Matsuda and Matsuki [46].

We discuss briefly the analogous questions for algebraic varieties of arbitrary di-
mension n. The basic invariant of a variety X is its so-called canonical dimension
or Kodaira dimension κ(X). By analogy with the case of curves and surfaces, this
is defined as the upper bound of the dimensions of the images of X under the pluri-
canonical maps defined by the classes mKX for natural number m. If �(mKX)= 0
for all m > 0 we set κ(X)=−∞. Thus κ(X) may take the value −∞,0,1, . . . , n.
If κ(X)= n we say that X is a variety of general type. In the case of curves, those
of general type are those of genus g ≥ 2. For surfaces, those not of general type are
in some sense exceptional and can be described as just discussed. This justifies the
term “of general type”.

For an arbitrary variety X, all the spaces L(mKX) for m ≥ 0 fit together into a
single ring R =⊕

m≥0 L(mKX). In R, the multiplication of elements of the spaces
L(mKX) is defined starting from the condition: if f ∈ L(pKX) and g ∈ L(qKX)

then fg ∈ L((p+q)KX). A ring with this property is called a graded ring. The ring
R defined above is called the canonical ring of X.

We make the following assumptions on the ring R:

(a) R is generated as an algebra over k by a finite number of generators.
(b) R is generated by its elements of degree 1, that is, L(KX).

Assuming (a), we can arrange for an analogue of condition (b) to hold by a simple
modification of the statement. Namely, for any natural number r we set R(r) =
⊕

m≥0 L(rmKX). A simple algebraic argument then shows that R(r) is generated
by its elements of degree 1, that is by L(rKX), provided that r is sufficiently large
and divisible.

In contrast, the question of whether (a) holds is very difficult, and is at present
unsolved in complete generality.

If R satisfies (a) and (b) and N + 1= dimL(rKX) then R is the surjective im-
age of a homomorphism ϕ : k[x0, . . . , xN ] → R. One sees easily that its kernel is
a homogeneous ideal, and hence R defines a cone over a projective variety Y , and
the homomorphism ϕ defines a map X→ Y . To be able to guarantee condition (b),
we apply this construction to the ring R(r) for sufficiently large and divisible r . One
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can show that the result does not depend on the choice of r . Thus (assuming that
condition (a) holds), we obtain a certain standard canonical model of a variety X.

As the current edition of this book was under preparation, two independent proof
of the following fundamental result were announced, based on different ideas (see
Birkar, Cascini, Hacon and McKernan [11] and Siu [73]):

For a variety of general type, the canonical ring R is finitely generated.



Chapter 4
Intersection Numbers

1 Definition and Basic Properties

1.1 Definition of Intersection Number

The theorems proved in Section 6.2, Chapter 1 on the dimension of intersection
of varieties often allow us to assert that some system of equations has solutions.
However, they do not say anything about the number of solutions if this number
is finite. The distinction is the same as that between the theorem that roots of a
polynomial exist, and the theorem that the number of roots of a polynomial equals
its degree. The latter result is only true if we count each root with its multiplicity. In
the same way, to state general theorems on the number of points of intersection of
varieties, we must assign certain intersection multiplicities to these points. This will
be done in the present section.

We will consider intersection of codimension 1 subvarieties on a nonsingular va-
riety X. We are interested in the case that the number of points of intersection is fi-
nite. If dimX = n and C1, . . . ,Ck are codimension 1 subvarieties with nonempty in-
tersection, then by Theorem 1.22 and Corollary 1.7, we have dim(C1∩· · ·∩Ck) > 0
if k < n. Hence it is natural to consider the case k = n. The theory that we apply
in the following is simpler if we consider arbitrary divisors in place of codimen-
sion 1 subvarieties. Thus we consider n divisors D1, . . . ,Dn on an n-dimensional
variety X. If x ∈X with x ∈⋂SuppDi and dimx

⋂

SuppDi = 0 then we say that
D1, . . . ,Dn are in general position at x. The condition means that in some neigh-
bourhood of x, the intersection

⋂

SuppDi consists of x only. If D1, . . . ,Dn are in
general position at all points of the subvariety

⋂

SuppDi then this subvariety either
consists of a finite number of points, or is empty. We then say that D1, . . . ,Dn are
in general position.

We define intersection numbers first of all for effective divisors in general posi-
tion. Suppose that D1, . . . ,Dn are effective and in general position at x, and have lo-
cal equations f1, . . . , fn in some neighbourhood of x. Then there exists a neighbour-
hood U of x in which f1, . . . , fn are regular and have no common zeros on U other
than x. It follows from the Nullstellensatz that the ideal generated by f1, . . . , fn in
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the local ring Ox of x contains some power of the maximal ideal mx . Suppose that

(f1, . . . , fn)⊃m
k
x . (4.1)

We consider the quotient Ox/(f1, . . . , fn) as a vector space over k; it is fi-
nite dimensional. Indeed, in view of (4.1), for this it is enough to prove that
dimk Ox/m

k
x <∞. This last condition follows at once from the theorem on power

series expansion (Section 2.2, Chapter 2): dimk Ox/m
k
x equals the dimension of the

space of polynomials of degree < k in n variables.
From now on we write �(E) for the dimension of a k-vector space E.

Definition 4.1 If D1, . . . ,Dn are effective divisors on an n-dimensional nonsin-
gular variety X, in general position at a point x ∈ X, and having local equations
f1, . . . , fn in some neighbourhood of x, then the number

�
(

Ox/(f1, . . . , fn)
)

(4.2)

is the intersection multiplicity or local intersection number of D1, . . . ,Dn at x. We
denote it by (D1 · · ·Dn)x .

The number (4.2) actually only depends on the divisors D1, . . . ,Dn and not on
the choice of local equations f1, . . . , fn: if f ′1, . . . , f ′n are other local equations then
f ′i = figi with gi a unit of Ox , and hence (f1, . . . , fn)= (f ′1, . . . , f ′n).

Now suppose that D1, . . . ,Dn are not necessarily effective divisors. Write
Di in the form Di = D′i − D′′i , with D′i ,D′′i ≥ 0 having no common compo-
nents; this expression is unique. Suppose that D1, . . . ,Dn are in general posi-
tion at x. Then, since SuppDi = SuppD′i ∪ SuppD′′i , it follows that the divi-
sors D′i1, . . . ,D

′
ik
,D′′ik+1

, . . . ,D′′in are in general position at x for any permutation
i1, . . . , in and any k.

We now define the intersection number of D1, . . . ,Dn at x by multilinearity, that
is, we set

(D1 · · ·Dn)x =
(

n
∏

i=1

(

D′i −D′′i
)

)

x

=
∑

i1...in

n
∑

k=0

(−1)n−k
(

D′i1 · · ·D′ikD′′ik+1
· · ·D′′in

)

x
. (4.3)

Definition 4.2 If divisors D1, . . . ,Dn on an n-dimensional variety X are in general
position, then the number

D1 · · ·Dn =
∑

x∈⋂SuppDi

(D1 · · ·Dn)x

is called their intersection number.

We can formally extend the sum over all points x ∈ X, although of course only
the terms with x ∈⋂SuppDi are nonzero.
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Remark We can also define intersection numbers without requiring X to be a non-
singular variety; however, we then have to restrict attention to locally principal di-
visors (Section 1.2, Chapter 3). All the definitions given above preserve their mean-
ing.13

We now give some examples, with the aim of showing that the definition of
intersection multiplicity just introduced agrees with geometric intuition.

Example 4.1 Suppose that dimX = 1, and that t is a local parameter at a point x.
Let f be a local equation of a divisor D with vx(f ) = vx(D) = k. Then (D)x =
�(Ox/(f )) = �(Ox/(t

k)) = k. Thus in this case the local multiplicity (D)x is just
the multiplicity of x in the divisor D.

In the following examples we will assume that Di are prime divisors, that is,
irreducible codimension 1 subvarieties of X.

Example 4.2 If x ∈D1 ∩ · · · ∩Dn then (D1 · · ·Dn)x ≥ 1 by definition. Let us de-
termine when (D1 · · ·Dn)x = 1.

Now fi ∈mx , so that (f1, . . . , fn)⊂mx , and since �(Ox/mx)= 1, the condition
(D1 · · ·Dm)x = 1 is equivalent to (f1, . . . , fn) = mx . In other words, f1, . . . , fn

should form a local system of parameters at x. We saw in Section 2.1, Chapter 2
that this holds if and only if the subvarieties D1, . . . ,Dn intersect transversally at x,
that is, x is a nonsingular point on each Di , and

⋂

ΘDi,x = 0.

Example 4.3 Suppose that dimX = 2, and that the point x is nonsingular on both
curves D1 and D2. By Example 4.2, (D1D2)x > 1 if and only if the two tangent lines
ΘD1,x and ΘD2,x coincide. Let u,v be local parameters at x and f1, f2 local equa-
tions of D1,D2, and write fi ≡ αiu+βiv modm2

x . Then for i = 1,2, the tangent line
ΘDi,x is given by the equation αiξ + βiη = 0, where ξ = dxu and η = dxv are co-
ordinates in ΘX,x . Hence ΘD1,x =ΘD2,x if and only if α2u+ β2v = γ (α1u+ β1v)

for some nonzero γ ∈ k, or in other words, f2 ≡ γf1 modm2
x . It is thus natural to

define the order of tangency of D1 and D2 at x to be the number k such that there
exists an invertible element g ∈ Ox such that f2 ≡ gf1 modmk+1

x , and no such g

exists for greater values of the exponent k + 1. We now show that the intersection
multiplicity is one plus than the order of tangency of the curves D1 and D2 at x,
that is, (D1D2)x = k+ 1.

For this note that, because x is a nonsingular point of D1, we can assume that
f1 is one element of a system of local parameters at x. On the other hand, g−1f2
is a local equation of D2. Hence we can assume that u,v are local parameters, the
local equation of D1 is u, that of D2 is f , and f ≡ umodmk+1

x . Then f ≡ u +

13Although the prime divisors Γi that are components of a Cartier divisor D =∑

aiΓi are not
necessarily Cartier, it is still true that any locally principal divisor D can be written D =D′ −D′′
with D′ and D′′ effective; this follows in a neighbourhood of any point x ∈X simply because the
rational function field k(X) is the field of fractions of Ox .
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ϕ(u, v)modmk+2
x , where ϕ is a form of degree k + 1. Moreover, ϕ is not divisible

by u, since otherwise D1 and D2 would have order of tangency > k. Hence

ϕ(0, v)= cvk+1, with c �= 0. (4.4)

By definition of intersection multiplicity,

(D1D2)x = �
(

Ox/(u,f )
)= �

((

Ox/(u)
)/(

(u,f )/(u)
))

.

Now obviously, Ox/(u)=O is the local ring of the point x on D1, and the quotient
map Ox →O is restriction of functions from X to D1. Moreover, (u,f )/(u)= (f ),
where f is the image of f in O. Since, as an element of O, we have f ∈ (mx)

k+1

and f ≡ ϕ mod(mx)
k+2, and by (4.4) ϕ /∈ (mx)

k+2, therefore vx(f ) = k + 1 and
�(O/(f ))= k+ 1. Thus (D1D2)x = k+ 1.

Example 4.4 Suppose again that dimX = 2, and that the point x is singular on D.
This means that f ∈m2

x , where f is the local equation of D. Hence it is natural to
define the multiplicity of the singularity x ∈D to be the greatest k such that f ∈mk

x .
We prove that for any curve D′ on X such that D and D′ are in general position at x,

(

DD′
)

x
≥ k, (4.5)

and that there exist curves for which (DD′)x = k.
Let f ′ be a local equation of D′. Write O for Ox/m

k
x and f ∈ O for the im-

age of f ′. Since f ∈ mk
x , we have (DD′)x = �(Ox/(f,f

′)) ≥ �(O/(f )). By the
theorem on power series expansion (Section 2.2, Chapter 2), O is isomorphic
to k[u,v]/(u, v)k . Therefore it is isomorphic as a vector space to the space of
polynomials of degree <k in u,v, and has dimension 1 + 2 + · · · + k = (

k+1
2

)

.

If f ′ ∈ ml
x \ ml+1

x then elements of the ideal (f ) correspond to polynomials of
the form f ′g where g runs through all polynomials of degree ≤k − l. Hence
�((f )) ≤ 1 + · · · + (k − l) = (

k−l+1
2

)

. Since f ′ ∈ m, we have l ≥ 1, and hence
�(O/(f ))= �(O)− �((f ))≥ k.

Now we prove that equality in (4.5) can be achieved. Suppose that f ≡
ϕ(u, v)modmk+1

x , where ϕ is a form of degree k. Consider a linear form in u,v

not dividing ϕ. At the cost of a linear transformation of u and v we can assume
that this is u, with ϕ(0, v) �= 0. Take D′ to be the curve with local equation u. Then
(DD′)x = �(Ox/(u,f )), and, as we have seen in the treatment of Example 4.3, this
number equals k.

1.2 Additivity

Theorem 4.1 If D1, . . . ,Dn−1,D
′
n and D1, . . . ,Dn−1,D

′′
n are in general position

at x then
(

D1 · · ·Dn−1
(

D′n +D′′n
))

x
= (

D1 · · ·Dn−1D
′
n

)

x
+ (

D1 · · ·Dn−1D
′′
n

)

x
. (4.6)
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Proof First of all, it is obviously enough to prove Theorem 1 for effective divisors
D1, . . . ,Dn−1,D

′
n,D

′′
n . From now on we assume that these divisors are effective.

Let f1, . . . , fn−1, f
′
n, f

′′
n be local equations of the divisors D1, . . . ,Dn−1,D

′
n,

D′′n . We denote the ring Ox/(f1, . . . , fn−1) by O, and the images in O of f ′n, f ′′n by
f,g. Then

(

D1 · · ·Dn−1D
′
n

)

x
= �

(

O/(f )
)

,
(

D1 · · ·Dn−1D
′′
n

)

x
= �

(

O/(g)
)

,

and
(

D1 · · ·Dn−1
(

D′n +D′′n
))

x
= �

(

O/(fg)
)

,

Since the sequence

0→ (g)/(fg)→O/(fg)→O/(g)→ 0

is exact, it follows that

�
(

O/(fg)
)= �

(

O/(g)
)+ �

(

(g)/(fg)
)

. (4.7)

If g is a non-zerodivisor of O then multiplication by g defines isomorphisms O ∼=
(g) and (f )∼= (fg), hence an isomorphism O/(f )∼= (g)/(fg), and therefore

�
(

(g)/(fg)
)= �

(

O/(f )
)

. (4.8)

Thus (4.6) follows from (4.7) and (4.8), provided that we can prove that g is a non-
zerodivisor of O.

A sequence f1, . . . , fn of n elements of the local ring Ox of a nonsingular
point of an n-dimensional variety is called a regular sequence if each fi is a non-
zerodivisor of Ox/(f1, . . . , fi−1) for i = 1, . . . , n.

The arguments just given show that Theorem 4.1 follows from the next asser-
tion. �

Lemma 4.1 If the divisors D1, . . . ,Dn are in general position at a nonsingular
point x, then their local equations f1, . . . , fn form a regular sequence.

In turn, the proof of Lemma 4.1 requires the following simple auxiliary result,
which is a general property of local rings proved in Proposition A.13.

Lemma 4.2 The property that a sequence of elements is a regular sequence is pre-
served under permuting the elements of the sequence.

Proof of Lemma 4.1 The proof is by induction on the dimension n of X. From
the assumptions of the lemma and the theorem on the dimension of intersection
(Section 6.2, Chapter 1) it follows that dimx(Supp(D1) ∩ · · · ∩ Supp(Dn−1)) = 1.
Hence we can find a function u such that u(x) = 0, x is a nonsingular point of
V (u) and the n divisors D1, . . . ,Dn−1,divu are in general position at x. For this,
we need only take u to be the equation of a hyperplane through x not containing
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ΘX,x or any component of the curve Supp(D1) ∩ · · · ∩ Supp(Dn−1). Consider the
restriction to V (u) of f1, . . . , fn−1. They obviously satisfy all the assumptions of
Lemma 4.1, hence by induction form a regular sequence on V (u). Since the local
ring of x on V (u) is of the form Ox/(u), we see that u,f1, . . . , fn−1 is a regular
sequence. It then follows from Lemma 4.2 that f1, . . . , fn−1, u is also a regular
sequence.

To prove that f1, . . . , fn−1, fn is a regular sequence, we need only prove that
fn is not a zerodivisor of Ox/(f1, . . . , fn−1). By the assumption on f1, . . . , fn, in
some neighbourhood of x, the equations f1 = · · · = fn = 0 have no solution other
than x. Thus the Nullstellensatz shows that

(f1, . . . , fn)⊃m
k
x for some k.

In particular uk ∈ (f1, . . . , fn), that is, uk ≡ afn mod(f1, . . . , fn−1) for some
a ∈Ox .

Now if fn were a zerodivisor of Ox/(f1, . . . , fn−1), it would follow that uk ,
hence also u, is a zerodivisor of Ox/(f1, . . . , fn−1). But this contradicts the fact
just proved that f1, . . . , fn−1, u is a regular sequence.

Lemma 4.1 is proved, and with it Theorem 4.1. �

1.3 Invariance Under Linear Equivalence

We come now to the proof of the basic property of intersection numbers, which is
the cornerstone of all their applications.

Theorem 4.2 Let X be a nonsingular projective variety and D1, . . . ,Dn,D
′
n divi-

sors such that both D1, . . . ,Dn−1,Dn and D1, . . . ,Dn−1,D
′
n are in general posi-

tion, and suppose that Dn and D′n are linearly equivalent. Then

D1 · · ·Dn−1Dn =D1 · · ·Dn−1D
′
n. (4.9)

By the assumption of the theorem Dn −D′n = divf , and (4.9) is equivalent to

D1 · · ·Dn−1 divf = 0, (4.10)

when D1, . . . ,Dn−1 and divf are in general position.
Representing Di for i = 1, . . . , n− 1 as a difference of effective divisors, we see

that it is enough to prove (4.10) when Di > 0 for i = 1, . . . , n− 1. We assume this
from now on.

The proof of Theorem 4.2 uses a notion of intersection number more general
than that used so far. Namely, suppose given k ≤ n effective divisors D1, . . . ,Dk on
an n-dimensional nonsingular variety X. We say that these are in general position
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if dim
⋂k

i=1 SuppDi = n − k or
⋂k

i=1 SuppDi = ∅. Suppose that this property is
satisfied, and that

k
⋂

i=1

SuppDi =
⋃

Cj , (4.11)

where the Cj are irreducible (n− k)-dimensional varieties.
Under these conditions, we can assign a number to each component Cj , called the

intersection multiplicity of D1, . . . ,Dk along Cj ; this coincides with the intersection
multiplicity at a point if k = n, when each Cj is just a point. The definition of
intersection multiplicity along Cj uses a general notion that we now introduce.

Definition 4.3 A module M over a ring A is of finite length if it has a finite chain
of A-submodules

M =M0 ⊃M1 ⊃ · · · ⊃Mn = 0 with Mi �=Mi+1, (4.12)

such that each quotient Mi/Mi+1 is a simple A-module, that is, does not contain
a submodule other than 0 and the module itself. It follows from the Jordan–Hölder
theorem that all such chains are made up of the same number n of modules; this
common length n is called the length of M , and denoted by �(M), or �A(M).

If A is a field, the length of a module becomes simply the dimension of a vector
space. If M has finite length then so do all its submodules and quotient modules. If
a module M has a chain (4.12) such that each quotient Mi/Mi+1 has finite length
then also M has finite length, and �(M)=∑

�(Mi/Mi+1).
The definition of intersection multiplicity along Cj mimics exactly that of inter-

section multiplicity at a point. Let C be one of the components Cj in (4.11). We
choose a point x ∈ C and local equations fi of the Di in a neighbourhood of x.
Then fi ∈ OC (here OC = OX,C is the local ring of X along C, see Section 1.1,
Chapter 2), and the ideal a= (f1, . . . , fk)⊂OC does not depend on the choice of
the local equations fi or of the point x. Indeed, if g1, . . . , gk are other local equa-
tions in a neighbourhood of another point of C then the fi and gi are both local
equations of Di in a whole open set that intersects C. It follows that the fig

−1
i are

units of OC , and hence (f1, . . . , fk)= (g1, . . . , gk).

Lemma 4.3 OC/a is a module of finite length over OC .

Indeed, since C is an irreducible component of the subvariety defined by equa-
tions f1 = · · · = fk = 0, there exists an affine open set U ⊂ X intersecting C in
which these equations define C. Then by the Nullstellensatz, (f1, . . . , fk)⊃ arC for
some r > 0. Here aC ⊂ k[U ] is the ideal of the affine coordinate ring of U defin-
ing C ∩ U . Now set A= k[U ] and p= aC , and consider the local ring Ap and the
natural homomorphism ϕ : A→ Ap as in Section 1.1, Chapter 2. Then Ap =OC ,
ϕ(aC)=mC and ϕ((f1, . . . , fk))= a. Hence in OC , we have a⊃mr

C .



240 4 Intersection Numbers

The lemma now follows from the following general property of local rings: if a
is an ideal of a Noetherian local ring O with maximal ideal m and a⊃mr for some
r > 0 then �O(O/a) <∞. See Proposition A.16. The lemma is proved.

Definition 4.4 The number �OC
(OC/a) is called the intersection multiplicity of

D1, . . . ,Dk along C, and denoted by (D1 · · ·Dk)C .

From now on, we consider the case k = n− 1, so that the components Ci of the
intersection D1 ∩ · · · ∩Dn−1 are curves. Write O for the quotient ring Ox/a, where
a= (f1, . . . , fn−1); this is obviously a local ring, with maximal ideal m the image
of the maximal ideal m⊂Ox under the quotient homomorphism Ox →O.

We first need to determine the prime ideals of O. Write pi for the set of functions
of Ox that vanish identically on the curve Ci , and pi for its image in O. Obviously
O/pi =Ox/pi =OCi,x is the local ring of x on Ci .

Lemma 4.4 For a fixed point x ∈ X, suppose that C1, . . . ,Cr are the components
of the intersection D1 ∩ · · · ∩Dn−1 through x. Then p1, . . . ,pr and m are all the
prime ideals of O.

Proof This is equivalent to saying that p1, . . . ,pr and mx are all the prime ideals
of Ox containing a. Let p be a prime ideal with a ⊂ p ⊂ Ox . Consider an affine
neighbourhood U of x such that f1, . . . , fn−1 are regular in U , and set A = k[U ]
and P =A∩ p. Obviously P is a prime ideal. Let V be the subvariety of U defined
by P ; because p ⊃ a, clearly V ⊂ C1 ∪ · · · ∪ Cr , and V is irreducible since P is
prime. Hence V is either equal to one of the components Ci , and then P = A ∩ pi ,
or is a point y ∈U (recall that the Ci are 1-dimensional). In the latter case, if y �= x

then P , hence also p, contains a function that is nonzero at x. This gives p=Ox in
the local ring Ox , but Ox does not count as a prime ideal. Thus the unique remaining
possibility is P = A ∩ mx . Since p = POx it follows at once that p = pi for i =
1, . . . , r or p=mx , as asserted in the lemma. The lemma is proved. �

The ideals pi are obviously minimal prime ideals of O. A local ring in which ev-
ery prime ideal except for the maximal ideal is minimal is said to be 1-dimensional.
Thus O is a 1-dimensional local ring.

If f ∈O is an element of a 1-dimensional local ring which is a non-zerodivisor
then the length �(O/(f )) can be expressed in terms of invariants connected with the
localisation of O at minimal prime ideals:

�O
(

O/(f )
)=

∑

pi

�Opi
(Opi

)× �O
(

O/(pi + fO)
)

. (4.13)

This is a general property of 1-dimensional local rings. The proof is given in Propo-
sition A.17. In our case f = fn, so that O/(f ) = Ox/(f1, . . . , fn), and therefore
the left-hand side is �(O/(f ))= (D1 · · ·Dn)x .
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For the right-hand side, it is easy to check that Opi
∼= Opi

/ϕpi
(a), so that

�Opi
(Opi

)= �(OCi
/a)= (D1 · · ·Dn−1)Ci

. Finally

O/(pi + fO)= (O/pi )/(f )=OCi,x/(f ),

and therefore �O(O/(pi + fO)) = �(OCi,x/(fn)) = (ρCi
(Dn))x , where ρCi

(Dn)

is the restriction of the divisor Dn to the irreducible curve Ci (see Section 1.2,
Chapter 3). Thus (4.13) can be rewritten

(D1 · · ·Dn)x =
r
∑

i=1

(D1 · · ·Dn−1)Ci
× (

ρCi
(Dn)

)

x
. (4.14)

We now prove that the multiplicity (D)x at a point x of a locally principal divisor
D on a curve C is given by the formula

(D)x =
∑

ν(y)=x

(

ν∗(D)
)

y
, (4.15)

where ν : Cν → C is the normalisation. Indeed, let f be the local equation of a
divisor D in a neighbourhood of a point x ∈ C. Then (4.15) can be rewritten

�
(

Ox/(f )
)=

∑

ν(y)=x

�
(

Oy/(f )
)

, (4.16)

where Ox and Oy are the local rings of points x ∈ C and y ∈ Cν .
Write ˜O =⋂

ν(y)=x Oy . Since ˜O is contained in the field of fractions of Ox ,

for every u ∈ ˜O there exists v ∈ Ox such that uv ∈ Ox . According to Lemma of
Section 2.1, Chapter 3, ˜O is a finite Ox -module. Suppose that ˜O = Oxu1 + · · · +
Oxur , and for each i, let vi ∈ Ox be such that uivi ∈ Ox ; set v = v1 · · ·vr . Then
v˜O ⊂Ox . It follows in particular that �(˜O/Ox) ≤ �(˜O/v˜O), and by Theorem 3.6,
�(˜O/v˜O)=∑

ν(y)=x vy(v) <∞, and hence �(˜O/Ox) <∞.
From the diagram

f ˜O ⊂ ˜O
⋃ ⋃

fOx ⊂ Ox

it follows that �(˜O/(f ))+ �(f ˜O/fOx)= �(˜O/Ox)+ �(Ox/(f )). Since ˜O has no
zerodivisors, ˜O/Ox

∼= f ˜O/fOx and �(˜O/Ox)= �(f ˜O/fOx), hence �(Ox/(f ))=
�(˜O/(f )). By Theorem 3.6, �(˜O/(f )) =∑

ν(y)=x vy(f ) =∑

ν(y)=x �(Oy/(f )).
This proves (4.16) and (4.15).

The proof of Theorem 4.2 follows almost at once by combining (4.14) and (4.15).
We write the intersection number in the form

D1 · · ·Dn =
∑

x∈X
(D1 · · ·Dn)x.
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By (4.14),

D1 · · ·Dn =
r
∑

j=1

(D1 · · ·Dn−1)Cj
×

∑

x∈Cj

(

ρCj
(Dn)

)

x
,

and by (4.15),
∑

x∈Cj

(

ρCj
(Dn)

)

x
=

∑

y∈Cν
j

(

ν∗
(

ρCj
(Dn)

))

y
.

Now if Dn = divf is a principal divisor, with f ∈ k(X), then so are the di-
visors ν∗(ρCj

(Dn)) on the curves Cν
j : that is, ν∗(ρCj

(Dn)) = divg, where g =
ν∗(ρCj

(f )) ∈ k(Cj ), and therefore (divg)y = vy(g). Because X is projective, so
are the Cj , and so are their normalisations Cν

j by Theorem 2.23. Now by Theo-
rem 3.5 and Corollary of Section 2.1, Chapter 3,

∑

y∈Cν
j
vy(g) = deg(divg) = 0,

and it follows from this that D1 · · ·Dn−1 divf = 0. Theorem 4.2 is proved.

1.4 The General Definition of Intersection Number

Theorem 4.2, together with Theorem 3.1 on moving the support of a divisor away
from a point, enables us to define an intersection number of any n divisors on an
n-dimensional nonsingular projective variety without assuming any restriction such
as general position. For this we need two lemmas.

Lemma 4.5 For any n divisors D1, . . . ,Dn on an n-dimensional variety X, there
exist n divisors D′1, . . . ,D′n such that Di ∼D′i (linear equivalence) for i = 1, . . . , n
and D′1, . . . ,D′n are in general position.

Proof Suppose that we have found divisors D′1, . . . ,D′k such that Di ∼D′i for i =
1, . . . , k, and either dim(SuppD′1 ∩ · · · ∩ SuppD′k) = n − k or this intersection is
empty. Let

SuppD′1 ∩ · · · ∩ SuppD′k = C1 ∪ · · · ∪Cr

be its decomposition into irreducible components. We choose a point xj ∈ Cj on
each component, and, using the theorem on moving the support of a divisor, find a
divisor D′k+1 such that D′k+1 ∼Dk+1 and xj /∈ SuppD′k+1 for j = 1, . . . , r . Then a
fortiori SuppD′k+1 does not contain any of the components Cj , and by the theorem
on dimension of intersections

dim
(

SuppD′1 ∩ · · · ∩ SuppD′k+1

)= n− k− 1,

if this intersection is nonempty. Proceeding in the same way until k = n we get the
required system of n divisors. The lemma is proved. �
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Lemma 4.6 If D1, . . . ,Dn and D′1, . . . ,D′n are two n-tuples of divisors in general
position and Di ∼D′i for i = 1, . . . , n then

D1 · · ·Dn =D′1 · · ·D′n. (4.17)

Proof If Di = D′i for i = 1, . . . , n − 1 then this is the assertion of Theorem 4.2.
Let us prove that (4.17) hold if Di =D′i for i = 1, . . . , n− k. For k = n we get our
assertion.

We use induction on k. Suppose that the assertion holds for smaller values of k.
Since both D1, . . . ,Dn and D′1, . . . ,D′n are in general position, both

Y =
⋂

i �=n−k+1

SuppDi and Y ′ =
⋂

i �=n−k+1

SuppD′i

are 1-dimensional. We choose one point on each component of each of Y and Y ′,
and, by the theorem on moving the support of a divisor, find a divisor D′′n−k+1 such
that SuppD′′n−k+1 does not contain any of these points and D′′n−k+1 ∼Dn−k+1. Then
both D1, . . . ,Dn−k , D′′n−k, . . . ,Dn and D′1, . . . ,D′n−k,D

′′
n−k, . . . ,D

′
n are in general

position. Then by Theorem 2

D1 · · ·Dn =D1 · · ·Dn−kD
′′
n−k+1 · · ·Dn

and D′1 · · ·D′n =D′1 · · ·D′n−kD
′′
n−k+1 · · ·D′n.

(4.18)

Now the right-hand sides in (4.18) are equal by induction, since they involve
n− k + 1 equal factors. This proves Lemma 4.6. �

Using Lemmas 4.5–4.6 we define the intersection number D1 · · ·Dn of any n

divisors on a nonsingular n-dimensional variety, without requiring them to be in
general position. For this, we find any divisor D′1, . . . ,D′n satisfying the assump-
tions of Lemma 4.5, so that the intersection number D′1 · · ·D′n is defined, and define
D1 · · ·Dn by D1 · · ·Dn =D′1 · · ·D′n. We need to verify that this definition is inde-
pendent of the choice of the auxiliary divisors D′1, . . . ,D′n, but this is exactly what
Lemma 4.6 guarantees.

For example, we can now speak of the selfintersection number CC of a curve C

on a surface X. This number is also denoted by C2. We give some examples of how
C2 is computed.

Example 4.5 Let X = P
2, and let C ⊂ P

2 be a line. By definition C2 = C′C′′ where
C′ ∼ C′′ ∼ C and C′ and C′′ are in general position. We can, for example, take C′
and C′′ to be two distinct lines. These intersect in a single point x, and since they
are transverse at x, we have C′C′′ = (C′C′′)x = 1. Hence C2 = 1.

Example 4.6 Let X ⊂ P
N be an n-dimensional nonsingular projective variety. Write

E for the intersection of X with a hyperplane of PN . Obviously E ∈ DivX. Our
aim is to give an interpretation of the number En. (We have seen in Section 1.4,
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Chapter 3 that all hyperplanes define linearly equivalent divisors, so that this number
does not depend on the choice of the hyperplane E.)

By definition En =E(1) · · ·E(n), where E(i) for i = 1, . . . , n are hyperplane sec-
tions of X in general position. By Section 6.2, Chapter 1, these always exist. Then
the points xi ∈E(1) ∩ · · · ∩E(n) are the points of intersection of X with a (N − n)-
dimensional projective linear subspace L= P

N−n in general position with X. Since
E(1) · · ·E(n) =∑

xi∈X∩L(E
(1) · · ·E(n))xi and each (E(1) · · ·E(n))xi > 0, it follows

that En is ≥ the number of points of X ∩ L. Now if L is transversal to X at every
point of intersection then (E(1) · · ·E(n))xi = 1 for each xi , and En is equal to the
number of points of X ∩ L. We check that such a subspace L does exist, which
gives us the following interpretation of the number En: it is the maximum number
of points of intersection of X with a projective linear subspace P

N−n of compli-
mentary dimension in general position with respect to X. This number is called the
degree of X and denoted by degX. For the case of a hypersurface see Example 4.8.

The existence of the required subspace L is proved by the traditional method of
dimension counting (compare Section 6.4, Chapter 1). Consider the variety of pro-
jective linear subspaces L= P

N−n ⊂ P
N ; this is the Grassmannian G=Grass(N −

n + 1,V ) (see Example 1.24), where P
N = P(V ), that is, dimV = N + 1. In the

product X × G, consider the subvariety Γ of pairs (x,L) such that the subspace
L is not in general position with ΘX,x . This is obviously a closed subspace (for
example, the conditions that x ∈ L and 0 � L ∩ ΘX,x ⊂ ΘPN ,x can be written as
the vanishing of minors of matrixes made up by the linear equations of the sub-
space L). The fibre of the first projection Γ → X above x ∈ X consists of sub-
spaces L ∈ Grass(N − n,ΘPN ,x) that are in nongeneral position with respect to
ΘX,x . Its dimension is at most dim Grass(N−n,ΘPN ,x)−1= (N−n)n−1. Hence
dimΓ ≤ (N − n)n − 1 + n. A fortiori the projection of Γ to G has dimension
≤(N − n)n− 1+ n. But dimG= (N − n+ 1)n, and hence there exists a point of
G not contained in the projection of Γ .

Example 4.7 Let X ⊂ P
3 be a nonsingular surface of degree m and L ⊂ X a line;

we calculate L2.
Consider a plane of P3 containing L and not tangent to X at at least one point

of L, and let E be the hyperplane section of X by this plane. Then L is contained in
E as a component of multiplicity 1

E = L+C, with C =
∑

kiCi and
∑

ki degCi =m− 1.

We compute first C2. For this, we observe that the curve E is singular at a point
of intersection of L and C, which means that the plane cutting out E equals the
tangent plane to X at this point. Consider another plane through L distinct from the
tangent planes at all the points of L ∩C. This plane defines a divisor E′ = L+C′,
and the points of L ∩ C and L ∩ C′ are all distinct. This means that C ∩ C′ = ∅;
hence C2 = CC′ = 0.

Now using EL= 1 (since L⊂ P
3 is a line), we get

m=E2 =E(L+C)=EL+EC = 1+EC,
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and hence EC =m− 1; since we have just proved that C2 = 0,

m− 1=EC = (L+C)C = LC +C2 = LC;
and finally,

1=EL= L2 +LC = L2 +m− 1, therefore L2 = 2−m.

Note that L2 < 0 if m > 2. Lines can indeed lie on a nonsingular surface of
arbitrary degree, for example the line x0 = x1, x2 = x3 on the surface xm

0 − xm
1 +

xm
2 − xm

3 = 0.

1.5 Exercises to Section 1

1 Let X be a surface, x ∈X a nonsingular point, u,v local parameters at x, and f a
local equation of a curve C in a neighbourhood of x. If f = (au+bv)(cu+dv)+g

with g ∈ m3
x , and the linear forms au+ bv and cu+ dv are not proportional then

we say that x is a double point with distinct tangent directions or node and the lines
in Θx with equations au+ bv = 0 and cu+ dv = 0 are called the tangent lines to C

at x (compare Exercise 12 of Section 3.3, Chapter 2). Under the stated assumptions,
let C′ be a nonsingular curve on X passing through x. Prove that (CC′)x > 2 if and
only if ΘC′,x is one of the tangent directions to C at x.

2 Let C = V (F) and D = V (G) be two plane curves in A
2 and x a nonsingular

point on both of them. Let f be the restriction of F to the curve D and vx(f )

the order of zero of f at x. Prove that this number is unchanged if F and G are
interchanged.

3 Let Y be a nonsingular irreducible codimension 1 subvariety of an n-dimensional
nonsingular variety X. Prove that if D1, . . . ,Dn−1 are divisors on X in general
position with Y at x then (D1 · · ·Dn−1Y)x = (ρY (D1) · · ·ρY (Dn−1))x , where the
right-hand side is the intersection number computed in Y .

4 Find the degree of the surface vm(P2), where vm is the Veronese embedding.

5 Let X ⊂ P
n be a nonsingular projective surface and L= P

n−2 ⊂ P
n a projective

linear subspace of dimension n− 2. Suppose that L and X intersect in a finite num-
ber of points, and that at k of these points, L intersects the tangent plane ΘX,x in a
line. Prove that the number of points of intersection of L and X is at most degX−k.

6 Let X ⊂ P
n be a nonsingular projective surface not contained in any P

n−1 and
L = Pn−m a (n − m)-dimensional projective linear subspace such that X ∩ L is
finite. Suppose that at k of these points, L intersects the tangent plane ΘX,x in a line.
Prove that the number of points of intersection of L and X is ≤degX− k−m+ 2.
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[Hint: Find a suitable projective linear subspace passing through L and satisfying
the assumptions of Exercise 5. Start from the case k = 0.]

7 Prove that if D1, . . . ,Dn−1 are effective divisors in general position on a nonsin-
gular n-dimensional variety and C ⊂ SuppD1 ∩ · · · ∩ SuppDn−1 is an irreducible
component then (D1 · · ·Dn−1)C = min(D1 · · ·Dn−1D)x , where the minimum is
taken over all x ∈ C and all effective divisors with x ∈ SuppD.

8 Compute (D1D2)C , where D1,D2 ⊂A
3 are given by x = 0 and x2+y2+xz= 0

respectively, and C is the line x = y = 0.

2 Applications of Intersection Numbers

2.1 Bézout’s Theorem in Projective and Multiprojective Space

Theorems 4.1 and 4.2 allow us to compute intersection numbers of any divisors on
a variety X provided that we know the divisor class group ClX well enough. We
illustrate this with two examples.

Example 4.8 (X = P
n) We know that ClX ∼= Z, and that we can take a hyperplane

divisor E as generator. Any effective divisor D is the divisor of a form F , and if
degF =m then D ∼mE. It follows that if Di ∼miE for i = 1, . . . , n then

D1 · · ·Dn =m1 · · ·mnE
n =m1 · · ·mn, (4.19)

since obviously En = 1.
If the divisors Di are effective, that is, they correspond to forms Fi of degree mi ,

and are in general position, then the points of
⋂

SuppDi are exactly the nonzero
solutions of the system of equations

F1(x0, . . . , xn)= · · · = Fn(x0, . . . , xn)= 0.

Here we only consider nonzero solutions, and consider proportional solutions to be
the same. For such a point x (or solution), it is natural to call the local intersection
number (D1 · · ·Dn)x the multiplicity of the solution. Then (4.19) says that the num-
ber of solutions of a system of n homogeneous equations in n+1 unknowns is either
infinite, or is equal to the product of the degrees of the equations, provided that so-
lutions are counted with their multiplicities. This result is called Bézout’s theorem
in projective space P

n.
In particular, if D2, . . . ,Dn are hyperplanes then we see that DEn−1 = degF ,

where F = 0 is the equation of D. If D is a nonsingular hypersurface then by def-
inition the intersection number DEn−1 in P

n is equal to the intersection number
En−1 on D. Therefore degF = degD in the sense of the definition in Example 3.2.
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Example 4.9 X = P
n × P

m. In this case ClX = Z⊕ Z, since by Theorem 1.9, any
effective divisor D is defined by a polynomial F that is homogeneous separately
in the two sets of variables x0, . . . , xn and y0, . . . , ym (the coordinates in P

n and
P
m respectively). If F has degree of homogeneity k and l then D �→ (k, l) defines

an isomorphism ClX ∼= Z ⊕ Z. In particular, we can take as generators of ClX
the divisors E and F defined respectively by linear forms in the xi and yi ; then
D ∼ kE + lF .

Suppose that Di ∼ kiE + liF for i = 1, . . . , n+m. Then

D1 · · ·Dn+m =
n+m
∏

i=1

(kiE + liF )=
∑

ki1 · · ·kir lj1 · · · ljsErF s, (4.20)

where the sum runs over all permutations (i1 . . . ir j1 . . . js) of {1, . . . , n+m} with
i1 < i2 < · · ·< ir and j1 < j2 < · · ·< js . We now compute the intersection number
ErF s . If r > n then we can find r linear forms E1, . . . ,Er having no common zeros
in P

n, so that

ErF s =E1 · · ·ErF
s = 0.

The same thing happens if s > m. Since r + s = n + m, the intersection number
ErF s can only be nonzero for r = n and s =m. In this case we can take E1, . . . ,En

and F1, . . . ,Fm to be the divisors defined by the forms x1, . . . , xn and y1, . . . , ym.
These divisors have a unique common point, (1 : 0 : · · · : 0;1 : 0 : · · · : 0). They inter-
sect transversally there, as one checks easily on passing to the open subset x0 �= 0,
y0 �= 0, which is isomorphic to A

n+m. Thus

D1 · · ·Dn+m =
n+m
∏

i=1

(kiE + liF )=
∑

ki1 · · ·kin lj1 · · · ljm, (4.21)

where the sum runs over all permutations (i1 . . . inj1 . . . jm) of {1, . . . , n+m} with
i1 < i2 < · · ·< in and j1 < j2 < · · ·< jm. This result is called Bézout’s theorem in
Pn × Pm.

One common feature of the two examples just treated is that ClX is finitely
generated. It is natural to ask whether this holds for any nonsingular variety X. This
is not so; a counterexample is provided by the nonsingular plane cubic curve, which
has a subgroup Cl0 X ⊂ ClX with ClX/Cl0 X ∼= Z, and the elements of Cl0 X are
in one-to-one correspondence with points of X. Hence, for example, if k = C then
Cl0 is not even countable.

This big subgroup Cl0 X has, however, no effect on intersection numbers, since
degD = 0 for D ∈ Cl0 X. The same thing also holds for an arbitrary nonsingular
projective variety. Namely, one can prove14 that if a divisor D is algebraically equiv-
alent to 0 (see Section 4.4, Chapter 3 for the definition), then D1 · · ·Dn−1D = 0 for

14See Fulton [29, Chapter 10] for a proof (in much more advanced terms).
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any divisors D1, . . . ,Dn−1. Thus intersection numbers depend only on the classes
of divisors in DivX/Diva X (the Néron–Severi group NSX). Theorem D asserts
that this group is finitely generated. Obviously, if E1, . . . ,Er are generators of this
group, then in order to know any intersection numbers of divisors on X, it is enough
to know the finitely many numbers E

i1
1 · · ·Eir

r with i1 + · · · ir = dimX, by analogy
with what we saw in Examples 4.8–4.9. In other words, an analogue of Bézout’s
theorem holds for X.

2.2 Varieties over the Reals

The different versions of Bézout’s theorem proved in Section 2.1 have some pretty
applications to algebraic geometry over R.

We return to Example 4.8, and suppose that the equations Fi = 0 for i = 1, . . . , n
have real coefficients, and that we are interested in real solutions. If degFi = mi

and the divisors Di are in general position then D1 · · ·Dn =m1 · · ·mn, as proved in
Example 4.8. By definition, D1 · · ·Dn =∑

(D1 · · ·Dn)x , where the sum runs over
solutions x of the system of equations F1 = · · · = Fn = 0. In this we must of course
consider both real and complex solutions x. However, since the Fi have real coef-
ficients, whenever x is a solution then so is the complex conjugate x. By definition
of the intersection number it follows at once that (D1 · · ·Dn)x = (D1 · · ·Dn)x , and
hence D1 · · ·Dn ≡∑

(D1 · · ·Dn)y mod 2, where now the sum takes place only over
real solutions. In particular if D1 · · ·Dn is odd (which holds if and only if all the
degrees degFi = mi are odd), then we deduce that there exists at least one real
solution. This assertion is proved under the assumption that the Di are in general
position. But the following simple argument allows us to get rid of this restriction.

The point is that in our case the theorem on moving the support of a divisor
can be proved very simply and in a more explicit form. Namely, we can choose a
linear form l nonzero at all the points x1, . . . , xr we want to move the support of
the divisor away from. If D is defined by a form F of degree m then the divisor D′
defined by the form Fε = F + εlm will satisfy all the conditions in the conclusion
of the theorem if F(xi) + εl(xj )

m �= 0 for j = 1, . . . , r . These conditions can be
satisfied for arbitrarily small values of ε.

We now show how to get rid of the general position restriction in the assertion
we proved above on the existence of a real solution of a system of equations of odd
degrees. Let

F1 = · · · = Fn = 0 (4.22)

be any such system. By what we have said above we can find linear forms li and
arbitrarily small values of ε such that the divisors defined by the forms Fi,ε = Fi +
εl

mi

i are in general position. Now we proved above that the system F1,ε = · · · =
Fn,ε = 0 has a real solution xε . Because projective space is compact, we can find
a sequence of numbers εm → 0 such that the sequence xεm converges to a point
x ∈ P

n. Now Fj,εm → Fj as εm→ 0, so that x is a solution of the system (4.22).
We state the result we have just proved.
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Theorem 4.3 A system of n homogeneous real equations in n+ 1 variables has a
nonzero real solution if the degree of each equation is odd.

Entirely analogous arguments apply to the variety P
n × P

m (see Example 4.9).
We get the following result.

Theorem 4.4 A system of real equations

Fi(x0 : · · · : xn;y0 : · · · : ym)= 0 for i = 1, . . . , n+m

has a nonzero real solution if the number
∑

ki1 · · ·kin lj1 · · · ljm is odd. Here ki and
li are the degrees of homogeneity of Fi in the two sets of variables, and we consider
a solution to be zero if either x0 = · · · = xn = 0 or y0 = · · · = ym = 0.

Theorem 4.4 has interesting applications to algebra. One of these is concerned
with the question of division algebras over R. If an algebra over R has rank n then
it has a basis e1, . . . , en, and the algebra structure is determined by a multiplication
table

eiej =
n
∑

k=1

ckij ek for i, j = 1, . . . , n. (4.23)

We do not assume that the algebra is associative, so that the structure constants ckij
can be arbitrary. The algebra is called a division algebra if the equation

ax = b (4.24)

has a solution for every a �= 0 and every b. It is easy to see that this is equivalent to
the nonexistence of zerodivisors in the algebra. For this it is enough to consider the
linear map ϕ given by ϕ(x)= ax in the real vector space formed by elements of the
algebra. The condition that (4.24) has a solution means that the image of ϕ is the
whole space, and this is equivalent to kerϕ = 0, as is well known. This condition
means just that the algebra has no zerodivisors, that is xy = 0 implies either x = 0
or y = 0. If x =∑n

i=1 xiei and y =∑n
j=1 yj ej , then (4.23) gives

xy =
n
∑

k=1

zkek, where zk =
n
∑

i=1

n
∑

j=1

ckij xiyj for k = 1, . . . , n.

Thus the algebra is a division algebra if the system of equations

Fk(x, y)=
n
∑

i=1

n
∑

j=1

ckij xiyj = 0 for k = 1, . . . , n (4.25)

has no real solutions with (x1, . . . , xn), (y1, . . . , yn) �= (0, . . . ,0). These equations
very nearly satisfy the conditions of Theorem 4.4. The difference is that the Fk
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define divisors in P
n−1 × P

n−1, the number n of which is not equal to the di-
mension 2n − 2 of the variety. We therefore choose any integer r with 1 ≤
r ≤ n − 1 and set xr+2 = · · · = xn = 0 and yn−r+2 = · · · = yn = 0. The equa-
tions Fk((x1, . . . , xr+1,0, . . . ,0), (y1, . . . , yn−r+1,0, . . . ,0)) = 0 for k = 1, . . . , n
are now defined in P

r × P
n−r , and a fortiori have no nonzero real roots. According

to Theorem 4.4 this is only possible if the sum

∑

ki1 · · · kir lj1 · · · ljn−r (4.26)

is even, and this must moreover hold for all r = 1, . . . , n− 1. In our case the forms
Fk are bilinear, so that ki = li = 1, and the sum (4.26) equals the number of sum-
mands, which is

(

n
r

)

. We see that if (4.25) has no nonzero real solutions then all the
integers

(

n
r

)

are even for r = 1, . . . , n− 1. This is only possible if n = 2k . Indeed,
our condition on

(

n
r

)

can be expressed as follows: over the field with 2 elements F2

we have (T + 1)n = T n + 1. If n= 2lm with m odd and m> 1 then over F2,

(T + 1)2lm = (

T 2l + 1
)m = T 2lm +mT 2l (m−1) + · · · + 1 �= T 2lm + 1.

We have proved the following result:

Theorem 4.5 The rank of a division algebra over R is a power of 2.

It can be proved that a division algebra over R exists only for n= 1, 2, 4 and 8.
The proof of this fact uses rather delicate topological arguments.

Applying analogous arguments, one can investigate for which values of m and n

the system of equations

n
∑

k=1

m
∑

j=1

ckij xkyj = 0 for i = 1, . . . , n, (4.27)

does not have nonzero real solutions. Based on the interpretation of the tangent
space to P(V ) given in Section 1.3, Chapter 2, one can easily show that under the
stated assumption, (4.27) defines (m − 1) linearly independent tangent vectors at
each point of Pn−1, that is, (m− 1) everywhere linearly independent vector fields
on P

n−1. In this form, the question of the possible values of m and n has been
completely answered by topological methods. The question is interesting because
it is equivalent to that of knowing whether the system of partial differential equa-
tions

n
∑

k=1

m
∑

j=1

ckij
∂uj

∂xk
= 0 for i = 1, . . . ,m

is elliptic.
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2.3 The Genus of a Nonsingular Curve on a Surface

The following formula plays an enormous role in the geometry on a nonsingular
projective surface X. It is usually called the adjunction formula or the genus for-
mula, and expresses the genus of a nonsingular curve C ⊂ X in terms of certain
intersection numbers:

gC = 1

2
C(C +K)+ 1; (4.28)

here gC is the genus of C and K the canonical class of X.
This formula can be proved using only the methods we already know. However,

a clearer and more transparent geometric proof follows from the elementary proper-
ties of vector bundles. This is given in Theorem 6.4 of Section 1.4, Chapter 6. Here
we only discuss a number of applications.

Example 4.10 (The projective plane) If X = P
2 then ClX = Z, with generator L,

the class containing all the lines of P2. If C ⊂ P
2 has degree n then C ∼ nL. In view

of K =−3L and L2 = 1, in this case (4.28) gives

g = n(n− 3)

2
+ 1= (n− 1)(n− 2)

2
.

We obtained the same result in Section 6.4, Chapter 3 by a different method.

Example 4.11 (The nonsingular quadric surface) Let X ⊂ P
3 be a nonsingular

quadric surface in P
3. Let’s see how to classify nonsingular curves on X in terms of

their geometric properties.

The algebraic classification is clear. Since X ∼= P
1 × P

1, any curve on X is de-
fined by an equation F(x0 : x1;y0 : y1)= 0, where F is a polynomial homogeneous
in the two sets of variables x0, x1 and y0, y1; write m and n for the degrees of homo-
geneity. F has (m+ 1)(n+ 1) coefficients, and hence the curves of bidegree (m,n)

correspond to points of PN , where N = (m+ 1)(n+ 1)− 1. There exists a nonsin-
gular irreducible curve of any bidegree (m,n) with m > 0, n > 0, for example the
curve given by

2xm
0 yn

0 + xm
0 yn

1 + xm
1 yn

0 + xm
1 yn

1 = 0;
thus nonsingular irreducible curves correspond to points of a nonempty open set
of PN .

We saw in Section 2.1 that ClX = Z⊕Z, and that a curve C given by a polyno-
mial of bidegree (m,n) satisfies

C ∼mE + nF, (4.29)

where E = P
1 × x and F = x × P

1. Thus the curves corresponding to the given
bidegree (m,n) are the effective divisors of the class mE + nF .
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The classes E and F correspond to the two families of line generators on X. It is
easy to find the intersection number of curves given in the form (4.29): if

C ∼mE + nF and C′ ∼mE′ + nF ′ (4.30)

then

CC′ =mn′ + nm′. (4.31)

In particular

m= CF and n= CE. (4.32)

This shows the geometric meaning of m and n: just as the degree of a plane curve
equals the number of points of intersection with a line, so m and n are the two
degrees of C with respect to the two families of line generators E and F on X.

Taking account of the embedding X ⊂ P
3 provides a new geometric invariant of

a curve, its degree. We know that the families of curves on X are simply classified
by the invariants m and n. Our aim at present is to recover this classification in terms
of the invariants degC and gC .

We know that

degC = CH, (4.33)

where H is a hyperplane section of X. Now note that

H ∼E + F (4.34)

which follows at once from (4.32) and from the fact that H intersects both E and F

transversally in one point. Substituting in (4.33) and using (4.31) gives

degC =m+ n. (4.35)

Note that, except for the case C a line, any irreducible curve C has m > 0, n > 0.
Indeed, if C is not, say, in the first family of line generators, then taking any point
x ∈ C and the line E of the first family through x, we see that C and E are in general
position and CE = n≥ (CE)x > 0.

We proceed to calculate gC . To apply (4.28), we need to know the canonical class
of X, which we now determine. We use the fact that X ∼= P

1×P
1. It is easy to solve

the even more general question, to find the canonical class of a surface X = Y1 × Y2
which is the product of two nonsingular projective curves Y1 and Y2. We write
π1 : X→ Y1 and π2 : X→ Y2 for the two projections, consider arbitrary 1-forms
ω1 ∈Ω1(Y1) and ω2 ∈Ω1(Y2) and the pullback 1-forms π∗1 (ω1) and π∗2 (ω2) on X.
Then ω = π∗1 (ω1) ∧ π∗2 (ω2) is a 2-form on X and its divisor divω belongs to the
canonical class. We now calculate this divisor.

Let x = (y1, y2) ∈ X where y1 ∈ Y1 and y2 ∈ Y2, and write t1, t2 for local pa-
rameters on Y1 and Y2 in a neighbourhood of y1 and y2. An obvious verification
then shows that π∗1 (t1),π∗2 (t2) is a local system of parameters at x ∈ X. Write
ω1 and ω2 in the form ω1 = u1dt1 and ω2 = u2dt2. Then div(ω1) = div(u1) and
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div(ω2)= div(u2) in a neighbourhood of y1 and y2. Obviously ω= π∗1 (u1)π
∗
2 (u2) ·

dπ∗1 (t1)∧ dπ∗2 (t2), and it follows that in some neighbourhood of x,

div(ω)= div
(

π∗1 (u1)
)+ div

(

π∗2 (u2)
)= π∗1

(

div(ω1)
)+ π∗2

(

div(ω2)
)

.

Since this holds for any point x ∈ X it follows that div(ω) = π∗1 (div(ω1)) +
π∗2 (div(ω2)), or in other words,

KX = π∗1 (KY1)+ π∗2 (KY2). (4.36)

Now return to the case X = P
1 × P

1. We know that KP1 =−2y for a point y ∈ P
1.

Thus in our case, (4.36) gives KX =−2π∗1 (y1)− 2π∗2 (y2). Since π∗1 (y1)= E and
π∗2 (y2)= F , we finally get

KX =−2E − 2F. (4.37)

Now for the genus of a curve C ∼mE + nF , we substitute this formula into (4.28)
and use (4.31). We get

gC = (m− 1)(n− 1). (4.38)

The numbers m and n are thus determined uniquely up to permutation by the
degree and genus of C. We see that curves on X of given degree d form d + 1
families M0, . . . ,Md . Curves in Mk have genus (k − 1)(d − k − 1); curves in Mk

and Ml have the same genus if and only if k = l or k+ l = d , that is, the two families
are obtained from one another by the automorphism of P1 × P

1 that interchanges
the two factors. The dimension of Mk is (k + 1)(d − k + 1)− 1, which in terms of
the degree and genus is g+ 2d − 1.

In his “Vorlesungen über die Entwicklung der Mathematik im 19. Jahrhundert,”
Chapter VII, p. 319, Felix Klein gives the classification of curves of degree 3 and 4
on the hyperboloid as an example of the application of ideas of birational geometry.
We take pictures of curves with d = 4 from this reference: Figure 16, (b) has m= 1,
n= 3 and Figure 16, (a) has m= n= 2.

Example 4.12 (Curves on the cubic surface) As a further application of (4.28), we
determine the possible negative values for the selfintersection of curves C on a cubic
surface of P3. According to the result of Section 6.4, Chapter 3, in this case K =
−E, where E is the hyperplane section. Thus (4.28) takes the form

C2 − degC = 2g− 2.

Obviously C2 < 0 only if g = 0 and degC = 1, that is, C is a line of the cubic
surface. In this case C2 =−1.

2.4 The Riemann–Roch Inequality on a Surface

Recall from Section 1.5, Chapter 3 that we write �(D) for the dimension of the vec-
tor space associated with a divisor D. Another fundamental relation involving inter-
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Figure 16 Curves on a quadric surface

section numbers on an irreducible nonsingular projective surface X is the Riemann–
Roch inequality:

�(D)+ �(K −D)≥ 1

2
D(D −K)+ χ(OX); (4.39)

here D is an arbitrary divisor on X and χ(OX) is an invariant depending only on X

and not on D; in the case of a field of characteristic 0 we have χ(OX)= 1−h1(X)+
h2(X), where hr = dimΩr [X] are as defined in Section 6.1, Chapter 3. Inequality
(4.39) is obtained by omitting one term from the Riemann–Roch equality, which we
do not treat here. The Riemann–Roch equalities for curves and surfaces generalise
to varieties of arbitrary dimension.

We illustrate the usefulness of the Riemann–Roch inequality by discussing one of
its consequences. As mentioned in Section 2.1, the intersection number of divisors
D1, D2 ∈DivX depends only on their images in DivX/Diva X, which is a finitely
generated group. We can also pass to the quotient by the torsion subgroup, since
torsion elements, of course, give zero intersection numbers. As a result we get a
group isomorphic to Z

m, and if u1, . . . , um is a basis, intersection numbers define
a symmetric integral matrix (uiuj ), that is, an integral quadratic form. This is an
extremely important invariant of a surface.

We now determine the crudest invariant of this quadratic form, its index of inertia.
It certainly takes positive values, since E2 = degX > 0, where E is a hyperplane
section. It turns out that on reducing the quadratic form to a sum of squares, all but
one of the nonzero diagonal entries are negative. We prove this result in a form that
does not use the result that DivX/Diva X is finitely generated.
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Hodge Index Theorem If D is a divisor on a surface X and DE = 0, where E is
the hyperplane section, then D2 ≤ 0.

Proof Suppose that D2 > 0. We prove that for all sufficiently large n > 0, either
�(nD) > 0 or �(−nD) > 0. The theorem will follow from this: if, say, �(nD) > 0,
then nD is linearly equivalent to an effective divisor, that is; nD ∼D′ > 0; therefore
nDE =D′E > 0, because every curve intersects a hyperplane. Hence nDE > 0 and
so also DE > 0, which contradicts the assumption.

Using (4.39), the assumption D2 > 0 implies that

�(nD)+ �(K − nD)≥ c(n) and �(−nD)+ �(K + nD)≥ c(n), (4.40)

where c(n) grows with n without bound. If �(nD) = �(−nD) = 0, we get �(K −
nD) ≥ c(n) and �(K + nD) ≥ c(n). But now if �(D1) > 0, we always have
�(D1 + D2) ≥ �(D2); thus we would deduce that �(2K) ≥ c(n), which is an ob-
vious contradiction. The theorem is proved. �

2.5 The Nonsingular Cubic Surface

Let X ⊂ P
3 be a nonsingular cubic surface. X contains a line L, by Theorem 1.28.

Through L, pass two distinct planes E1 and E2 with equations ϕ1 = 0 and ϕ2 = 0,
and consider the rational map ϕ : X→ P1 given by ϕ(x) = (ϕ1(x) : ϕ2(x)). The
linear system λ1ϕ1+λ2ϕ2 corresponding to this map has L as a fixed component: if
Eλ1,λ2 is the section of X by the plane with equation λ1ϕ1+λ2ϕ2 = 0 then Eλ1,λ2 =
L+Fλ1,λ2 , where Fλ1,λ2 is a plane conic. The linear system Fλ1,λ2 obviously defines
the same map ϕ. We prove that ϕ is regular. For this it is enough to prove that
Fλ1,λ2 ∩ Fμ1,μ2 = ∅ if (λ1 : λ2) �= (μ1 : μ2). Note that Fλ1,λ2 cannot contain L

as a component: an equality Eλ1,λ2 = 3L or 2L+L′ would contradict the relations
L2 =−1, Eλ1,λ2L= 1 and LL′ ≥ 0 (see Example 4.7). Moreover, Fλ1,λ2 and Fμ1,μ2

cannot have a common component; indeed, this would have to be a line distinct
from L, and would determine the plane containing it. Thus Fλ1,λ2 and Fμ1,μ2 are
in general position, and it is enough to prove that Fλ1,λ2Fμ1,μ2 = 0, that is, F 2 = 0,
where F =E −L. This follows from E2 = 3, EL= 1 and L2 =−1.

If L is the line given by ξ0 = ξ1 = 0 then the equation of X can be written as

A(ξ0, ξ1)ξ
2
2 + 2B(ξ0, ξ1)ξ2ξ3 +C(ξ0, ξ1)ξ

2
3

+ 2D(ξ0, ξ1)ξ2 + 2E(ξ0, ξ1)ξ3 + F(ξ0, ξ1)= 0, (4.41)

where A, B , C, D, E and F are forms in ξ0, ξ1 of degrees degA = degB =
degC = 1, degD = degE = 2 and degF = 3. We see from this that our map
ϕ : X→ P1 represents an open set V = ϕ−1(A1)⊂X as a pencil of conics V →U

over the affine line A1 ⊂ P
1; we always choose the coordinates so that the fibre over

the point at infinity P
1 \A1 is a nondegenerate conic. From Example 2.7, it follows
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Figure 17 Lines on the
cubic surface

that the degenerate fibres correspond to zeros of the discriminant, each zero has
multiplicity 1, and each degenerate fibre is a pair of distinct lines. Then the number
of degenerate fibres equals the degree of the discriminant

Δ= det
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∣
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∣

∣

∣

∣

,

which is 5. The next result follows from this.

Proposition Every line L on a nonsingular projective cubic surface X meets ex-
actly 10 other lines on X, which break up into 5 pairs of intersecting lines.

It follows from Tsen’s theorem and Corollary 1.12 that a nonsingular cubic sur-
face is rational: Δ is not identically zero, since it has only simple roots. The ration-
ality of X can also be proved otherwise: consider any line L′ intersecting L, and
apply Proposition to it. Then L′ meets 10 lines, of which only L and one further
line meet L. Therefore there exists a line M not intersecting L, and the rationality
of X follows by Example 1.23.

The line M just found obviously satisfies MF = 1, where F is the fibre of the
conic bundle, since ME = 1, ML= 0 and E ∼ L+F . Hence M intersects F in ex-
actly one point, and, in particular, it intersects exactly one of each pair of lines meet-
ing L. Write L′i for this one, and Li for the other, for i = 1, . . . ,5. Then LiM = 0,
L′iM = 1. The configuration of lines obtained thus is illustrated in Figure 17.

It follows from Theorem 3.4 that the group ClX has generators the classes de-
fined by the divisors L1,L2,L3,L4,L5,F,S, where S is some section of the conic
bundle X→ P

1. We prove that S can be taken to be the line M found above. Indeed,
since M ∩L= ∅, the equations of M can be written ξ2 = aξ0+bξ1, ξ3 = cξ0+dξ1;
that is, passing to inhomogeneous coordinates, x2 = ξ2/ξ0 and x3 = ξ3/ξ0 can be
expressed as rational functions of x1 = ξ1/ξ0, the coordinate of P1, and these ex-
pressions satisfy (4.41).

We thus obtain the following result.
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Proposition ClX is a free group with 7 generators, the classes of the lines L1, L2,
L3, L4, L5, M and F .

The intersection numbers of L1, L2, L3, L4, L5, M and F are easily determined;
they are tabulated as follows:

L1 L2 L3 L4 L5 M F

L1 −1 0 0 0 0 0 0
L2 0 −1 0 0 0 0 0
L3 0 0 −1 0 0 0 0
L4 0 0 0 −1 0 0 0
L5 0 0 0 0 −1 0 0
M 0 0 0 0 0 −1 1
F 0 0 0 0 0 1 0

The group ClX to a significant extent determines the geometry of X. In partic-
ular, we now show how to use it to find all the lines on X. A line C on X satisfies
C2 =−1. We know L and a further 10 lines intersecting it. We now try to find the
lines disjoint from L. These satisfy CL = 0, and therefore CF = 1. Suppose that
C ∼∑5

1 xiLi + yM + zF . Then CF = 1 implies y = 1, and C2 =−1 and CL= 0
give

−
5
∑

1

x2
i + 2z= 0,

5
∑

1

xi + 2z= 0; (4.42)

It follows that
∑5

1(x
2
i +xi)= 0, that is, each xi = 0 or−1. Moreover, (4.42) implies

also that the number of i for which xi =−1 is even, so that either (a) all xi = 0; or
(b) all xi = −1 except one; or (c) xi = xj = −1, and the three remaining xk = 0.
Of these possibilities, (a) gives the class of the line M , (b) and (c) 5 and 10 cases,
that is, 16 classes altogether. Each class contains at most one line: for if C and C′
are distinct lines then CC′ = 0 or 1, whereas if C ∼ C′ are in the same class then
CC′ = C2 =−1. Thus it remains to exhibit at least one line in each class. In case (a),
this is M .

In case (b), if xi = 0 and xj =−1 for j �= i we get the class Ci =−∑

j �=i Lj +
M + 2F . We note that the lines L′i and M lie in the same plane, in which there must
be a third line L′′i , so that L′i +L′′i +M =E. Setting E ∼∑

αkLk +βM + γF and
arguing as before, we get that E ∼−∑

Lk+2M+3F . Substituting this expression
for E and L′i ∼ F −Li for L′i , we find easily that L′′i ∼ Ci .

In case (c) we get a class Dij = −Li − Lj + M + F . Note that L′′i Lj =
CiLj = 1, so that the lines L′′i and Lj for i �= j intersect, and hence there is a
third line Lij in the plane through them. Arguing exactly as before we show that
Lij ∼Dij . Thus we have found 1 line in case (a), 5 in case (b) and (10) in case (c),
altogether 1+ 5+ 10= 16. Together with L and the 10 lines meeting it, this gives
27 lines. This proves the next result.
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Theorem A nonsingular cubic surface of P3 contains exactly 27 lines.

2.6 The Ring of Cycle Classes

The theory of divisors and their intersection numbers is a particular case of a gen-
eral theory that deals with subvarieties of any dimension. The notion of divisor is
replaced by that of k-cycle. A k-cycle is an element of the free Abelian group gener-
ated by irreducible k-dimensional subvarieties. Two irreducible subvarieties Y1 and
Y2 are in general position, by definition, if every irreducible component Zi of the
intersection Y1 ∩ Y2 has the same dimension, and

codimZi = codimY1 + codimY2.

Two k-cycles are in general position if all components of the first are in general
position with those of the second.

The foundation of the theory is a method of assigning to each component
Zi of Y1 ∩ Y2 a positive integral multiplicity ni(Y1, Y2). The cycle Y1 · Y2 =
∑

ni(Y1, Y2)Zi is called the product of the subvarieties Y1 and Y2. The notion ex-
tends by additivity to any two cycles in general position. The reader can learn about
this theory from Fulton [29].

The basic property of this product is that it is invariant under an equivalence rela-
tion that we now describe. It generalises the algebraic equivalence of divisors intro-
duced in Section 4.4, Chapter 3, and is defined in an entirely similar way. Namely,
let T be an arbitrary irreducible nonsingular variety and Z ⊂ X × t a cycle such
that Z and the fibre X × T are in general position for every t ∈ T . The set of cy-
cles Ct = Z · (X× t) is called an algebraic family of cycles. Two cycles C1 and C2
are algebraically equivalent if there exists a family of cycles Ct with t ∈ T such
that Ct1 = C1 and Ct2 = C2 for two points t1, t2 ∈ T . The set of cycle classes under
algebraic equivalence forms a group.

The product of cycles on a nonsingular projective variety is invariant under alge-
braic equivalence. There is a theorem on reducing to general position (the so-called
moving lemma), according to which for any two cycles C1 and C2 there exist cycles
C′1 and C′2 equivalent to C1 and C2 respectively, and in general position. These two
results allow us to define the product of any two cycle classes.

Now let X be a nonsingular n-dimensional projective variety, and write Ar to
denote the group of cycle classes (under algebraic equivalence) of codimension r

on X. The group

A=
n
⊕

r=0

A
r

is a ring, where the product is defined on the individual summands as described
above, and on arbitrary elements by additivity. This ring is commutative and asso-
ciative. By the formula for the dimension of intersections (1.49),

A
r ·As ⊂A

r+s ,
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where we set Am = 0 for m > n. That is, A is a graded ring. It is easy to prove
that all points of X, viewed as 0-cycles, are algebraically equivalent, and the 0-
cycle x (for x ∈ X) is not algebraically equivalent to 0. Therefore An = Zu, with
the standard generator u, the class of a point x ∈ X. The classes of divisors under
algebraic equivalence form a group A1. For n elements α1, . . . , αn ∈A1 the product
α1 · · ·αn ∈An = Zu, that is,

α1 · · ·αn = ku with k ∈ Z.

The number k equals the intersection number α1 · · ·αn defined in Section 1.
The ring A is a very interesting invariant of X, and is still not well studied. A0 is

isomorphic to Z, with generator X itself. As already pointed out, An ∼= Z. The group
A1 is finitely generated, as asserted in Theorem D. However, already A2 may have
an infinite number of generators. The structure of these groups is quite mysterious.

2.7 Exercises to Section 2

1 Determine degvm(Pn) where vm is the Veronese embedding (Section 4.4, Chap-
ter 1).

2 Suppose that a nonsingular plane curve C of degree r lies on a nonsingular surface
of degree m in P

3. Determine C2. (This generalises Example 4.7.)

3 Suppose that a form of degree l on a nonsingular projective surface of degree m

in P
3 has divisor consisting of one component of multiplicity 1 that is a nonsingular

curve. Find its genus.

4 Consider k sets of variables x
(i)
0 , . . . , x

(i)
ni

and a system of
∑k

i=1 ni simultaneous
equations

fi

(

x
(1)
0 , . . . , x(1)

n1
; . . . ;x(k)

0 , . . . , x(k)
nk

)= 0,

that are linear in each set of variables x
(i)
0 , . . . , x

(i)
ni

. Prove that the number of
solutions in P

n1 × · · · × P
nk of the system equals the multinomial coefficient

(

n1+···+nk

n1,...,nk

)= (∑

ni

)!/∏ni !. Here the number of solutions is taken as usual in the
sense of the corresponding intersection number.

5 Let X ⊂ P
3 be a nonsingular surface of degree 4 and C ⊂X a nonsingular curve.

Prove that if C2 < 0 then C2 =−2.

6 Prove that the selfintersection number of a nonsingular curve on a nonsingular
surface in P

3 of even degree is always even.

7 Let X be a nonsingular curve and D the diagonal of X × X (that is, the set of
points of the form (x, x)). Prove that D2 = −degKX . [Hint: Use the fact that D

and X are isomorphic.]
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8 Generalise the result of Exercise 7 to the case that D ⊂ C1 ×C2 is the graph of a
map ϕ : C1 → C2 of degree d .

9 If D ⊂ C1 ×C2 is a divisor, prove the inequality

D2 ≤ 2(C1 × c2)D · (C2 × c1)D

for c1 ∈ C1 and c2 ∈ C2. [Hint: Cook up α and β such that D′ =D− α(C1× c2)−
β(C2 × c1) satisfies (C1 × c2)D

′ = (C2 × c1)D
′ = 0, then apply the Hodge index

theorem to D′.]

10 In the notation of Exercises 8–9, suppose that C1 = C2 = C is a curve of genus
g. Let ϕ : C → C be a map of degree d with graph Γϕ ⊂ C × C, and write Δ ⊂
C ×C for the diagonal. Prove that

|ΓϕΔ− d − 1| ≤ 2g
√
d.

[Hint: Set D = mΔ + nΓϕ and view D2 − 2(C × c)D · (C × c)D as a quadratic
form in m and n; then write out the condition for this to be negative definite.]
Here ΓϕΔ is the number of fixed points of ϕ. This inequality, applied to the case
that ϕ is the Frobenius map, generalises the inequality (3.47) to curves of arbitrary
genus.

3 Birational Maps of Surfaces

This section treats an application of intersection numbers to the proof of some basic
properties of birational maps of algebraic surfaces. We start by deriving the elemen-
tary properties of blowups of algebraic surfaces.

3.1 Blowups of Surfaces

Let X be an algebraic surface, ξ ∈ X a nonsingular point, x, y local parameters at
ξ and σ : Y → X the blowup centred at ξ . By Theorem 2.15 there exists a neigh-
bourhood U of ξ in X such that V = σ−1(U) is the subvariety of U × P

1 defined
by t0y = t1x, where (t0 : t1) are coordinates on P

1. In the open set where t0 �= 0 the
blowup is given by the simple equations

x = u and y = uv, where v = t1/t0. (4.43)

Set L= σ−1(ξ). A local system of parameters at any point η ∈ L is given by u and
v− v(η). The local equation of L is obviously u= 0.

Let C be an irreducible curve on X passing through ξ . By analogy with Theo-
rem 2.15, the inverse image σ−1(C) consists of two components: the exceptional
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curve L and a curve C′ that can be defined as the closure in Y of σ−1(C \ ξ). The
curve C′ is called the birational15 transform of C. We denote it by C′ = σ ′(C).
Now consider C as an irreducible divisor on X. Then

σ ∗(C)= σ ′(C)+ kL, (4.44)

where σ ′(C) appears with coefficient 1, because σ is an isomorphism of Y \L and
X \ ξ . We now determine the coefficient k in (4.44). Suppose for this that C has ξ as
an r-fold point. This means that the local equation f of C in a neighbourhood of ξ

satisfies f ∈mr
ξ \mr+1

ξ . Then σ ∗(C) has local equation σ ∗(f ) in a neighbourhood
of any point η ∈ L. Set

f = ϕ(x, y)+ψ with ϕ a form of degree r and ψ ∈m
r+1
ξ . (4.45)

Substituting the formulas (4.43) for σ in (4.45), we see that (σ ∗(f ))(u, v) =
ϕ(u,uv) + σ ∗(ψ). Since ψ ∈ m

r+1
ξ , it follows that we can write ψ = F(x, y)

with F a form of degree r + 1 in x, y with coefficients in Oξ . Therefore σ ∗(ψ)=
(σ ∗(F ))(u,uv), and finally

(

σ ∗(f )
)

(u, v)= ur
(

ϕ(1, v)+ u
(

σ ∗(F )
)

(1, v)
); (4.46)

since ϕ(1, v) is not divisible by u it follows that k = r in (4.44). We state the result
we have proved.

Theorem 4.6 If C is a prime divisor on X passing through the centre ξ of a blowup
σ then the inverse image σ ∗(C) of C is given by σ ∗(C) = σ ′(C) + kL, where
σ ′(C)⊂ Y is a prime divisor, L= σ−1(ξ) and k is the multiplicity of C at ξ .

3.2 Some Intersection Numbers

We start from general properties of a birational regular map f : Y → X between
nonsingular projective surfaces.

Theorem 4.7

(i) If D1 and D2 are divisors on X then

f ∗(D1)f
∗(D2)=D1D2. (4.47)

(ii) If D is a divisor on Y all of whose components are exceptional curves of f and
D is any divisor on X then

f ∗(D)D = 0. (4.48)

15The terms strict transform and proper transform are also widely used in the literature.
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Proof We write S ⊂ X for the finite set of points at which the inverse map f−1 is
not regular, and set T = f−1(S) for the set-theoretic inverse image. Then f defines
an isomorphism

Y \ T ∼→X \ S. (4.49)

If SuppD1 ∩ S = SuppD2 ∩ S = ∅ and D1 and D2 are in general position then
(4.47) is obvious from (4.49). Otherwise we use Theorem 3.1 on moving the support
of a divisor away from points. Suppose that D′1 ∼D1 and D′2 ∼D2 are divisors with
SuppD′1 ∩ S = SuppD′2 ∩ S = ∅ and D′1 and D′2 in general position. Then D1D2 =
D′1D′2, by Lemma 4.6, and by what we said above D′1D′2 = f ∗(D′1)f ∗(D′2). Since
f ∗(D′i )∼ f ∗(Di), the required equality (4.47) holds.

Equality (4.48) is likewise obvious if SuppD ∩ S = ∅. The general case reduces
to this by an entirely similar argument. The theorem is proved. �

We now give a corollary that relates directly to blowups. We use the notation of
Section 3.1.

Corollary 4.1

L2 =−1. (4.50)

Proof Consider the curve C ⊂X with local equation y. By Theorem 4.6 σ ∗(C)=
σ ′(C)+L, and moreover, it is clear from (4.43) that the local equation of σ ′(C) is v.
Since u is the local equation for L, it follows that σ ′(C)L = 1 and (4.50) follows
from (4.48):

0= σ ∗(C)L= (

σ ′(C)+L
)

L= 1+L2.

The corollary is proved. �

Corollary 4.2 If C ⊂X is a curve with multiplicity k at ξ then σ ′(C)L= k.

This follows at once from (4.48) and (4.50) and from (4.44).

Corollary 4.3

σ ′(C1)σ
′(C2)= C1C2 − k1k2, (4.51)

where k1, k2 are the multiplicities of C1, C2 at ξ .

Proof

C1C2 = σ ∗(C1)σ
∗(C2)=

(

σ ′(C1)+ k1L
)

σ ∗(C2)

= σ ′(C1)σ
∗(C2)= σ ′(C1)

(

σ ′(C2)+ k2L
)

= σ ′(C1)σ
′(C2)+ k1k2;

here the 3rd equality comes from (4.48) and the final one from Corollary 4.2. This
gives (4.51). The corollary is proved. �
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3.3 Resolution of Indeterminacy

We can now prove an important property of rational maps from algebraic surfaces.

Theorem 4.8 Let X be a nonsingular projective surface and ϕ : X→ P
n a rational

map. Then there exists a chain of blowups Xm → ·· · → X1 → X such that the
composite rational map ψ = ϕ ◦σ1 ◦ · · · ◦σm : Xm→ P

n is regular; in other words,
there is a commutative diagram

Xm

σm↓
ψ

−−−−−−−−−−−−−→
...

σ2 ↓
X1

σ1 ↓
X −−−−−−−−→

ϕ
P
n

in which the vertical column is a chain of blowups, and the diagonal arrow ψ is a
regular map.

Remark The assumption that X is projective is used in the proof of Theorem 4.8 in
order to be able to use intersection numbers D1D2. However, the result itself holds
for noncomplete surfaces or for complete nonprojective surfaces, and can be proved
without difficulty by reducing to the statement of Theorem 4.8.

Proof By Theorem 2.12, we know that ϕ only fails to be regular at a finite number
of points; Theorem 3.2 gives a more precise description of this set, which we now
recall. Suppose that ϕ = (f0 : · · · : fn), and set

D = hcd
(

div(f0), . . . ,div(fn)
)

and Di = div(fi)−D.

Then the set of points of irregularity of ϕ is exactly
⋂m

i=0 SuppDi .
We introduce an invariant d(ϕ) of a rational map ϕ as follows. All the divisors

Di are obviously linearly equivalent. Hence we can set

d(ϕ)=D2
i .

Let us prove that d(ϕ) ≥ 0. For this, let λ= (λ0, . . . , λn) ∈ kn+1, and define Dλ =
div(

∑n
i=0 λifi)−D; obviously Dλ is an effective divisor linearly equivalent to the

Di . It is enough to prove that there exists λ such that D0 and Dλ have no common
components, since then d(ϕ)=D0Dλ ≥ 0.

By construction no curve is a common component of all the Di . Hence for every
irreducible component C ⊂D0 there exists some Di such that vC(Di)= 0. If gi are
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local equations for the Di in a neighbourhood of some point c ∈ C then

vC(Dλ) > 0 ⇐⇒
∑

λi(gi |C)= 0.

Therefore the set of λ such that vC(Dλ) > 0 is a strict vector subspace of kn+1. A
vector space (over an infinite field) is not the union of finitely many strict vector
subspaces, and hence there exists λ such that vC(Dλ) = 0 for every component
C ⊂D0. Then D0 and Dλ have no common components for this λ. �

If x0 ∈⋂SuppDi then x0 ∈ SuppDλ for every λ. Hence d(ϕ) > 0 if SuppDi �=
∅, that is, if ϕ is not regular. If this happens, write σ : X′ → X for the blowup
centred at a point x0 ∈⋂SuppDi , and set ϕ′ = ϕ ◦ σ : X′ → P

n. We prove that
d(ϕ′) < d(ϕ). Theorem 4.8 of course follows from this.

We define the multiplicity of any divisor D =∑

liCi at a point ξ to be k =
∑

liki , where ki are the multiplicities of the Ci at ξ . Obviously if D ≥ 0 then k ≥ 0,
with k = 0 if and only if ξ /∈ SuppD. In the same way, we define the birational
transform of D by σ ′(D)=∑

liσ
′(Ci); then Theorem 1 remains true for any divisor

D, that is, σ ∗D = σ ′(D)+ kL.
We now write νi for the multiplicity of Di at x0 and set ν =minνi . The map ϕ′

is given by the functions f ′i = σ ∗(fi), and

div
(

f ′i
)= σ ∗

(

div(fi)
)= σ ′(Di)+ (νi − ν)L+ νL+ σ ∗(D),

where the divisors D′i = σ ′(Di)+ (νi − ν)L for i = 0, . . . , n have no common com-
ponents. Choose some i such that νi = ν. Then by definition

d
(

ϕ′
)= (

D′i
)2 = (

σ ′(Di)
)2
.

Now applying Theorem 4.7 to the equality σ ∗(Di)= σ ′(Di)+ νL gives

(

σ ′(Di)
)2 = (

σ ∗(Di)− νL
)2 = (

σ ∗(Di)
)2 − ν2 =D2

i − ν2,

and hence d(ϕ′)= d(ϕ)− ν2. This proves Theorem 4.8.
The simplest example of Theorem 4.8 is the map (occurring in the definition of

the projective line) f : A2 → P
1 given by f (x, y)= (x : y), which is not regular at

ξ = (0,0). Substituting (4.43) we see that at points of σ−1(ξ) with t0 �= 0 we have
f (x, y)= (1 : v), and hence f ◦ σ is regular.

3.4 Factorisation as a Chain of Blowups

We now have all we need for the proof of the main result on birational maps of
surfaces.

Theorem 4.9 Let ϕ : X→ Y be a birational map of nonsingular projective sur-
faces. Then there exist a surface Z, surfaces Xi and Yj with X0 = X, Y0 = Y ,
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Xk = Yl = Z, and maps

σi : Xi →Xi−1 for i = 1, . . . , k and τj : Yj → Yj−1 for j = 1, . . . , l

such that each σi and τj is a blowup, and ϕ ◦ σ1 ◦ · · · ◦ σk = τ1 ◦ · · · ◦ τi . In other
words, there is a commutative diagram

Z
↙ ↘

. .
. . . .

σ2↙ ↘τ2

X1 Y1
σ1↙ ↘τ1

X −−−−−−−−−−−−−−−−−−−→
ϕ

Y

in which the diagonal arrows σi and τj are blowups.

Theorem 4.9 is an obvious corollary of Theorem 4.8 together with the next result.

Theorem 4.10 Let ϕ : X→ Y be a regular map between nonsingular projective
surfaces which is birational. Then there exists a chain of surfaces and blowups
σi : Yi → Yi−1 for i = 1, . . . , k such that Y0 = Y , Yk =X and

ϕ = σ1 ◦ · · · ◦ σk.

We precede the proof of Theorem 4.10 with some general remarks on birational
maps of surfaces.

First of all, for any rational map ϕ : X→ Y from a nonsingular surface X to a
projective variety Y , it makes sense to talk of the image ϕ(C) of a curve C ⊂ X.
Indeed, ϕ is regular at all points of C except possibly a finite set S. Thus by ϕ(C)

we understand the closure in Y of ϕ(C \ S).
Moreover, Theorem 2.16 on the existence of exceptional subvarieties remains

valid in this setup.

Lemma Let ϕ : X → Y be a birational map of nonsingular projective surfaces,
and suppose that ϕ−1 is not regular at some point y ∈ Y . Then there exists a curve
C ⊂X such that ϕ(C)= y.

Proof Consider open sets U ⊂ X and V ⊂ Y such that ϕ : U → V is an iso-
morphism, and let Z be the closure in X × Y of the graph of the isomorphism
ϕ : U → V . The projections to X and Y define regular birational maps p : Z→X

and q : Z→ Y . Obviously ϕ−1 = p ◦ q−1, so that, because we are assuming that
ϕ−1 is irregular at y, the same is true of q−1.

We can now apply Theorem 2.16 on the existence of exceptional subvarieties to
the regular map q : Z→ Y . This theorem shows that there exists a curve D ⊂ Z

such that q(D) = y. We set p(D) = C and verify that C satisfies the conclusion
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of the lemma. We really only need prove that dimC = 1, that is, dimC = dimD.
Now otherwise, p(D) would be a point x ∈ X, so that p(D) = x and q(D) = y

would imply D ⊂ (x, y) ∈X × Y , which contradicts that D is a curve. The lemma
is proved. �

We now proceed to the proof of Theorem 4.10. Suppose that ϕ is not an iso-
morphism, that is, ϕ−1 is not regular at some point y ∈ Y . Consider the blowup
σ : Y ′ → Y with centre in y and define ϕ′ : X→ Y ′ by ϕ′ = ϕ ◦ σ−1, so that the
diagram below is commutative:

X

ϕ ↓ ↘ϕ′

Y←
σ

Y ′.
(4.52)

Auxiliary notation introduced in the course of the proof is summarised in the fol-
lowing diagram:

X ⊃ Z � x

ϕ ↓ ↓ ↖ψ

Y � y←−−
σ

L⊂ Y ′.

The theorem will be proved if we prove that ϕ′ is a regular map. Indeed, from
the commutative diagram (4.52) it then follows that ϕ′ maps the subvariety ϕ−1(y)

to σ−1(y)= L∼= P
1. Since ϕ′ maps X onto the whole of Y ′, it follows that it maps

ϕ−1(y) onto the whole of L. Thus not every component of ϕ−1(y) maps to a point.
Therefore, for any y′ ∈ L the number of components of (ϕ′)−1(y′) is less than the
number of components of ϕ−1(y). Hence after a finite number of blowups we ar-
range that X does not contain any exceptional subvarieties, that is, our regular map
becomes an isomorphism.

It remains to prove that ϕ′ is regular. Suppose otherwise. Then by the lemma,
ψ = (ϕ′)−1 maps some curve on Y ′ to a point x ∈X. It follows from the commuta-
tive diagram (4.52) that this curve can only be L, hence ψ(L)= x. Now according
to Theorem 2.12, there exists a finite subset E ⊂ L such that ψ is regular at all
point y ∈ L \E. Since σ(y′)= y, it follows from the commutativity of (4.52) that
ϕ(x)= y.

We now prove that

dxϕ : ΘX,x →ΘY,y (4.53)

is an isomorphism. For this, it is enough to prove that it is onto. Suppose that
dxϕ(ΘX,x) ⊂ l ⊂ ΘY,y for some line l in the plane ΘY,y . Then from the commu-
tativity of the diagram (4.52) it follows that also

dy′σ(ΘY ′,y′)⊂ l (4.54)

for every point y′ ∈ L \E. However, this contradicts the most elementary property
of blowups. Indeed, suppose that C is a nonsingular curve on Y with y ∈ C and
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ΘC,y �= l, for example, the curve given by αu + βv = 0 where u and v are local
parameters at y. Then by (4.44) we have σ(σ ′(C))= C, where σ ′(C) intersects L

in one point y′ which has coordinates (−β : α) on L, and σ ′(C) is nonsingular with
σ : σ ′(C)→ C an isomorphism. We can choose α and β so that y′ /∈ E and then
already dy′σ(Θσ ′(C),y′) �⊂ l.

The fact that (4.53) is an isomorphism contradicts the assumption that ϕ−1 is
irregular at y. Indeed, using Theorem 2.16 on the existence of exceptional subvari-
eties, we find a curve Z ⊂ X with Z � x such that ϕ(Z) = y. Then ΘZ,x ⊂ ΘX,x

(recall that the tangent space is defined even if x is a singular point of Z). Since
ϕ(Z)= y, we have dxϕ(ΘZ,x)= 0, and hence (4.53) has a kernel. This contradic-
tion proves Theorem 4.10.

3.5 Remarks and Examples

Consider a regular birational map f : X→ Y between nonsingular projective sur-
faces. Suppose that f−1 fails to be regular at only one point η ∈ Y , and that the curve
C = f−1(η) is irreducible. By Theorem 4.10, f is a composite f = σ1 ◦ · · · ◦ σk of
blowups, and since every blowup gives rise to its own exceptional curve, C is irre-
ducible only if k = 1, that is, f is itself a blowup. Then C is the curve L, concerning
which we proved in Sections 3.1–3.2 that

L∼= P
1 and L2 =−1. (4.55)

Such a curve is called16 a −1-curve.
The converse statement is also true: if a nonsingular projective surface X con-

tains a −1-curve C, then there exists a regular birational map f : X→ Y such that
Y is nonsingular, f (C) = η ∈ Y , and f coincides with the blowup of η ∈ Y . Thus
the conditions (4.55) are necessary and sufficient for the curve C to be contracted
to a point in the sense just described. This result was proved by Castelnuovo, and is
known as Castelnuovo’s contractibility criterion. We will not give the proof, which
can be found, for example, in Shafarevich [69, Chapter II] or Hartshorne [37, Chap-
ter V, Section 5].

Example (Standard quadratic transformation) We conclude this section with a con-
struction in a simple example of a factorisation of a birational map into blowups, as
in the conclusion of Theorem 4.9. This example is the birational map f from P

2 to
itself given by

f (x0 : x1 : x2)= (y0 : y1 : y2),

where y0 = x1x2, y1 = x0x2, y2 = x0x1; (4.56)

it is called the standard quadratic transformation.

16−1-curves are called exceptional curves of the first kind in the older literature.
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We consider f as a birational map between two copies P
2 and P2 of the pro-

jective plane, the first with homogeneous coordinates (x0 : x1 : x2), and the second
(y0 : y1 : y2). Obviously f fails to be regular at the 3 points

ξ0 = (1,0,0), ξ1 = (0,1,0), ξ2 = (0,0,1).

According to Theorem 4.8, we must start by performing the blowups σ0, σ1, σ2
in the three points ξ0, ξ1, ξ2. We arrive at a surface X with a regular map ϕ =
σ2 ◦ σ1 ◦ σ0 : X→ P

2. We now prove that already the map ψ = f ◦ ϕ : X→ P2 is
regular. Indeed, ψ is regular at a point z if ϕ(z) �= ξi . At points ζ ∈ σ−1

1 (ξ0) the map
f ◦σ1 is already regular. To verify this, it is enough to set x = x1/x0, y = x2/x0 and
substitute (4.43) in (4.56). We see that

f (1, x, y)= (xy : x : y)= (

u2v : uv : u)= (uv : v : 1). (4.57)

Since σ1 and σ2 both induce isomorphisms in a neighbourhood of ζ , also ψ is
regular at points z for which ϕ(z)= ξ0. The same holds for ξ1 and ξ2.

By Theorem 4.9, ψ is a composite of blowups ψ = τ1 ◦ · · · ◦ τk . We now deter-
mine which curves C ⊂ X can map to points under ψ . Obviously any such curve
is either one of the M ′

i = σ−1
i (ξi) for i = 0, 1 or 2, or the birational transform in

X of a curve L ⊂ P
2 mapped to a point by f . It is easy to see that f defines an

isomorphism of P2 \ (L0 ∪L1 ∪L2) and P2 \ (M0 ∪M1 ∪M2) where Li is the line
xi = 0 in P2 and Mi the line yi = 0 in P2. Hence the only curves ψ can contract to
a point are M ′

0, M ′
1, M ′

2, L′0, L′1, L′2, where the L′i are the birational transform in X

of the lines Li . But we see from (4.57) that M ′
0, given by the local equation u= 0,

maps onto the whole curve M0 given by y0 = 0. In the same way, M ′
i maps onto Mi

for i = 1,2. Thus the only curves ψ can contract are the L′i . Moreover, ψ−1 is not
regular at the points η0 = (1 : 0 : 0), η1 = (0 : 1 : 0), η2 = (0 : 0 : 1), since otherwise
f−1 would be regular at one of them, and f−1 is given by the same formulas as f ,
as one sees from (4.56). Thus on the one hand, a factorisation ψ = τ0 ◦ · · · ◦ τk of
ψ can have at most 3 blowups as factors, and on the other hand, it must include the
blowups at η0, η1 and η2. We deduce that

f = τ2 ◦ τ1 ◦ τ0 ◦ σ−1
0 ◦ σ−1

1 ◦ σ−1
2 .

It is easy to visualise the configuration of the curves M ′
0, M ′

1, M ′
2, L′0, L′1, L′2 on the

surface X; see Figure 18, where the arrows indicate which curves contract to which
points.

Of course, the standard quadratic transformation depends on the choice of the
coordinate system in P

2, or, what is the same thing, the choice of ξ0, ξ1, ξ2. Com-
posing different standard quadratic transformations gives different birational maps
of the plane to itself. M. Noether proved the theorem that any birational maps of
the plane to itself can be written as a composite of quadratic transformations and
projective linear transformations. We will not give the proof of this theorem, which
is very delicate; it can be found in Shafarevich [69, Chapter V]. A description of the
relations between these generators has been obtained comparatively recently: see
Gizatullin [31] and Iskovskikh [42].
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Figure 18 The standard quadratic transformation

3.6 Exercises to Section 3

1 For every integer k (positive, negative or 0), construct a nonsingular projective
surface X and a curve C on it with C2 = k. [Hint: Construct X by blowing up a
number of points on P

2.]

2 Let X be a nonsingular projective surface, and C1,C2 two curves on X. Suppose
that x ∈ C1 ∩C2 is a nonsingular point of C1 and C2. Let σ : Y →X be the blowup
of x and C′1, C′2 the birational transforms of C1, C2. Prove that C′1 and C′2 intersect
at a point y ∈ σ−1(x) if and only if C1 and C2 are tangent at x. Moreover, then
σ−1(x)∩C′1 ∩C′2 = y is a single point, and the order of tangency of C′1 and C′2 and
y is 1 less than that of C1 and C2 at x.

3 Suppose that f : P2 → P
1 is given by

f (x0 : x1 : x2)=
(

P(x0, x1, x2) :Q(x0, x1, x2)
)

,

where P and Q are forms of degree n. How many blowups does one have to perform
to get a surface ϕ : X→ P

2 such that f ◦ ϕ : X→ P
1 is regular?

4 Let X ⊂ P
3 be a nonsingular surface of degree 2 and f : X → P

2 the bira-
tional map consisting of projection from a point x ∈ X. Factor f as a composite
of blowups.

5 Let f : P2 → P
2 be the birational map given in inhomogeneous coordinates by

x′ = x, y′ = y + x2. Factor f as a composite of blowups.

6 Let L ⊂ P
2 be a line, and x, y two points of L. Write X→ P

2 for the com-
posite of the blowups at x and y, and L′ for the birational transform of L. Prove
that (L′)2 =−1. According to Castelnuovo’s contractibility theorem stated in Sec-
tion 3.5, there is a regular map f : X→ Y that is birational and contracts L to a
point. Construct f in the given special case. [Hint: Try to find it among the preced-
ing exercises.]
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7 Let f : X→ Y be a birational regular map of nonsingular n-dimensional projec-
tive varieties. Prove that f ∗(D1) · · ·f ∗(Dn)=D1 · · ·Dn for D1, . . . ,Dn ∈DivY .

8 Let σ : X→ Y be a blowup with centre in a point y ∈ Y and Γ = σ−1(y). For
D1 ∈Div(Y ), and D2, . . . ,Dn−1 ∈Div(X), prove that σ ∗(D1)D2 · · ·Dn−1Γ = 0.

9 In the notation of Exercises 7–8, calculate Γ n for any n > 1.

10 Prove that if a curve of degree n passes through k of the points ξ0, ξ1, ξ2 (for
k = 0, 1 or 2) defining the standard quadratic transformation f (see Example of
Section 3.5), and is not singular there, then its image under f has degree 2n− k.

11 Let ϕ be the transformation of inversion with respect to a circle with centre
O and radius 1, that is, ϕ(P ) = Q, where P , Q and O are collinear and |OP | ·
|OQ| = 1. Taking coordinates with O as the origin, write out the formulas for ϕ

in coordinates x, y and u = x + iy, v = x − iy. Prove that after composing with
the reflection (u, v) �→ (u,−v), ϕ becomes the standard quadratic transformations
defined by O and the two circular points at infinity. Deduce from this that under
inversion circles through O transform to lines, and other circles to circles.

4 Singularities

4.1 Singular Points of a Curve

Theorem 4.11 Let C be an irreducible curve on a nonsingular surface X; then
there exists a surface Y and a regular map f : Y →X, such that f is a composite
of blowups Y →X1 → ·· · →Xn→X and the birational transform C′ of C on Y

is nonsingular.

Proof We can consider separately each singularity of C. Indeed, if we can construct
a map f : Y →X for one point x ∈ C, with f a composite of blowups above x and
the birational transform C′ of C on Y nonsingular at all point of f−1(x), then we
can subsequently apply the same argument to the remaining singular points of C′;
the number of these equals the number of singularities of C outside x.

Thus let x ∈ C be a singular point. We blow up x; if some points of the inverse
image of x are singular points of the birational transform of C, we blow these up
too, and so on. We have to prove that this process stops after finitely many steps.

Write μx(C) for the multiplicity of a singular point x ∈ C; let σ : X′ → X be
the blowup, C′ the birational transform of C, and L = σ−1(x). By Corollary 4.2,
μx(C) = C′L. On the other hand, C′L =∑

σ(x′)=x(C
′L)x′ , where the sum takes

place over all points x′ ∈ C′ with σ(x′)= x. Since (C′L)x′ ≥ μx′(C′), we get

μx(C)≥
∑

σ(x′)=x

μx′
(

C′
)

.
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Therefore, if there is more than one point x′, each of them must have multiplicity
μx′(C′) < μx(C), so our process must stop after finitely many steps. It remains to
consider the case when C′ has only one singular point x′ with σ(x′) = x, and the
same continues to hold after each blowup.

Write Ox for the local ring of x ∈ C, and Ox for its integral closure in the
field k(C). Then Ox is a finite module over Ox ; this follows because by Theo-
rem 2.20, x has an affine neighbourhood U for which the normalisation k[U ]ν
of the coordinate ring k[U ] is a finite module over k[U ]. Suppose that k[U ]ν =
α1k[U ] + · · · + αmk[U ]. Then Ox = α1Ox + · · · + αmOx ; in fact if f ∈ Ox then
f n + a1f

n−1 + · · · + an = 0 with ai ∈ Ox , that is, ai = bi/c with bi , c ∈ k[U ]
and c(x) �= 0. Then cf is integral over k[U ], hence cf = α1r1 + · · · + αmrm with
ri ∈ k[U ] and f = α1r1/c+ · · · + αmrm/c.

Since αi is in the field of fractions of Ox (or even in that of the smaller ring k[U ]),
there exists a nonzero element d ∈ Ox such that dαi ∈ Ox for each i, and hence
dOx ⊂ Ox . It follows from this that Ox/Ox is a finite dimensional vector space.
In fact its dimension is at most the dimension of the vector space Ox/dOx , which
is generated by the m subspaces αi(Ox/dOx); but Ox/dOx is finite dimensional,
since C is a curve, and so for any function d �= 0 there exists k such that mk

x ⊂ dOx .
Obviously Ox ⊂Ox′ after one blowup. Moreover, we now prove that Ox′ ⊂Ox .

Indeed, let ν′ : Cν → C′ be the normalisation and (ν′)−1(x′) = {yi}. Then ν =
σ ◦ ν′ : Cν → C coincides with the normalisation of C and ν−1(x) = {yi}. Obvi-
ously Ox′ ⊂⋂

Oyi , so that we will be home if we check that
⋂

Oyi =Ox . Again,
obviously Ox ⊂⋂

Oyi . Since ν is a finite map, we can assume that C and Cν are
affine. If u ∈⋂Oyi then all the poles of u on Cν are distinct from the yi , and it
follows that there exists a function v ∈ k[C] such that v(x) �= 0 and uv ∈ k[Cν] (for
this, it is sufficient that ν∗(v) has zeros of sufficiently high degree at each pole of u).
Then uv is integral over k[C], and it follows easily that u is integral over Ox , that
is, u ∈Ox .

Hence �(Ox/Ox′)≤ �(Ox/Ox). If �(Ox/Ox′)= 0 then Ox =Ox′ , so that Ox′ is
integrally closed, and then x′ is nonsingular and our process has stopped. It now only
remains to prove that �(Ox/Ox′) < �(Ox/Ox), since then our process must stop
after at most �(Ox/Ox) steps. But �(Ox/Ox′)= �(Ox/Ox) implies that Ox′ =Ox .
Let u,v be local parameters at x ∈X, so that the local parameters at x′ ∈X′ are u

and t = v/u. Since t restricted to C is an element of Ox′ , from Ox′ =Ox it follows
that t ∈ Ox and mx = (u, v) = (u,ut) = (u). It follows from this that mx/m

2
x =

(u)/(u2) ∼= Ox/(u) ∼= k, that is, x ∈ C was already nonsingular. The theorem is
proved. �

Theorem 4.11 enables us to define an important characteristic of a singular point
of a curve on a nonsingular surface, its tree of infinitely near points. This is the
diagram consisting of the singular point, the singular points arising out of it after one
blowup, the singular points arising out of these after blowing them up again, and so
on. All these points are said to be infinitely near to the original point of the curve. We
write the multiplicity of each point. Once we get to a point of multiplicity 1, we don’t
carry out any further blowups there. Some examples are illustrated in Figure 19.
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Figure 19 Resolutions of some curve singularities

The genus of the normalisation of a singular curve lying on a nonsingular pro-
jective surface is expressed in terms of these invariants: for this, by (4.28), we have
to determine how the expression C(C +K) changes on replacing C by σ ′(C) and
KX by KX′ , where σ : X′ → X is the blowup of a point x ∈ C of multiplicity k.
According to Theorem 4.6, σ ′(C)= σ ∗(C)− kL. To compute KX′ , consider a dif-
ferential form ω ∈Ω2(X) such that x /∈ Supp(divω); this exists by Theorem 3.1 (on
moving the support of a divisor away from a point). Then since σ : X′ \L→X \ x
is an isomorphism, obviously div(σ ∗ω) = σ ∗(divω) over X′ \ L. If x, y are local
parameters at x then ω= f dx ∧ dy, where f ∈Ox and f (x) �= 0. If x = u, y = uv

are as in (4.43) then σ ∗(ω)= σ ∗(f )vdu∧ dv on X, and since σ ∗(f ) �= 0 on L, we
get div(σ ∗(ω))= σ ∗(divω)+L, that is, KX′ = σ ∗(KX)+L. Substituting in (4.28)
gives

σ ′(C)
(

σ ′(C)+KX′
)= (

σ ∗(C)− kL
)(

σ ∗(C)+ σ ∗(KX)− (k − 1)L
)

= C(C +KX)− k(k − 1).

Now using Theorem 4.11, we get

C(C +KY )= C(C +KX)−
∑

ki(ki − 1),

for the nonsingular curve C ⊂ Y , where ki are the multiplicities of all the infinitely
near points. It follows from (4.28) that

g(C)= 1

2
C(C +KX)+ 1−

∑ ki(ki − 1)

2
. (4.58)

In particular if X = P
2 and C is a curve of degree n then

g = (n− 1)(n− 2)

2
−
∑ ki(ki − 1)

2
.

A corollary of (4.58) that is often used is that since g(C)≥ 0,

C(C +KX)≥−2, (4.59)

and equality holds if and only if C is nonsingular (that is, all ki = 1), and g(C) =
g(C)= 0, so that C ∼= P

1.
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4.2 Surface Singularities

The theorem on resolution of singularities has been proved for algebraic surfaces
over a field of arbitrary characteristic; we can suppose that X is normal, so has only
finitely many singular points. Resolution of singularities asserts that there exists a
nonsingular projective surface Y birational to X. Using the theorem on the reso-
lution of indeterminacies (Theorem 4.8), we can assume given a birational regular
map f : Y →X. It is often convenient to consider the situation locally, dropping the
assumption that X and Y are projective, thus replacing them by open subsets U ⊂X

and f−1(U)⊂ Y . Then the map f : Y →X will be proper (see Remark after The-
orem 1.11). It can be shown that Theorem 2.16 remains true in this case, and f

contracts a bunch of projective curves C1, . . . ,Cr ⊂ Y to each singular point x ∈X.
Moreover, using Castelnuovo’s contractibility criterion discussed in Section 3.5, one
can prove that Y can be chosen so that there are no −1-curves among the Ci . In this
case Y is a minimal resolution of singularities of X. We will not prove all these
assertions, and will not make use of them: they only serve as motivation for the
questions that we now discuss.

If x ∈ X is a surface singularity, the bunch of curves C1, . . . ,Cr ⊂ Y on the
nonsingular surface Y that are contracted by f : Y →X is an important geometric
characteristic of the singularity, and it is interesting to see what can be said in general
about such a bunch of curves.

Theorem 4.12 Let f : Y →X be a regular map of algebraic surfaces, with Y non-
singular and C1, . . . ,Cr ⊂ Y projective curves that are contracted to x ∈ X; sup-
pose that f : Y \ (C1 ∪ · · · ∪ Cr)

∼→ X \ x is an isomorphism. Then the matrix of
intersection numbers {CiCj } is negative definite.

Proof Consider a curve E on Y distinct from all the Ci but intersecting each of
them (for example, a hyperplane section of Y ); set f (E) = H ⊂ X and choose
a function u ∈ Ox vanishing along H . Set g = f ∗(u). Then divg =∑

miCi +
F , where all the mi > 0 and FCi > 0 for i = 1, . . . , r . Since divg is a principal
divisor, if we set D =∑

miCi then the restriction of D to each of the Cj satisfies
D|Cj

∼−F|Cj
; hence DCj < 0 for j = 1, . . . , r . The theorem now follows from the

following result of linear algebra, the proof of which can be found in Proposition A.2
of the Appendix. �

Proposition Let M be a Z-module with a scalar product ab ∈ Z defined for a, b ∈
M , and e1, . . . , er a set of generators of M with eiej ≥ 0 for i �= j ; suppose that
there exists an element d =∑

miei with mi > 0 such that dei < 0 for i = 1, . . . , r .
Then every nonzero m ∈M satisfies m2 < 0 and e1, . . . , er is a free basis of M .

The theorem is proved.
It is interesting to note the analogy between Theorem 4.12 and the Hodge index

theorem in Section 2.4.
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If x ∈X is a surface singularity, the bunch of curves C1, . . . ,Cr contracted to x

under the minimal resolution can be drawn as a graph: each curve Ci is represented
by a node, and intersecting curves Ci and Cj are joined by an edge, marked by
the intersection number CiCj if CiCj �= 1, and left unmarked if CiCj = 1 (that is,
when Ci and Cj intersect transversally at one point); the node corresponding to Ci

is marked with C2
i .

Interesting examples of singularities are provided by the quotients A2/G of the
plane by a finite group G of linear transformations. Recall that these are normal
varieties (Examples 1.21 and 1.29), and points which are images of x ∈A

2 for
which g(x) �= x for all g �= G are nonsingular (Example of Section 2.1, Chap-
ter 2).

Suppose for example that G = 〈g〉 is a cyclic group of order n generated by
g(x, y) = (εx, εqy), where ε is a primitive nth root of 1 and q is coprime to n.
It can be shown that after excluding certain uninteresting cases, every action of a
cyclic group reduces to this form. In this case G acts freely on A2 \ (0,0), and hence
A

2/G has a single singularity, the image of (0,0) ∈A
2. This is called a singularity

of type (n, q).
For example, if q =−1, the ring of invariants k[x, y]G is generated by u= xn,

v = yn and w = xy, with the single relation

uv =wn. (4.60)

This is the equation of the surface A
2/G.

For q = 1 the generators of k[x, y]G are ui = xiyn−i for i = 0, . . . , n. The re-
lations holding between these are the same as those between the coordinates of the
Veronese curve in Section 5.4, Chapter 1. Thus in this case A2/G is the cone over
the Veronese curve.

It is not hard to verify that the resolution graph corresponding to an arbitrary
singularity of type (n, q) has the form of a chain

−e1 −e2 −en−1 −en
• • · · · • •

The curves Ci and Ci+1 intersect transversally, and C2
i =−ei , where the ei ≥ 2,

and are defined by an expansion which is very close to a continued fraction expan-
sion of n/q:

n

q
= e1 − 1

e2 − 1
e3−···

.

See for example de la Harpe and Siegfried [24] for the proof.

4.3 Du Val Singularities

An extremely important class of singularities is defined by the following condi-
tion.
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Figure 20 The Dynkin diagrams An, Dn, E6, E7 and E8

Definition A point x ∈ X of a normal surface is called a Du Val singularity if17

there exists a minimal resolution f : Y → X contracting curves C1, . . . ,Cr to x,
such that KYCi = 0 for all i, where KY is the canonical class of Y .

The meaning of the Du Val singularities, as formulated by Du Val himself, is
that they “do not affect the canonical class”. For example, it is easy to see that
for a surface X ⊂ P

3 of degree n with only Du Val singularities, the invariant h2 =
dimΩ2[Y ] of its minimal resolution Y is the same as that of a nonsingular surface of
degree n. This is a sharp contrast between surfaces and curves, for which, according
to (4.58), any singularity decreases the genus of the normalisation of the curve.

The types of resolution graphs corresponding to Du Val singularities x ∈ X

can be completely determined. Indeed, if Ci is one of the irreducible projective
curves contracted to x by f : Y →X then KYCi = 0, and according to the inequal-
ity (4.59),

C2
i ≥−2.

Because C2
i < 0, and C2

i �= −1 by minimality of the resolution, it follows that
C2

i =−2 and Ci
∼= P

1. From the fact that (Ci + Cj)
2 < 0 for i �= j it now follows

that CiCj ≤ 1, that is, Ci and Cj either do not intersect, or intersect transversally in
one point.

The purely algebraic question of classifying Z-modules Ze1+· · ·+Zer having a
negative definite scalar product satisfying eiej > 0 and e2

i =−2 for i, j = 1, . . . , r
occurs in a number of problems. It first appeared in connection with the classifi-
cation of simple Lie algebras in the theory of root systems (see Bourbaki [19]).
The answer is as follows: the basis e1, . . . , er breaks up into disjoint “connected
components” with eiej = 0 for ei and ej belonging to different components, and
the module decomposes as a direct sum of submodules corresponding to the differ-
ent components. Thus the problem reduces to describing the “connected” modules,
which can have only the graphs of Figure 20 (each vertex is marked with −2).

It can be shown that the set of curves that appear on resolving a singularity is
always connected. For k = C we will prove this in Theorem 7.2 of Section 2.5,

17There are many alternative names in the literature: Kleinian singularities, rational double points,
simple singularities, etc.
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Chapter 7. Thus the Du Val singularities correspond only to graphs of type An, Dn,
E6, E7 and E8. It can be proved that a Du Val singularity is determined up to formal
analytic equivalence by its graph. They can be given by equations

An : x2 + y2 + zn+1 = 0 for n≥ 1,

Dn : x2 + y2z+ zn−1 = 0 for n≥ 4,

E6 : x2 + y3 + z4 = 0,

E7 : x2 + y3 + yz3 = 0,

E8 : x2 + y3 + z5 = 0.

One of the realisations of these singularities is as follows:

Theorem 4.13 Suppose that chark = 0 and that G is a finite group of linear trans-
formations of the plane A

2, with detg = 1 for all g ∈ G. Then the image of the
origin 0 ∈A

2 is a Du Val singularity y0 ∈A
2/G.

The proof uses the following construction, which we discuss in complete gener-
ality in Section 4.1, Chapter 5. Let X, Y and S be three varieties, and f : X→ S and
h : Y → S regular maps. The fibre product of X and Y over S is the closed subset in
X × Y consisting of pairs (x, y) for which f (x)= h(y); it is denoted by X ×S Y .
The maps f : X→ S and h : Y → S define a map X×S Y → S, and the projections
X× Y →X and X× Y → Y define projections X×S Y →X and X×S Y → Y .

Let h : X→A
2/G= S be the minimal resolution of the singularity y0 ∈A

2/G.
Consider the fibre product Z = A

2 ×S X and its normalisation Zν . (Here we are
using the existence of the normalisation, proved in Theorems 2.20 and 2.22 only
for affine varieties and curves; in Section 1.1, Chapter 6, the normalisation will be
constructed in sufficient generality for our present purposes.) We have the diagram
of maps

Zν q→ X

p ↓ ↓ h

A
2 →

f
A

2/G.

Consider the differential form ω= dx ∧ dy on A
2. From the condition detg = 1

for all g ∈ G it follows that g∗(ω) = ω. Write ω in the form hds ∧ dt with s,
t ∈ k(A2/G) and h ∈ k(A2). Then from the fact that g∗(ω) = ω it follows that
g∗(h)= h; writing h in the form P/Q with P , Q ∈ k[A2] we see that

h=
(

P
∏

g �=e

g∗(Q)

)

/

(

∏

g

g∗(Q)

)

,

and it follows that h ∈ k(A2/G). Thus ω = f ∗(ω0) with ω0 ∈ Ω2(A2/G). Write
ω1 = h∗(ω0) and ω= q∗(ω1)= p∗(ω). From the fact that ω= p∗(ω) it follows that
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ω is regular on the set of nonsingular points of the surface Zν . On the other hand,
for any maps f : X→ S and h : Y → S it is easy to check that if f is finite then
so is X ×S Y → X. Thus Z→ X is finite, and hence also Zν → X. We use the
following fact:

Lemma If ϕ : U → V is a finite map of nonsingular surfaces and ω1 a rational
differential 2-form on V such that ϕ∗(ω1) is regular, then ω1 is also regular.

Proof of Theorem 4.13 We leave the proof of the lemma until after that of The-
orem 4.13. It follows from the lemma that ω1 is regular outside the image of the
finite set of singular points of Zν , and hence is regular on the whole of X. Let us
determine the divisor div(ω1) on X. At any point α ∈ A

2 with α �= (0,0) we can
find local parameters of the form f ∗(u), f ∗(v) (see Example of Section 2.1, Chap-
ter 2), and it follows that ω0 is regular and nonzero at all points y �= y0 ∈ A

2/G,
and these points are nonsingular. In exactly the same way, h is an isomorphism on
X \ f−1(y0), and ω1 is nonzero on X \ f−1(y0). Thus D = div(ω1)=∑

riCi with
ri ≥ 0; obviously D ∼ KX . From the inequality (4.59), and the minimality of the
resolution, we get DCi =KXCi ≥ 0. But then D2 =∑

riDCi ≥ 0, which by The-
orem 4.11 is only possible if DCi = 0 for all i. Thus KXCi = 0, that is, y0 is a Du
Val singularity. The theorem is proved. �

Proof of the Lemma It is enough to prove that if vC(div(ω1)) < 0 for any irreducible
curve C ⊂ V then also vC′(ϕ∗ div(ω1)) < 0 for any component C′ of the inverse
image of C. This can be checked on any open subset V ′ ⊂ V meeting C.

What makes the problem nontrivial is that ϕ∗(div(ω1)) �= div(ϕ∗(ω1)) in gen-
eral. However, if the differential dαϕ : ΘU,α

∼→ ΘV,ϕ(α) of ϕ at a point α ∈ U is
an isomorphism on the tangent spaces then the inverse images ϕ∗(v1), ϕ∗(v2) of
local parameters v1, v2 at ϕ(α) are local parameters at α. Thus if ω1 = f dv1 ∧ dv2
then ϕ∗(ω1)= ϕ∗(f )dϕ∗(v1)∧ dϕ∗(v2), and in an neighbourhood of α this has di-
visor div(ϕ∗(f ))= ϕ∗(div(f ))= ϕ∗(div(ω1)). Thus we need only consider curves
C′ ⊂ U such that dαϕ is degenerate at every point α ∈ C′. Set ϕ(C′) = C. Since
the map ϕ : C′ → C is an isomorphism of the tangent spaces over an open set, we
can assume that at α the local parameter along C′ is ϕ∗(v1), where v1, v2 are local
parameters at ϕ(α), where v2 = 0 is a local equation of C and v1 restricts to a local
parameter along C. Set w = v1 and let (w, t) be local parameters at α, with t a local
equation of C′. Suppose ϕ∗(v2)= teh where vC′(h)= 0, and set w1 = f dv1 ∧ dv2.
Then

ϕ∗(ω1)= ϕ∗(f )dw ∧ d
(

ϕ∗(v2)
)= ϕ∗(f )

(

ete−1hdw ∧ dt + tedw ∧ dh
)

,

and it follows that vC′(ϕ∗(div(ω1)))= vC′(ϕ∗(div(f )))+ e − 1. But if C is in the
divisor of poles of ω1 then vC(f ) = −l with l > 0, and then vC′(ϕ∗(div(ω1))) =
−le+ e − 1, which is also < 0. In other words, an effective term gets added on to
the divisor ϕ∗(div(ω1)), but not enough to compensate for the pole that arises. The
lemma is proved. �
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The groups G appearing in Theorem 4.13 are well known. Write SL(2, k) for
the group of linear transformations with determinant 1, and consider the homo-
morphism π : SL(2, k)→ PSL(2, k) to the group of projective transformations of
P

1; the kernel of π is ±1. Then the finite subgroups G ⊂ SL(2, k) are the fol-
lowing: either the cyclic group of order n consisting of transformations (x, y) �→
(εx, ε−1y) for εn = 1, or the binary dihedral group of order 4n, generated by
(x, y) �→ (εx, ε−1y) for ε2n = 1, and (x, y) �→ (−y, x), or the binary tetrahedral,
binary octahedral or binary icosahedral groups, that is, the inverse image under π

of the subgroups of PSL(2, k) isomorphism to the tetrahedral, octahedral or icosa-
hedral groups. These groups have order n, 4n, 24, 48 and 120 respectively (see for
example Springer [75]). It is not hard to find the corresponding Du Val singulari-
ties, which turn out to be An−1 for the cyclic group of order n, Dn+2 for the binary
dihedral group of order 4n, and E6, E7 and E8 for the binary tetrahedral, binary
octahedral or binary icosahedral groups (see de la Harpe and Siegfried [24]).

4.4 Degeneration of Curves

Let X be a nonsingular projective irreducible surface and f : X→ S a regular map
to a curve S; fix some point s0 ∈ S, and assume that for every s ∈ S with s �= s0,
the fibre f−1(s) is a nonsingular irreducible curve. We can consider {f−1(s) | s ∈
S \ s0} as a family of nonsingular curves, and f−1(s0) as a degeneration of this. By
the Castelnuovo contractibility criterion mentioned in Section 3.5, any −1-curve
among the components of f−1(s0) can be contracted to a point without affecting
the nonsingularity of X. Hence we assume in what follows that there are no such
components. Moreover, it can be proved that f−1(s0) is connected, that is, cannot
be written as a union of two closed disjoint curves. In the case k = C this will be
proved in Theorem 7.2 of Section 2.5, Chapter 7.

Theorem 4.14 Under the above assumptions, consider the divisor s0 on S con-
sisting of one point, and suppose that its inverse image f ∗(s0) decomposes as
f ∗(s0) =∑

riCi , where the Ci are irreducible components and ri > 0. Then any
divisor D =∑

liCi satisfies D2 ≤ 0, with D2 = 0 if and only if D is proportional
to
∑

riCi .

Proof Obviously
∑

riCi = f ∗(s0) ∼ f ∗(Δ), where Δ is a divisor on C not con-
taining s0. Hence the restriction to any component Ci of these divisors satis-
fies f ∗(s0)|Ci

∼ f ∗(Δ)|Ci
= 0. It follows from this that f ∗(s0)Ci = 0, that is

(
∑

riCi)B = 0 for every B =∑

liCi . In particular (f ∗(s0))
2 = 0. Theorem 4.14

now follows from the following result of linear algebra proved in Proposition A.3
of the Appendix:

Proposition Let M be a free Z-module with a scalar product ab ∈ Z for a, b ∈M .
Suppose that M has a basis e1, . . . , er satisfying eiej ≥ 0 for each i �= j , and that
the {ei} cannot be split up into two components with eiej = 0 for ei , ej in different
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components; assume that there exists an element d =∑

liei with li > 0 such that
dei = 0 for i = 1, . . . , r . Then every m ∈M satisfies m2 ≤ 0, with equality only if m
is proportional to d .

Theorem 4.14 is proved. �

It is interesting to note that Theorem 4.14 occupies an intermediate position be-
tween the Hodge index theorem of Section 2.4, and Theorem 4.12: the curves con-
sidered in Theorem 4.14 are contained in a fibre of a map f : X→ C to a curve C,
those of Theorem 4.12 in a fibre of a map f : X→ Y to a surface Y , and those of
the Hodge index theorem in a fibre of a map f : X→ z to a point z.

We now study the simplest examples of the situation described in Theorem 4.14.
If the genus of the curves f ∗(s) for s �= s0 is 0, that is, if f ∗(s) ∼= P1 then un-
der the above assumption one can show that there is no degeneration, that is, the
curve f−1(s0) is also nonsingular and isomorphic to P

1. See, for example, Shafare-
vich [69, Chapter V] or Griffiths and Harris [33, IV.5].

Next in order of difficulty is the case when the curves f−1(s) for s �= s0 have
genus 1, that is, they are isomorphic to nonsingular plane cubic curves. Consider
the pencil X of elliptic curves of Example 2.8 given by the equation

ξ2
2 ξ0 = ξ3

1 + a(t)ξ1ξ
2
o + b(t)ξ3

0

in P
2 ×A

1. In the affine part A2 ×A
1 this equation is y2 = x3 + a(t)x + b(t). The

fibre of f : X→A
1 over a point c ∈A

1 will be nonsingular when Δ(c) �= 0, where
Δ = 4a3 + 27b2. We suppose that Δ does not vanish identically on A

1, but that
Δ(0)= 0, and study the fibre f−1(0). In order to work with a projective surface we
consider the closure of X in P2×P1 ⊃ P2×A1. The surface we obtain is in general
singular: points of a fibre f−1(c) will be nonsingular if Δ(c) �= 0, but when Δ(c)=
0 this will only happen if c is a simple root of Δ (see Example 2.8). We consider the
minimal resolution ϕ : Y →X, which maps to P

1 by g = f ◦ ϕ : Y → P
1; here at a

point such that Δ(c) �= 0, the fibre of g is the same as that of the original pencil f .
On Y , consider the differential 2-form ω = y−1dx ∧ dt . One sees easily that

above points c ∈ A
1 where Δ(c) �= 0, this form is regular and nowhere vanishing;

this comes from the fact that the 1-form y−1dx is regular and nowhere vanishing on
the curve f−1(c). It follows from this that the canonical class KY contains a divisor
consisting only of components of fibres. Suppose that g∗(0) =∑

riCi , where the
Ci are components of the fibre g−1(0) and ri > 0. We write KY in the form KY =
∑

niCi +D, where D consists of components of fibres other than g−1(0). Since
g∗(0)∼ g∗(c) for c �= 0, we can add in a multiple of g∗(0)− g∗(c) to arrange that
all ni > 0. Since all fibres g∗(c) are linearly equivalent, g∗(c)KY = 0. We consider
two cases.

Case A (g−1(0) is an irreducible curve C) Since in this case C2 = 0 and KYC = 0,
from (4.58) and the fact that g(C)≥ 0 we get that

δ =
∑ ki(ki − 1)

2
≤ 1,
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Figure 21 The extended Dynkin diagrams ˜An, ˜Dn, ˜E6, ˜E7 and ˜E8

that is, δ equals 0 or 1. If δ = 0 then C is a nonsingular curve. If δ = 1 then C has
just one singularity of multiplicity 2 which is resolved by one blowup. It follows
that the singular point is formally analytically equivalent to the singularity y2 = x2

or y2 = x3 (see Exercise 12 of Section 3.3, Chapter 2). These are exactly the types
of singularities that can appear on irreducible plane cubics.

Case B (g−1(0) is reducible) Then Theorem 4.14 implies that any component Ci

of the fibre satisfies C2
i < 0. We write KY in the form KY =∑

njCj + D with
all the nj > 0 and SuppD disjoint from g−1(0). Then if (

∑

njCj )
2 < 0 we would

have KYCi < 0 for at least one component Ci . But then, by the same argument as
in Section 4.5, the inequality (4.58) implies that C2

i =−1, g(Ci)= 0 and ki = 0, so
that Ci is a −1-curve, and we are assuming that there are no such components in
fibres. Hence (

∑

njCj )
2 = 0, and so it follows from Theorem 4.14 that

∑

njCj is
proportional to the fibre f ∗(0), and so KYCi = 0. Now (4.58) gives that C2

i =−2,
g(Ci)= 0, ki = 0, in other words, all the components of fibres are isomorphic to P

1

and have C2
i =−2.

If the fibre has just two components C1 and C2 and g∗(0)= n1C1 + n2C2 then
(C1 + C2)

2 ≤ 0 gives C1C2 ≤ 2, and (n1C1 + n2C2)
2 = 0 implies that n2

1 + n2
2 =

n1n2C1C2, which is only possible if C1C2 = 2. The two components can intersect
transversally in 2 points or have a point of tangency.

If the fibre has more than two components, then (Ci + Cj )
2 < 0 implies that

CiCj = 0 or 1. Thus the curves Ci and Cj are either disjoint, or they meet transver-
sally. We draw the system of curves C1, . . . ,Cr as a graph with the same conventions
as for the resolution of isolated singularities.

We have seen that these define a basis of the Z-module ⊕ZCi satisfying the
assumptions of Theorem 4.14, and the additions condition C2

i = −2. All such Z-
modules have been found in connection with root systems (see Bourbaki [19]); their
graphs are presented in Figure 21.

The relation with the theory of Du Val singularities is as follows. Suppose that
the elliptic pencil is given by the equation

y2 = x3 + a(t)x + b(t), (4.61)
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where a(t) and b(t) are polynomials. We will assume that a and b are not simulta-
neously divisible by a 4th and 6th power of any polynomial c(t), since in that case
one could get rid of the factors by means of the birational transformation y = y1c

3,
x = x1c

2. Then the surface given by (4.61) has a Du Val singularity on every fibre
f−1(c) with Δ(c)= 0, and the fibre of the nonsingular surface consists of the curves
appearing in the minimal resolution of this singularity, together with the birational
transform of the fibre. A singularity of type An gives a fibre of type ˜An, Dn a fibre
of type ˜Dn, and E6, E7, E8 a fibre of type ˜E6, ˜E7, ˜E8.

4.5 Exercises to Section 4

1 Find the graph of infinitely near points for the curve singularity y2 = xn.

2 Generalise the notion of class (see Exercise 22 of Section 7.7, Chapter 3) to sin-
gular plane curves. Prove that the class of a plane projective curve of degree n with
d ordinary double points is n(n− 1)− d .

3 What are the singularities of a curve lying on a nonsingular surface that can be
resolved by a single blowup? Give a characterisation of these in terms of the local
equation of the curve, or more precisely, in terms of all its terms of degree r and
r + 1, where r is the multiplicity of the singularity.

4 Prove that an irreducible plane curve C of degree n satisfies
∑

ri(ri − 1)≤ (n−
1)(n − 2), where ri are the multiplicities of the singular points. What happens in
case of equality?

5 Find the resolution graph corresponding to the Du Val singularities A2/G of type
(n,−1); for this, embed A

2/G in affine 3-space A
3, and use a sequence of blowups

of (0,0,0) and in the singularities of the variety arising after the blowup.
Do the same for the quotient singularity A

2/G where G⊂ SL(2,C) is the binary
dihedral group of order 4n, generated by

α =
(

ε 0
0 ε−1

)

and β =
(

0 1
−1 0

)

,

where ε = exp(2πi/2n).

6 Suppose that X is a nonsingular projective surface such that, for some n > 0, the
rational map ϕ corresponding to the class nKX is regular and a birational embedding
with normal image. Prove that ϕ(X) has only Du Val singularities.

7 Find all the types of degenerate fibres of a pencil of elliptic curves in Weierstrass
normal form for which Δ= 4a3 + 27b2 has a double root at the point of degenera-
tion.
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8 Resolve the singularity of the surface y2 = x3 + αt2x + βt3, where α, β ∈ k and
4α3 + 27β2 �= 0. For this, blow up the ambient space at (0,0,0), then again at the
new singular points, and so on. Verify that the singularity is a Du Val singularity
of type D4, and that the singular fibre of the pencil of elliptic curves arising after
resolving is of type ˜D4.



Algebraic Appendix

1 Linear and Bilinear Algebra

Recall that a scalar product on an Abelian group M with values in an Abelian group
B is a function (a, b) for a, b ∈M with values in B satisfying the conditions

(b, a)= (a, b), (A.1)

(a1 + a2, b)= (a1, b)+ (a2, b). (A.2)

Proposition A.1 Let M be an arbitrary Abelian group and B an Abelian group in
which division by 2 is possible and unique. A function f (a) on M with values in B

can be expressed as f (a)= (a, a) for some scalar product (a, b) if and only if

f (a + b)+ f (a − b)= 2
(

f (a)+ f (b)
)

. (A.3)

Proof If f (a) = (a, a) then (A.3) follows at once from (A.1) and (A.2). Assume
(A.3), and set

(a, b)= 1

2

(

f (a + b)− f (a)− f (b)
)

. (A.4)

Then (A.1) is obvious and (A.2) is equivalent to

(a + b, c)− (a, c)− (b, c)= 0. (A.5)

We write ψ(a, b, c) for the left-hand side of (A.5). It follows from (A.4) that

2ψ(a, b, c)= f (a+b+c)−f (a+b)−f (a+c)−f (b+c)+f (a)+f (b)+f (c),

so that ψ(a, b, c) is a symmetric expression in a, b and c. Applying (A.3) with
a = b = 0 implies that f (0) = 0, and with a = 0 that f (−b) = f (b). Now from
(A.3) and (A.4) we deduce that (a,−b) = −(a, b), and so in view of (A.1),
(−a, b) = −(a, b). Putting this all together gives ψ(a, b,−c) = −ψ(a, b, c), and
the same equality for a and b by symmetry. But (A.5) also gives ψ(−a,−b, c) =
I.R. Shafarevich, Basic Algebraic Geometry 1, DOI 10.1007/978-3-642-37956-7,
© Springer-Verlag Berlin Heidelberg 2013
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−ψ(a, b, c), whereas we have just proved that ψ(−a,−b, c) = ψ(a, b, c). Hence
ψ(a, b, c)= 0. The proposition is proved. �

Proposition A.2 Let M be a Z-module having a scalar product (a, b) ∈ Z for a,
b ∈M , and suppose that e1, . . . , er is a set of generators of M satisfying (ei, ej )≥ 0
for i �= j . Assume that there exists an element d =∑r

i=1 miei with mi > 0 and
(d, ei) < 0 for i = 1, . . . , r . Then (m,m) < 0 for all nonzero m ∈M , and e1, . . . , er
are linearly independent in M .

Proof Write A for the symmetric r × r matrix with entries aij = (ei, ej ), and de-
fine a scalar product ϕ on R

r by ϕ(x, y) =∑

aij xiyj . It is enough to prove that
ϕ(x, x) < 0 for all nonzero x ∈R

r ; because then the map Z
r →M taking the basis

element fi = (0, . . . ,1, . . . ,0) to ei is an isometry, hence an isomorphism, and so
e1, . . . , er are linearly independent in M .

The function ϕ(x, x)/|x|2 on R
r \ 0 achieves it supremum λ because the unit

sphere Sr−1 is compact; moreover, it is easy to see that

λ= sup
0�=u∈Rr

{

ϕ(u,u)

|u|2
}

= ϕ(x, x)

|x|2

holds if and only if x is a nonzero eigenvector of A belonging to the maximum
eigenvalue λ, so that Ax = λx. Now because aij ≥ 0 for i �= j , we can assume
that the coordinates xi of x = (x1, . . . , xr ) are all ≥ 0; for ϕ(x, x) =∑

aij xixj ≤
∑

aij |xi ||xj | = ϕ(y, y), where y = (|x1|, . . . , |xr |).
Since x is an eigenvector of A, we have

λ
∑

ij

ximj =
∑

ij

aij ximj =
∑

ij

ϕ(ei, ej )ximj (∗)

for any m = (m1, . . . ,mr) ∈ R
r . We apply this to m = (m1, . . . ,mr) ∈ Z

r , where
d =∑

miei is the element given in the assumption. Then the right-hand side of
(∗) equals

∑

xiϕ(ei, d), which is negative since xi ≥ 0 and ϕ(ei, d) < 0. Finally,
∑

ij ximj > 0 on the left-hand side of (∗), and therefore λ < 0; thus the matrix A

has maximum eigenvalue λ < 0, and it follows that it is negative definite. �

Proposition A.3 Let M be a Z-module having a scalar product (a, b) ∈ Z for a,
b ∈M , and suppose that e1, . . . , er is a set of generators of M satisfying (ei, ej )≥ 0
for i �= j . Assume that there exists an element d = ∑r

i=1 liei with li > 0 and
(d, ei) = 0 for i = 1, . . . , r . Then (m,m) ≤ 0 for all m ∈M . If in addition the el-
ements e1, . . . , er cannot be partitioned into two components in such a way that
(ei, ej )= 0 for ei and ej in different components then (m,m)= 0 only for m pro-
portional to d .

Proof The proof is almost the same as for Proposition A.2. Arguing as there, we find
that the matrix A has maximum eigenvalue λ= 0, which proves that ϕ(x, x)≤ 0 for
all x ∈R

r ; and moreover, ϕ(x, x)= 0 for x ∈R
r only if Ax = 0. Suppose that there



2 Polynomials 285

exist two linearly independent vectors x(1) and x(2) ∈ R
r with ϕ(x(i), x(i)) = 0,

hence Ax(i) = 0. Then there is a nonzero linear combination x of x(1) and x(2)

which has some zero coefficients.
As in the proof of Proposition A.2, passing to the vector y = (|x1|, . . . , |xr |), we

can again assume that all the coefficients of x are ≥ 0, some= 0; and x still satisfies
Ax = 0, that is, ϕ(x,fi)= 0 for i = 1, . . . , r , where fi = (0, . . . ,1, . . . ,0) ∈ R

r is
the standard basis. Suppose that x =∑s

i=1 xifi with xi > 0 and s < r . Then for
j > s we have 0 = ϕ(x,fj ) =∑s

i=1 xiϕ(fi, fj ), and since ϕ(fi, fj ) ≥ 0 for all i
and j and xi > 0 for i ≤ s it follows that (ei, ej )= ϕ(fi, fj )= 0 for i ≤ s and j > s.
This partitions the set of vectors {e1, . . . , er} into two components {e1, . . . , es}
and {es+1, . . . , er} consisting of pairwise orthogonal vectors. The proposition is
proved. �

2 Polynomials

Proposition A.4 Let an ∈ Q be a sequence of numbers, and suppose that there
exists a polynomial g(T ) ∈ Q[T ] such that an+1 − an = g(n) for all sufficiently
large n. Then there exists a polynomial f (T ) ∈ Q[T ] such that an = f (n) for all
sufficiently large n.

Proof For any g(T ) ∈ Q[T ], there exists a polynomial h(T ) ∈ Q[T ] such that
h(T + 1)− h(T )= g(T ). This assertion can be proved by induction on n= degg;
for if g has leading term equal to aT n then setting h0(T )= a/(n+ 1)T n+1, we find
that h0(T +1)−h0(T )−g(T ) has degree < n, and then we can use induction. Note
that h is determined up to an additive constant.

For any choice of the polynomial h we get

an+1 − an = h(n+ 1)− h(n), that is, h(n+ 1)− an+1 = h(n)− an

for all sufficiently large n, that is, h(n)−an = c. The polynomial f = h−c satisfies
the requirements of the proposition. The proposition is proved. �

3 Quasilinear Maps

Let L be a vector space over a field K and ϕ : L→ L a map. We say that ϕ is quasi-
linear if ϕ(x + y)= ϕ(x)+ ϕ(y) for x, y ∈ L, and there exists an automorphism g

of K such that

ϕ(αx)= g(α)ϕ(x) for all α ∈K and x ∈ L;

then we say that g is the automorphism of K associated with ϕ.
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Proposition A.5 Let L be a finite dimensional vector space over a field K , and
G a finite group of quasilinear maps of L. Assume that every element e �= ϕ ∈ G

has associated automorphism g �= idK . Then L has a basis consisting of elements
invariant under G.

Remark Obviously, in this basis, each map in G has the identity matrix; this does
not mean, of course, that it is the identity map: it acts on coordinates by the corre-
sponding automorphism of K .

We start with a well-known lemma.

Lemma Any set {g1, . . . , gn} of distinct field homomorphism gi : K → K is lin-
early independent over K ; that is, there does not exist any nontrivial relation of the
form

n
∑

i=1

λigi(ξ)= 0 for all ξ ∈K (A.7)

with λi ∈K .
In other words, there exist α1, . . . , αn ∈K such that

det
∣

∣gi(αj )
∣

∣ �= 0. (A.8)

Proof of the Lemma Among all relations of the form (A.7), choose one with the
minimal number of nonzero coefficients λi . There are obviously at least two such
nonzero coefficients, say λj �= 0 and λk �= 0 with j �= k. Since by assumption gj �=
gk there exists α ∈K such that gj (α) �= gk(α). Substituting αξ for ξ in (A.7) gives

n
∑

i=1

λigi(α)gi(ξ)= 0 for all ξ ∈K . (A.9)

Subtracting gj (α) times (A.7) from (A.9) gives a relation

n
∑

i=1

λi

(

gi(α)− gj (α)
)

gi(ξ)= 0, (A.10)

in which gj (ξ) has coefficient 0, but the coefficient gk(ξ) is

λk

(

gk(α)− gj (α)
) �= 0.

This contradicts the minimality of the choice of relation (A.7). The lemma is
proved. �

Proof of Proposition By assumption the different maps in G have different asso-
ciated homomorphisms. Thus we can index the elements of G by their associated
homomorphisms. Write Ag ∈G for the map with associated homomorphism g.
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Let LG be the set of vectors x ∈ L invariant under all Ag ∈G; let us prove that
LG generates L. For this, set S(x)=∑

Ag(x); obviously S(x) ∈ LG for any x ∈ L.
We prove that already the vectors S(x) with x ∈ L generate L over K .

For this, note that the space spanned by the S(x) contains the elements S(αx)=
∑

g(α)Ag(x) for all α ∈K . By the lemma, we can choose elements α1, . . . , αn for
which det |gi(αj )| �= 0. We see that the Ag(x) can be expressed as linear combina-
tions of the S(αix). In particular for g = e we get an expression for x itself, which
was what we wanted.

Now it is enough to choose vectors y1, . . . , yr ∈ LG that generate L, and a max-
imal linearly independent subset among these. This will be the required basis. The
proposition is proved. �

4 Invariants

Proposition A.6 Let A be a finitely generated algebra over k and G a finite group
of automorphisms of A. Assume that the order n of G is not divisible by chark. Write
AG for the subalgebra of elements a ∈A such that g(a)= a for all g ∈G. Then AG

is finitely generated as an algebra over k.

Proof We write S for the averaging operator

S(a)= 1

n

∑

g∈G
g(a).

For any a ∈A, the coefficients of the polynomial

Pa(T )=
∏

g∈G

(

T − g(a)
)= T n + σ1T

n−1 + · · · + σn

belong to AG. The coefficients σi are the elementary symmetric functions in g(a),
that can be expressed in terms of the Newton sums S(ai) for i = 1, . . . , n. Let
u1, . . . , um be a set of generators of A. Write B for the subalgebra of AG gener-
ated by the elements S(u

j
i ) for i = 1, . . . ,m and j = 1, . . . , n. Then Pui

(ui) = 0,
and hence the un

i can be expressed as linear combinations of 1, ui, . . . , u
n−1
i with

coefficients in B . Therefore it follows by induction that any monomial ua1
1 · · ·uam

m

can be expressed as a linear combination of monomials of the same kind with
a1, . . . , am < n. Thus any element a ∈A has an analogous expression

a =
∑

ai<n

ϕa1...amu
a1
1 · · ·uam

m with ϕa1...am ∈ B .

In particular, let a ∈AG. Applying the operator S to this, we get

a = S(a)=
∑

ϕa1...amS
(

u
a1
1 · · ·uam

m

)

.
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It follows that AG is generated by elements S(u
a1
1 · · ·uam

m ) with ai < n and S(un
i ).

The proposition is proved. �

5 Fields

Proposition A.7 Let k be an algebraically closed field and k ⊂ K a finitely gen-
erated extension. Then there exist elements z1, . . . , zd+1 ∈ K with K = k(z1, . . . ,

zd+1), and such that z1, . . . , zd are algebraically independent over k and zd+1 is
separable over k(z1, . . . , zd).

Proof Suppose that K is generated over k by a finite number of elements t1, . . . , tn,
and let d be the maximal number of algebraically independent elements among
the ti . Suppose that t1, . . . , td are algebraically independent. Then any element y ∈
K is algebraically dependent on t1, . . . , td , and moreover, there exists a relation
f (t1, . . . , td , y)= 0 with f (T1, . . . , Td, Td+1) irreducible over k.

Let f (T1, . . . , Td+1) be such a polynomial for t1, . . . , td+1. We assert that the
partial derivative f ′Ti

(T1, . . . , Td+1) �= 0 for at least one i = 1, . . . , d + 1. Indeed, if
not, then each Ti only occurs in f in powers that are multiples of the characteristic p

of k; that is, f is of the form f =∑

ai1...id+1T
pi1
1 · · ·T pid+1

d+1 . Set ai1...id+1 = b
p
i1...id+1

and g =∑

bi1...id+1T
i1
1 · · ·T id+1

d+1 ; then we get f = gp , which contradicts the irre-
ducibility of f .

If f ′Ti
�= 0, the d elements t1, . . . , ti−1, ti+1, . . . , td+1 are algebraically inde-

pendent over k. Indeed, ti is algebraic over k(t1, . . . , ti−1, ti+1, . . . , td+1) because
f ′Ti
�= 0, so that Ti occurs in f . Thus if t1, . . . , ti−1, ti+1, . . . , td+1 were algebraically

dependent, the transcendence degree of k(t1, . . . , td+1) would be less than d , which
contradicts the algebraic independence of t1, . . . , td .

Thus we can always renumber the ti , so that t1, . . . , td are algebraically inde-
pendent over k, and f ′Td+1

�= 0. This shows that td+1 is separable over k(t1, . . . , td ).
Since td+2 is algebraic over k(t1, . . . , td ), by the primitive element theorem (see van
der Waerden, [76, Section 46]), we can find an element y such that k(t1, . . . , td+2)=
k(t1, . . . , td , y). Repeating the process of adjoining elements td+1, . . . , tn, we ex-
press K as k(z1, . . . , zd+1), where z1, . . . , zd are algebraically independent over k

and

f (z1, . . . , zd , zd+1)= 0,

with f an irreducible polynomial over k with f ′Td+1
�= 0. Proposition A.7 is

proved. �

Proposition A.8 Let k be an algebraically closed field of characteristic p, and K

a finitely generated field extension of k, having transcendence degree 1 over k. Let
K(p) be the subfield consisting of pth powers αp , with α ∈K . Then [K :K(p)] = p.
If L⊂K is a subfield such that K is an inseparable extension of L then L⊂K(p).
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Proof Recall that α �→ αp defines a field homomorphism K→K , whose image is
the subfield K(p). Let t ∈ K be transcendental over k. The first assertion follows
from the diagram

K(p) ⊂ K
⋃ ⋃

k(t)(p) ⊂ k(t).

Indeed, this implies that

[

K : k(t)(p)
]= [

K : k(t)][k(t) : k(t)(p)
]= [

K :K(p)
][

K(p) : k(t)(p)
]

.

Since α �→ αp defines an isomorphic inclusion, it follows that [K : k(t)] = [K(p) :
k(t)(p)], and therefore [K : K(p)] = [k(t) : k(t)(p)]. Finally, it is obvious that
k(t)(p) = k(tp), and hence

[

k(t) : k(t)(p)
]= p and

[

K :K(p)
]= p.

To prove the second assertion, write L′ for the set of all elements of K that
are separable over L. It is very easy to prove that this is a subfield. We can ob-
viously replace L by L′, and thus assume that any element of K that is sep-
arable over L belongs to L. Let α ∈ K and suppose that its minimal polyno-
mial is of the form P(T ) = a0T

pmr + a1T
pm(r−1) + · · · + ar−1T

pm + ar where
Q(T ) = a0T

r + a1T
(r−1) + · · · + ar−1T + ar is a separable polynomial, that is

Q′(T ) �= 0. Then β = αpm
satisfies Q(β) = 0, that is, β is separable over L, and

therefore belongs to L.
It follows that K can be obtained from L by successively adjoining pth roots;

that is, there is a chain L=K1 ⊂ · · · ⊂Km =K , with Ki =Ki−1(
p
√
αi), for some

αi ∈ Ki−1. Set K ′ = Km−1 and α = αm−1, so that K = K ′( p√
α). We prove that

K ′ = K(p), and it is at this point that we use that K has transcendence degree 1
over k.

Any element β ∈ K has an expression β = a0 + a1
p√
α + · · · + αp−1(

p√
α)p−1

with ai ∈ K ′, and hence βp = a
p

0 + a
p

1 α + · · · + α
p

p−1α
p−1, that is K(p) ⊂ K ′.

But [K :K ′] = p, and we proved that [K :K(p)] = p in the first part of the proof.
Therefore K ′ =K(p) and L⊂K(p). Proposition A.8 is proved. �

6 Commutative Rings

Proposition A.9 (The Hilbert Nullstellensatz) Let k be an algebraically closed field
and F1, . . . ,Fm ∈ k[T1, . . . , Tn]. If the ideal (F1, . . . ,Fm) �= (1) then the system of
equations F1 = · · · = Fm = 0 has a solution in k.

Lemma If a system of equations F1 = · · · = Fm = 0 with Fi ∈ k[T1, . . . , Tn] has a
solution in some finitely generated extension field K of k, then it has a solution in k.
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Proof By Proposition A.7, K is of the form k(x1, . . . , xr , θ) where x1, . . . , xr are
algebraically independent over k, and θ is a root of a polynomial

P(X,U)= p0(X)Ud + · · · + pd(X) ∈ k(X)[U ],
with P(X,U) irreducible over k(X) = k(x1, . . . , xr ); here we write X = (x1, . . . ,

xr ). Suppose that Fj (ξ1, . . . , ξn) = 0 with ξi ∈ K . Write the ξi in the form ξi =
Ci(X, θ), with Ci(X,U) ∈ k(X)[U ]. The relation Fj (ξ1, . . . , ξn)= 0 gives the iden-
tity

Fj

(

C1(X,U), . . . ,Cn(X,U)
)= P(X,U)Qj (X,U) (A.11)

in X = (x1, . . . , xr ) and U , where Qj(X,U) ∈ k(X)[U ]. Choose values xi = αi ∈ k

for i = 1, . . . , n such that (α1, . . . , αn) is not a zero of the denominators of any
coefficient of P , Qi , C1, . . . ,Cn ∈ k(X)[U ], nor a zero of the leading coefficient
of P . Now choose U = τ ∈ k to be one of the roots of P(α1, . . . , αn, τ ) = 0,
and set Cj (α1, . . . , αn, τ ) = λj for j = 1, . . . ,m. Then it follows from (A.11) that
Fj (λ1, . . . , λn)= 0, that is, (λ1, . . . , λn) is a solution of the system F1 = · · · = Fm =
0. The lemma is proved. �

Proof of Proposition A.9 If the ideal (F1, . . . ,Fm) �= (1) then it is contained in some
maximal ideal M ⊂ k[T1, . . . , Tn], and K = k[T1, . . . , Tn]/M is a field. Write ξi for
the image of Ti in K . Obviously K = k(ξ1, . . . , ξn) and (ξ1, . . . , ξn) is a solution in
K of the system F1 = · · · = Fm = 0. We get a solution in k by applying the lemma.
This proves Proposition A.9. �

Corollary If G, F1, . . . ,Fm ∈ k[T1, . . . , Tn] and G is 0 at all solutions of the system
F1 = · · · = Fm = 0, then GN ∈ (F1, . . . ,Fm) for some N ≥ 0.

Proof It is enough to consider the case G �= 0. We introduce a new variable U , and
consider the polynomials

F1, . . . ,Fm and UG− 1 ∈ k[T1, . . . , Tn,U ].
By assumption these have no common solutions in k, and therefore by Proposi-
tion A.9 there exist polynomials P1, . . . ,Pm, Q ∈ k[T1, . . . , Tn,U ] such that

P1F1 + · · · + PmFm +Q(UG− 1)= 1.

This identity is preserved if we set U = 1/G. Clearing denominators we get

GN ≡ 0 mod (F1, . . . ,Fm).

The corollary is proved. �

Proposition A.10 Let A be a commutative ring with a 1. An element a ∈A is nilpo-
tent (that is, an = 0 for some n > 0) if and only if a belongs to every prime ideal
of A.
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Proof A nilpotent element is obviously contained in every prime ideal. Conversely,
suppose that a is not nilpotent. We construct a prime ideal not containing a. Con-
sider the ideals I ⊂ A not containing any power of a. By assumption, I = (0) has
this property. Let a be a maximal element of this set of ideals, which exists by
Zorn’s lemma. We prove that a is a prime ideal; then since a /∈ a, this will prove the
proposition.

For this, set B = A/a and write b for the image of a; we prove that B is an
integral domain. By assumption, any nonzero ideal b ⊂ B contains some power
of b, but b itself is not nilpotent. Suppose b1, b2 ∈ B with b1, b2 �= 0. Then by
assumption, bn1 ∈ (b1) and bn2 ∈ (b2) for some n1, n2 > 0. Hence bn1+n2 ∈ (b1b2),
and therefore b1b2 �= 0. Proposition A.10 is proved. �

Proposition A.11 (Nakayama’s Lemma) Let M be a finite module over a ring A

and a⊂A an ideal. Suppose that for any element a ∈ 1+a, aM = 0 implies M = 0.
Then aM =M implies that M = 0.

Proof Suppose that M = (μ1, . . . ,μn). The assumption aM =M implies that there
are equalities

μi =
n
∑

j=1

αijμj with αij ∈ a.

Thus
∑n

j=1(αij − δij )μj = 0 for i = 1, . . . , n, and by Cramér’s rule dμi = 0 for
i = 1, . . . , n, where d = det(αij −δij ); therefore dM = 0. Since d ∈ 1+a, it follows
by assumption that M = 0. The proposition is proved. �

Corollary A.1 If A ⊂ B are rings with B a finite A-module and a ⊂ A an ideal,
then a �=A implies aB �= B .

Proof Since B contains the unit element of A, aB = 0 only if a = 0, and if a �= (1)
then 0 /∈ 1+ a. This verifies the assumptions of Proposition A.11, and so aB �= B .
The corollary is proved. �

Corollary A.2 If a ⊂ A is an ideal such that every element of 1+ a is invertible,
M a finite A-module and M ′ ⊂M any submodule, then M ′ + aM =M implies that
M ′ =M .

Proof Apply Proposition A.11 to the module M/M ′. The corollary is proved. �

Remark It is easy to see that the assumption on the ideal a in Corollary A.2 holds if
A/a is a local ring.

Corollary A.3 Under the assumptions of Corollary A.2, elements μ1, . . . ,μn ∈M

generate M if and only if their images generate M/aM .
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Proof Apply Corollary A.2 to the submodule M ′ = (μ1, . . . ,μn). The corollary is
proved. �

Proposition A.12 Let A be a Noetherian ring, and a⊂ A an ideal such that every
element of 1+ a is invertible in A. Then

⋂

n>0(b+ an)= b for any ideal b⊂A.

(1) The case b= 0. Apply Proposition A.11 to M =⋂

an.
(2) The general case. Set B =A/b and let a= (a+ b)/b be the image of a in B .

Then (a)n = (a + b)n/b = (an + b)/b is the image of an in B . By the case (1),
⋂

n>0(a)
n = 0, and hence

⋂

n>0(b+ an)= b. The proposition is proved.

Proposition A.13 Suppose that a is an ideal of a Noetherian ring A such that every
element of 1+ a is invertible in A. Then the property that a sequence of elements
f1, . . . , fm ∈ a is a regular sequence (see Section 1.2, Chapter 4) is preserved under
permutations of the fi .

Proof It is enough to prove that permuting two adjacent elements fi , fi+1 of a
regular sequence again gives a regular sequence. Set (f1, . . . , fi−1)= b and A/b=
B , and write a, b for the images in B of fi , fi+1. Everything reduces to the proof
of Proposition A.13 for a regular sequence a, b of B . We need to prove (1) that b is
not a zerodivisor in B , and (2) that a is not a zerodivisor modulo b.

(1) Suppose that xb= 0. We prove then that

x ∈ (ak
)

for all k. (A.12)

Since A is Noetherian, it follows by Proposition A.12 that x = 0. We verify (A.12)
by induction. If x = x1a

k then x1a
kb = 0. Since a, b is a regular sequence, a is a

non-zerodivisor, and hence x1b = 0. Again because a, b is a regular sequence, it
follows that x1 ∈ (a), hence x ∈ (ak+1).

(2) Suppose that xa = yb. Because a, b is a regular sequence, it follows that
y = az with z ∈A, and hence x = zb. The proposition is proved. �

7 Unique Factorisation

Proposition A.14 Suppose that a Noetherian local ring A is contained in a local
ring ̂A which is a UFD. Suppose that the maximal ideals m⊂A and m̂⊂ ̂A satisfy
the following conditions:

(a) m̂A= m̂;
(b) (mn

̂A)∩A=mn for n > 0;
(c) for any α ∈ ̂A and any integer n > 0 there exists an ∈A such that α−an ∈mn

̂A.

Then A is also a UFD.
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Proof (taken from Mumford [60, Section 1C]) The usual method of proving unique
factorisation into prime factors deduces it from the statement that if a divides bc,
and a and b have no common factors then a divides c. We need to establish this
result in A, knowing that it holds in ̂A. For this it is enough to prove the following
two assertions:

(1) for a, b ∈A,

a | b in ̂A =⇒ a | b in A;
(2) if a and b have no commons factors in A, then they have no common factors

in ̂A. �

Both these assertions are based on the following lemma.

Lemma (âA)∩A= a for any ideal a⊂A.

Proof It is enough to prove that (âA)∩A⊂ a. Suppose that a= (a1, . . . , an), and let
x ∈ (âA)∩A. Then x =∑

aiαi with αi ∈ ̂A. By assumption (c), there exist elements
a
(n)
i ∈A such that αi = a

(n)
i +ξ

(n)
i with ξ

(n)
i ∈ m̂n. Then x =∑

a
(n)
i ai+∑ ξ

(n)
i ai =

a+ξ with a ∈ a and ξ ∈ m̂n. Hence ξ = x−a ∈A∩m̂n =mn. Therefore x ∈ a+mn

for all n > 0 and so x ∈ a by Proposition A.12. The lemma is proved. �

Proof of (1) If a divides b in ̂A then b ∈ A ∩ (a)̂A, which by the lemma is equal
to (a). This just means a divides b in A. �

Proof of (2) If a and b have a common factor in ̂A then they can be written a = γ α,
b = γβ where α, β ∈ ̂A are proper divisors of a and b with no common factors.
Then aβ − bα = 0. By assumption (c), there exist xn, yn ∈A and un, vn ∈mn such
that α = xn + un, β = yn + vn. Hence ayn − bxn ∈ (a, b)m̂n = (a, b)mn

̂A. By the
lemma, ayn−bxn ∈ (a, b)mn, that is, ayn−bxn = atn+bsn with sn, tn ∈mn. Hence
a(yn − tn)= b(xn + sn) and so α(yn − tn)= β(xn + sn). From the assumption that
α and β have no common factors in ̂A it follows that xn + sn is divisible by α, that
is, xn + sn = αλ. Since

⋂

m̂k = 0, for sufficiently large n we have α, β /∈ m̂n−1.
Then also xn + sn /∈ mn−1, and hence λ /∈ m, that is, λ is invertible in ̂A. Hence
̂A(xn + sn) = (α)̂A, and xn + sn divides α, and so divides a in ̂A. By (1) it also
divides a in A, that is, a = (xn + sn)h. But a(yn − tn) = b(xn + sn), and hence
b = (yn − tn)h. Since a and b have no common factors in A it follows that h is
invertible in A, that is, (a) = (xn + sn) = (α), and this contradicts the assumption
that α is a proper divisor of a in ̂A.

The proposition is proved. �

8 Integral Elements

Proposition A.15 Let B = k[T1, . . . , Tn] be the polynomial ring and L= k(T1, . . . ,

Tn) its field of fractions, and suppose that L⊂K is a finite field extension. Write A

for the integral closure of B in L. Then A is a finite B-module.
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Proof The proof in the case that the extension L ⊂ K is separable, which is very
simple, is given in Atiyah and Macdonald [8, Proposition 5.17]. We do not repro-
duce it here, but show how to reduce everything to the case of a separable extension.

Suppose that K = L(α1, . . . , αs). If α1 is not separable over L then its min-

imal polynomial is of the form α
plm

1 + a1α
pl(m−1)
1 + · · · + am = 0, where ai ∈

k(T1, . . . , Tr ) and α
pl

1 is separable over L. Write B ′ = k[T 1/pl

1 , . . . , T
1/pl

r ], L′ =
k(T

1/pl

1 , . . . , T
1/pl

r ) and K ′ = K(T
1/pl

1 , . . . , T
1/pl

r ), and let A′ be the integral clo-

sure of B ′ in K ′. Now set ai = b
pl

i , with bi ∈ L′. Then K ′ = L′(α1, . . . , αs) and

αm
1 + b1α

(m−1)
1 + · · · + bm = 0, so that α1 is separable over L′. On the other hand

A⊂A′, and if the proposition is proved for A′ then A′ is a finite B ′-module. But B ′

is itself a finite B-module: it has a basis consisting of monomials T
i1/p

l

1 · · ·T ir/p
l

r

with 0≤ ir , . . . , ir < pl . Therefore A′ is a finite B-module, and hence so is its sub-
module A.

We see that the proof of the proposition reduces to the case that α1 is sepa-
rable. By the primitive element theorem, then L(α1, . . . , αs) = L(α′2, α3, . . . , αs).
Applying the same argument s times we reduce the proof to the case of a separable
extension. The proposition is proved. �

9 Length of a Module

Definition A module M over a ring A has finite length if there exists a chain of
A-submodules

M =M0 ⊃M1 ⊃ · · · ⊃Mn = 0 with Mi �=Mi+1, (A.13)

such that each quotient Mi/Mi+1 is a simple A-module, that is, does not contain any
proper submodule. By the Jordan-Hölder theorem, all such chains have the same
length n; this common length n is called the length of M , and denoted by �(M), or
�A(M) to stress the role of the ring A.

Obviously, the quotient modules Mi/Mi+1 in (A.13) are isomorphic to A/m

where m are maximal ideals of A. If M has finite length then the same holds for
all its submodules and quotient modules. If a module M has a chain (A.13) such
that each quotient Mi/Mi+1 has finite length then M has finite length, and

�(M)=
∑

�(Mi/Mi+1).

Proposition A.16 Let O be a Noetherian local ring, with maximal ideal m, and
suppose that a ⊂O is an ideal such that a ⊃ mk for some k > 0; then the module
O/a has finite length.
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Proof It is enough to prove that O/mk is a module of finite length. By considering
the chain of submodules Mi = mi/mk for i = 0, . . . , k, we see that it is enough to
check that each module mi/mi+1 has finite length. But in the O-module structure
of mi/mi+1, multiplication by m kills every element. Therefore O/m = k acts on
mi/mi+1, so that it is a vector space over the field k, and its length equals the dimen-
sion of this vector space over k. Since O is a Noetherian ring, mi/mi+1 has a finite
number of generators, that is, it is a finite dimensional vector space. This proves the
proposition. �

If M is an A-module and p a prime ideal of A then we write Mp for the localisa-
tion of M at p, that is the module M ⊗A Ap, where Ap is the local ring of p.

Example If M = A/p then Mq = 0 if q �⊃ p. If q ⊃ p then Mq = (A/p)q where
q= q/p is the image of q in A/p.

Lemma A finite module M over a Noetherian ring A has a chain (A.13) of sub-
modules such that Mi/Mi+1 ∼=A/pi , where pi ⊂A is a prime ideal.

Proof For an element m ∈M with m �= 0, write Annm for the ideal of elements
of a such that am = 0. Because A is Noetherian, a chain of ideals of the form
Ann(m1)⊂ Ann(m2)⊂ · · · must terminate. Hence we can choose m ∈M with the
following property: Annm⊂Ann(m′) with m′ �= 0 implies that Annm=Ann(m′).
We prove that Annm is then a prime ideal. Let ab ∈ Annm with b /∈ Annm. Then
Annm ⊂ Ann(bm) and bm �= 0, but then by assumption Annm = Ann(bm). But
a ∈Ann(bm), hence a ∈Annm.

Set p = Annm. Then the submodule Am ⊂M is isomorphic to A/p. In M ′ =
M/Am we can again find a submodule isomorphic to A/p′ where p′ is a prime ideal
of A. In this way we construct a chain M(1) ⊂M(2) ⊂ · · · such that M(i−1)/M(i) ∼=
A/pi . By the assumption that M is Noetherian, this chain terminates. The lemma is
proved. �

Definition A local ring A with maximal ideal m is 1-dimensional if there exists a
prime ideal p�m, and every such prime ideal p is minimal, that is, does not contain
any strictly smaller prime ideal.

Proposition A.17 Let O be a 1-dimensional local ring having a finite number of
minimal prime ideals p1, . . . ,pn, and a ∈A a non-zerodivisor of A not contained in
any of the pi . Then

�
(

O/(a)
)=

n
∑

i=1

�Opi
(Opi

)× �O
(

O/(pi + aO)
)

. (A.14)

Proof (taken from Fulton [29, A.1–3]) At the same time as (A.14) we prove
a generalisation to an arbitrary finite O-module M . For this, we set e(M,a) =
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�A(M/aM) − �A(AnnM(a)), where AnnM(a) denotes the A-module {m ∈ M |
am= 0}. The generalisation of (A.14) is the following:

e(M,a)=
n
∑

i=1

�Opi
(Mpi

)× �O
(

O/(pi + aO)
)

. (A.15)

The advantage of the invariant e(M,a) is that it is additive: if a ∈ O and 0→
M ′ →M→M ′′ → 0 is an exact sequence, then

e(M,a)= e
(

M ′, a
)+ e

(

M ′′, a
)

,

and the left-hand side is finite if both terms on the right-hand side are. This follows
at once from the following exact sequence

0→AnnM ′(a)→AnnM(a)→AnnM ′′(a)

→M ′/aM ′ →M/aM→M ′′/aM ′′ → 0,

which is trivial to verify. By induction we get that for any chain (A.13),

e(M,a)=
∑

e(Mi/Mi+1, a).

It follows from these considerations and from the lemma that we need only prove
(A.15) for modules M isomorphic to O/p, where p is a prime ideal of O. If p=m is
the maximal ideal then M ∼= k (as an O-module), so that e(M,a)= 0 and Mpi

= 0.
If p is a minimal prime ideal p= pi then Mpj

�= 0 for j �= i, and Mpi
is the field of

fraction of the quotient ring, so that �Opi
(Mpi

)= 1. Hence in either case (A.15) is
obvious.

Finally to deduce (A.14) from (A.15), we must set M = O. Indeed, under the
assumptions of the proposition,

e(O, a)= �
(

O/(a)
)

and e(O/pi , a)= �O
(

O/(pi + aO)
)

,

so that (A.15) implies (A.14). The proposition is proved. �
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Symbols
m-canonical form, 227, 230, 231
(p, q)-form, 152, 190
χ(OX), see Arithmetic genus
−1-curve, see Minus one curve
2-cocycles, 91

A
a.c.c., 34
Abelian

function, VII
integral, 233
surface, 230
variety, 186, 155, 158, 206

Abstract variety, 246
versus quasiprojective variety, 51, 68

Addition law, see Group law on cubic
Additive group Ga , 184, 42, 47
Adjunction formula, 251, 66
Affine

algebraic group, 186
cone, 80, 106
cover, 30
curve, 3
line with doubled-up origin, 44
linear geometry, 137
piece, 17, 45
plane A

2, 3
scheme, 26, 29
space A

n, 23
variety, 48

Algebraic
curve, 3, 132, 205, 210, 212, 97
dimension, 183

equivalence ≈, 188, 247, 258, 242, 243
family

of cycles, 258
of divisors, 188

group, 184, 203, 155
independence, 288
plane curve, 3
space, 183
subgroup, 185
subvariety, 56

Algebraic variety, 49
defined over k, 116
versus complex manifold, 151, 175

Algebraically
closed field, 4
nonclosed field, 4, 5, 181

Ambient space, 3
Analytic function, 150
Analytic manifold, see Complex manifold
Annihilator ideal AnnM , 295
Applications to number theory, 5, 28, 179, 181,

182, 4
Arithmetic, see Applications to number theory
Arithmetic genus χ(OX), 254
Associated complex space Xan, 164
Associated Hermitian form, 186
Associated map of ring homomorphism

aϕ : SpecB→ SpecA, 6
Associated sheaf, see Sheafication
Associative algebra, see Variety of associative

algebras
Automorphic

form, 214, 219
function, 219, 243
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Automorphism, 31, 33
of the plane AutA2, 32

B
Base of family, 107
Base point of linear system, 264, 67
Bertini’s theorem, 137–140

for very ample divisor, 102
Bézout’s theorem, 4, 17, 71, 168, 246

over R, 248
Bimeromorphic, 183
Binary dihedral group, 278
Binary groups (tetrahedral, etc.), 278
Birational, 12, 38, 51, 30

class, 120
classification, 120, 213, 230
equivalence, 12, 38, 51
invariance of regular differentials, 202
invariant, 198, 241, 244
map, 7, 12, 13, 20, 260

versus isomorphism, 39, 113, 120
model, 120
transform, 118, 261, 73

Birationally equivalent, 38, 30
Bitangent, 169
Blowup, 113, 118, 260, 270, 70, 72, 182

as Proj, 39
Branch locus, 142
Branch of curve at a point, 132, 141
Branch point, 142, 131
Bug-eyed affine line, 44
Bunch of curves, 273

C
Canonical

class, 205, 210, 211, 213, 230, 251, 65, 219
of product, 252

curve, 212, 240
differentials Ωn[X], 196, 204
embedding, 213
line bundle, 174
orientation, 118
ring, 231

Cartier divisor, see Locally principal divisor
Castelnuovo’s contractibility criterion, 267
Categorical product X×S Y , 40
Centre of a blowup, 114
Chain of blowups, 265
Characterisation of P1, 167, 169
Characteristic class c(E), 64
Characteristic exponent, 134
Characteristic p, 145, 179, 201

Characteristic pair, 134, 141
Chevalley–Kleiman criterion for projectivity,

80
Chow’s lemma, 68
Circular points at infinity, 17
Class C∞, 117
Class group Cl0 X, 167

of elliptic curve, 170
Class of plane curve, 229, 281
Classification

of curves, 212, 136
of geometric objects, 94
of simple Lie algebras, 275
of surfaces, 230, 184, 242
of varieties, 208, 231, 203

Closed
embedding, 59
graph, 57, 46, 50
image, 57
map, 34
point, 49
point versus k-valued point, 35
set, 49
subscheme, 32
subset, 46
subset X ⊂A

n, 23
subset X ⊂ P

n, 41
subvariety, 56, 50

Closed immersion, see Closed embedding
Closure, 24

of point {p} = V (p), 11
Codimension 1 subvariety, 106, 125
Codimension codimX Y , 67
Coherent sheaf, 157, 81, 85, 88, 244
Combinatorial surface, 132, 138
Compact, 105
Comparison theorems (GAGA), 175
Compatible system of functions {fi}, 151
Compatible triangulations, 131
Complete, 57, 105, 50
Complete intersection, 68, 222

is simply connected, 222
Complete irreducibility theorem, 158
Complete linear system, 158
Complete versus compact, 116
Completion of a local ring ̂Ox , 103
Complex

analytic geometry, 150
analytic K3 surface, 184
conjugation, 143
dimension, 151
manifold, 150
ringed space, 163
space, 163
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Complex (cont.)
submanifold, 151
topology, 105, 115
torus Cn/Ω , 154, 158, 188

Complex space
X(C) of a variety, 115, 117, 149

Component, see Irreducible component
Composite of blowups, 74
Cone, 80
Conic, 3
Conic bundle, 72, 137, 143, 159
Connected, 121
Connectedness of fibres, 127
Connection, 193
Conormal bundle N∗X/Y , 88

Conormal sheaf IY /I2
Y , 88

Constant presheaf, 20
Continuous, 150
Convergent power series ring C{z}, 166
Convolution u � x, 42
Coordinate ring k[X], 25
Coordinate ring of product, 26
Cotangent

bundle Ω1, 59
sheaf Ω1

X , 87
space Θ∗

X,x =mx/m
2
x , 88

Covering space, 153
Cremona transformation, 267, 268
Criterion for irrationality, 242
Criterion for projectivity, 79
Cubic curve, 3, 72, 170, 211
Cubic 3-fold, 208

is not rational, 209
is unirational, 208, 229

Cubic surface, 39, 78, 255
is rational, 256

Curvature tensor, 187
Curves on a surface, 270
Curves on quadric surface, 251
Cusp, 14, 133, 280
Cycle ξ , 28
Cycle classes, 74
Cyclic quotient singularities, 274

D
Decomposition into irreducibles, 3, 34, 12
Defined over k, 116, 245
Definition of variety, 23, 31, 46, 3, 29, 49, 246
Degenerate conic bundle, 137
Degenerate fibre, 279
Degeneration of curves, 278
Degree, 3

degX, 41, 167, 243, 244, 101, 120

of cycle deg ξ , 28
of divisor degD, 150, 163
of map degf , 141, 163, 177
of rational map d(ϕ), 263
of topological cover, 124

Dense subset, 24
Derivation, 194, 200
Determinant line bundle detE, 59
Determinantal variety, 44, 56, 92
Dévissage, 88, 90
Diagonal Δ, 31, 57, 75, 259
Diagonal subscheme Δ(X)⊂X×X, 43
Differential 1-form, 190
Differential d : OX →Ω1, 82
Differential form, 241
Differential form of weight k, 227, 175, 219
Differential of function dxf , 87, 190
Differential of map dxf : ΘX,x →ΘY,y , 88
Differential p-form, 195, 93
Dimension, 151, 164

dimX, 66, 67, 70, 49, 101
of a divisor �(D), 157, 169, 171
of a local ring, 100, 14
of a product, 67
of a topological space, 13
of fibres, 75
of intersection, 69, 233

Dimension count, 77, 135, 168, 244
Direct sum of sheaves F ⊕F ′, 58
Dirichlet principle, 235, 239
Discrete valuation ring, 14, 15, 111, 126, 148,

39
Discrete valuation vC(f ), 148, 160
Discriminant of conic bundle, 143
Discriminant of elliptic pencil, 145
Distribution, 213, 214, 216, 218, 224, 226
Division algebra, 249
Divisor, 147, 233, 63, 83, 93, 167

and maps, 155, 158
class, 150, 212

group ClX, 150, 188, 246
of form divω, 175
of form divF , 152, 167
of function divf , 149, 153, 169, 170
of poles div∞, 149
of theta function, 211
of zeros div0, 149
on complex manifold, 166

Domain of definition, 37, 51
Domain of regularity Uω , 198
Dominate (X′ dominates X), 121
Double point, 245
Double tangent, 169
Du Val singularities, 274
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Dual curve, 97
Dual numbers D = k[ε]/(ε2), 98

and tangent vectors, 35
Dual sheaf F∗ =Hom(F,OX), 58, 87
Duality theorem, 217, 225

E
Effective divisor, 147, 167
Elementary symmetric functions, 287
Elimination theory, 4, 56
Elliptic

curve, 14, 170, 212, 229
is not rational, 20

function, 211
integral, 212, 229
pencil, 145
surface, 230, 279
type, 203

Embedding, 134, 212
dimension, 89
of vector bundles, 60

Empty set, 45
Endomorphism of elliptic curves, 213, 233
Equality of rational functions, 9
Equations of a variety, 23
Etale, see Unramified cover

quotient, 99
Euler characteristic e(X), 134, 140
Euler substitutions, 9
Euler’s theorem, 18
Exact differential, 196
Exact sequence of sheaves, 83
Exceptional curves of the first kind, see Minus

one curve
Exceptional divisor, 119
Exceptional locus, 261, 72
Exceptional subvariety, 119
Existence of inflexion, 71
Existence of zeros, 71
Exterior power of a sheaf

∧p
G F , 58

Exterior product ∧, 195

F
Factorial, see UFD
Factorisation of birational maps, 264
Family

of closed subschemes, 107
of geometric objects, 95
of maps, 186
of schemes, 42
of vector spaces, 53

Fermat’s last theorem, 5
Fibration X→ S, 278, 53
Fibre bundle, 67, 72

Fibre f−1(y), 75
Fibre of morphism of schemes, 42
Fibre product X×S Y , 276, 40
Field extension, 288
Field of formal Laurent series k((T )), 106
Field of meromorphic functions, see

Meromorphic function field M(X)

Field of rational functions, see Function field
k(X)

Field theory, 9
Finite, 60

dimensionality of L(D), 157, 169, 92
field Fpr , 5, 28
length, 294
map, 62, 166, 271
morphism, 121
type, 36

Finiteness conditions, 36
Finiteness of integral closure, 293
Finiteness of normalisation, 128, 131, 166
Finiteness theorem, 202, 92
First order deformation, 98, 109
First order infinitesimal neighbourhood, 36
Fixed point of a map, 28
Flat

family, 104
module, 104
morphism, 104

Flex, see Inflexion
Form, 18
Formal

analytic automorphism, 112
completion ̂Ox , 112
power series ring k[[T ]], 101, 108, 166

Formally analytically equivalent, 104
Free action, 99
Free and discrete action, 152
Free sheaf, 58
Frobenius map, 28, 145, 179, 260
Frobenius relations, 162, 210, 238
Fubini–Study metric, 188, 189
Function field M(X), 169
Function field k(X), 9, 13, 36, 50, 44, 49, 236,

244
Functional view of a ring, 7
Functor, 96
Fundamental group π1(X), 201, 222
Fundamental polygon, 220

G
Gauss’ lemma, 4, 74
Gaussian integers Z[i], 6
General linear group, 184
General position, 233, 238, 258
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Generalised Hopf surface, 184
Generic point, 11
Generically free sheaf, 88
Genus, 211
Genus formula, see Adjunction formula
Genus formula for singular curve, 272
Genus of curve g(X), 205, 207, 210, 213, 251,

66, 68, 134, 136, 149, 236, 239
Geodesic coordinates, 187
Germ of functions, 23
Global differential p-form, 93
Global holomorphic function, 169, 205
Global regular function is constant, 59
Glueing conditions, 19, 30
Glueing schemes, 30
Graded ideal, 41, 39
Graded module, 100
Graph of a resolution, 274
Graph of map Γf , 33, 57
Grassmannian Grass(r, n), 42, 43, 68, 77, 81,

90, 113, 55, 94, 97, 99
Grauert criterion for projectivity, 80
Ground field k, 23
Group law on cubic, 173, 230
Group of divisors DivX, 148
Group scheme, 42

H
Hard Lefschetz theorem, 198
Harnack’s theorem, 143, 146
Hasse–Weil estimates, 179
Hermitian form, 186
Hermitian metric, 187
Hessian, 16, 19, 71, 170
Highest common divisor hcd{D1, . . . ,Dn},

155
Hilbert, 146

basis theorem, 26
Nullstellensatz, 26, 289
polynomial, 100, 103, 105
scheme, 107

Hironaka’s counterexample, 74, 181
Hodge index theorem, 255, 260, 273, 199
Hodge theory, 196
Holomorphic

function, 164, 169
map, 150, 164

Holomorphically complete, 226
Holomorphically convex, 226
Homogeneous

coordinates, 17, 41
ideal, 41
ideal aX , 34, 39, 100
pieces of a graded module, 100

polynomial, 18
prime spectrum ProjΓ , 39
variety, 185

Homology groups with coefficients in Z/2Z,
145

Homology Hn(M,Z), 118
Homomorphism of sheaves, 57
Homomorphism of vector bundles, 58
Hopf manifold, 154, 165
Hurwitz ramification formula, 227, 129, 135,

142
Hyperbolic type, 203
Hyperelliptic curve y2 = f (x), 12, 209
Hyperplane class, 195
Hyperplane divisor E, 243
Hyperplane line bundle O(1), 65
Hyperplane section divisor, 152, 75
Hypersurface, 25, 27, 39, 41, 68, 69, 158, 206

I
Ideal of a closed set AX , 25, 41
Image, 37, 51
Image of sheaf homomorphism, 82
Implicit function theorem, 14, 104
Indeterminate equations, 5
Infinitely near point, 271
Infinitesimal neighbourhood, 36
Infinitesimals, 109
Inflexion, 16, 71, 175, 179, 239

multiplicity, 170
Inoue–Hirzebruch surfaces, 184
Inseparable map, 142, 145, 201
Integers of a number field, 9
Integral, 60
Integral as elementary functions, 7
Integrally closed ring, 124
Intersection

form on a surface, 254
multiplicity, 15, 85

along C, 239, 240
multiplicity D1 · · ·Dn, 234
number, 167, 234, 243, 74, 75
number in homology, 120
numbers on a surface, 243
of open is �= ∅, 37
product of cycles, 258
with the diagonal, 31

Invariant differential form, 203, 155
Inverse image, see Pullback
Invertible sheaf, 63, 65

of a divisor LD , 93
Irreducible, 3, 34, 37

component, 35
space, 12
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Irreducible variety is connected, 123
Irredundant, 35
Irrelevant ideal, 45
Isomorphic embedding, 32
Isomorphism

of closed sets, 30
of ringed spaces, 27
of varieties, 48
versus birational equivalence, 39, 51, 113,

120
Iterated torus knot, 141

J
Jacobi, VII
Jacobian conjecture, 32
Jacobian determinant J u1,...,un

v1,...,vn
, 197, 174

Jacobian J (X), 189, 238
Jordan–Hölder theorem, 239

K
k-cycle, 258
k-scheme, 29
K3 surface, 230
Kähler differentials ΩA, 194, 87
Kähler differentials versus regular

differentials, 200
Kähler manifold, 188
Kähler metric, 188
Kernel of sheaf homomorphism, 82
Klein, VII
Kleinian singularities, 274
Knot, 141
Kodaira dimension κ , 208, 231
Kronecker pairing, 120
Krull dimension, 100, 14
Kummer surface, 185

L
Lattice Ω ⊂C

n, 153, 159
Leading form, 95
Length of a module �(M), 239, 294
Line bundle, 63

of a divisor LD , 63, 174
Linear branch of curve at a point, 132
Linear equivalence ∼, 150, 188, 205, 212, 238,

242, 263, 63, 75, 240, 242
Linear projection, 63, 65
Linear system, 156, 158, 263, 240
Lines on cubic surface, 78, 253, 255
Link, 141
Local

analytic coordinates, 150
blowup, 115
equations of a subvariety, 106

homomorphism, 27
intersection number (D1 · · ·Dn)x , 234
model, 163
morphism of ringed spaces, 27, 39
parameter on curve, 15
property, 49, 83
uniformisation of Riemann surfaces, 129

Local parameters, 98, 110, 235, 70
Local ring, 291

Ap, 83
along subvariety OX,Y , 239
at subvariety OX,Y , 84
of point of scheme OX,x , 28
Ox , 83

Localisation AS , 83, 295, 7, 85
Locally free sheaf, 58, 63
Locally principal divisor, 151, 153, 235, 63, 83
Locally trivial fibration, 54, 67
Locus of indeterminacy, 109, 114, 51
Lüroth problem, 208, 231, 148, 242
Lüroth’s theorem, 10, 179

M
Manifold, 105
Maximal ideal m, 5
Maximal ideal of a point mx , 87
Maximal spectrum m-SpecA, 5
Maximum modulus principle, 123
Meromorphic

fraction, 166
function, 169
function field M(X), 169, 171

Minimal model, 121
of algebraic surface, 122

Minimal prime ideal, 240
Minimal resolution, 273
Minus one curve, 267
Minus one curve (−1-curve), 262, 267
Model, 120
Modular group, 212
Module

of differentials ΩA, 194, 87
of finite length, 239
of fractions MS , 85

Moduli
of curves of genus g, 212, 213, 97, 109,

220, 236
of elliptic curves, 183, 212
problems, 94
space, 220

Moishezon manifold, 183
Monoid, 40
Monoidal transformation, see Blowup
Monomial curve, 89
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Mordell theorem, 181
Mordell–Weil theorem, 181
Morphism

of families of vector spaces, 53
of ringed spaces, 25
of schemes, 28
of varieties, 47

Moving a divisor, 153
Moving lemma, 242, 258
Multiplicative group Gm, 184, 47
Multiplicative set, 7
Multiplicity, 14, 264

of a singular point, 95
of a tangent line, 95
of intersection, 85, see Intersection

multiplicity
of singular point μx(C), 236, 270
of tangency, 229
of zero, 15

Multiprojective space P
n × P

m, 55, 57, 69,
247, 259

N
Nakai–Moishezon criterion for projectivity, 80
Nakayama’s lemma, 99, 291
Negative definite lattice, 284
Negative semidefinite lattice, 284
Negativity of contracted locus, 273
Neighbourhood, 24
Néron–Severi group NSX, 189, 248
Newton polygon, 133
Nilpotent, 290, 4, 8, 35, 109
Nilradical, 8, 35
Nodal cubic curve, 6, 22
Node, 6, 14, 112, 133, 245, 280
Noether normalisation, 65, 128, 121
Noether’s theorem, 268
Noetherian ring, 34, 84
Noetherian scheme, 36
Non-Hausdorff space, 11
Nonaffine variety, 53
Nonalgebraic complex manifold, 157, 181
Nonprojective variety, 74, 181
Nonsingular, 14, 16, 92, 94, 127, 139, 164

in codimension 1, 126, 127, 148
model, 109, 131
point of a curve, 39
points are dense, 14
subvariety, 110, 70
variety as manifold, 105, 117

Nonsingularity and regular local rings, 100, 8
Normal

bundle NX/Y , 61, 65
complex space, 165

(geodesic) coordinates, 187
integral domain, 124
neighbourhoods, 131
sheaf NX/Y , 88, 108
subgroup, 185
variety, 127

Normalisation, 276, 52
ν : Xν →X, 128, 130, 165
of a curve, 130, 241, 271
of X in K , 136, 52

Nullstellensatz, 26
Number of points of variety over Fpr , 28
Number of roots, 4, 233
Number theory, see Applications to number

theory
Numerical criterion of flatness, 103, 105
Numerical equivalence ≡, 247, 75, 182

O
Obstructed deformation, 109
1-dimensional local ring, 240, 295
Open set, 24, 45
Opposite orientation, 140
Orbit space, see Quotient space X/G

Order of tangency, 235
Ordinary double point, 112, 137
Ordinary singularity, 133
Orientable triangulation, 140
Orientation, 117

class ωM or [M], 119
of a triangulation, 139

Orthogonal group, 184
Ovals of a real curve, 146

P
Parabolic type, 203, 207
Parallel transport, 193
Parametrisation, 6, 11
Parametrising a conic, 8
Pascal’s theorem, 21
Pencil

of conics, 72, 159, 255
of elliptic curves, 145
of quadrics, 143

Periods, 212
Picard group PicX, 150, 153
Picard variety, 188, 189, 243
Picard’s theorem, 207
Plane cubic curve, 13, 211, 212
Plücker coordinates, 42, 55, 97
Plücker quadric, 77, 81, 94
Plurigenera Pm, 230, 231
Poincaré complete irreducibility theorem, 158
Poincaré duality, 120
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Poincaré series, 214, 244
Point at infinity, 17
Point of indeterminacy of rational map, see

Resolution of indeterminacy
Point of multiplicity r , 14
Point of the spectrum, 5
Polar line, 5
Pole of function, 149
Polynomial function, 25
Power series, 100
Presheaf, 16

of groups, 16
Primary decomposition, 295, 90
Prime divisor, 147
Prime ideal as points, 5
Prime spectrum SpecA, 5
Primitive element theorem, 40
Principal divisor, 149, 153
Principal ideal, 125
Principal open set D(f ), 50, 10, 17, 39
Product

in a category X×S Y , 40
of irreducibles, 35
of schemes over S X×S Y , 40
of varieties X× Y , 25, 26, 54, 252, 52

Projection, 6, 33, 39, 52, 53, 135
Projection formula, 195
Projective

algebraic plane curve, 18
closure, 68
completion, 45
embedding, 134, 212, 230, 205, 209, 216
embedding of curve, 109
limit lim←−Eα , 18
line, 211
plane, 17
scheme is proper, 34
scheme over A, 33
schemes and homogeneous ideals, 34
space P

n, 41, 90
space as scheme P

N
A , 31

variety, 49, 105, 186
versus abstract varieties, 79

Projectivisation P(E), 72
P

1-bundle, 68
P
n-bundle, 68, 72, 81

Proper, 227
Proper map, 59, 116
Proper transform, see Birational transform
Pseudovariety, 67
Puiseux expansion, 133, 141
Pullback

of differential forms ϕ∗(ω), 200
of divisor f ∗D, 152, 163

of functions f ∗, 30, 38, 25
of subscheme, 34
of vector bundle, 55

Q
Quadratic transformation, 267
Quadric, 39, 41
Quadric cone, 94
Quadric surface, 56, 71, 81, 113
Quasilinear map, 181, 285
Quasiprojective variety, 23, 46
Quotient

bundle, 61
group G/N , 186
manifold X/G, 188
ringed space X/G, 38
sheaf G/H, 83
space X/G, 31, 152, 201, 223
variety X/G, 31, 44, 61, 99, 274, 103

R
r-simplex, 138
r-tuple point, 14
Radical of an ideal, 50
Ramification, 277

degree, 131
locus, 142
multiplicity, 227
point, 142, 131

Ramified, 142
Rank of a vector bundle rankE, 54
Rank of an A-module, 89
Rational

curve, 6, 7, 11, 167, 169, 211
differential r-form, 198
function, 9, 19, 36
function on affine and quasiprojective

variety, 50
map, 12, 19, 37, 109, 30, 46
map f : X→ P

m, 51, 155
surface, 256
variety, 39, 208
versus regular, 20, 36, 37, 109, 176, 193,

197, 198, 277
Rational divisor over k0, 181
Rational double points, 274
Rational function field, see Function field k(X)

Rational normal curve, 53
Rational ruled surface, 68
Rationality criterion, 230, 231
Real algebraic curve, 142
Real solutions, 248
Real topology, 105
Reduced complex space, 163
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Reduced subscheme, 50
Reduced subscheme Xred, 35
Reducible, 34

complex space, 164
topological space, 12

Regular, 36, 37, 46, 51, 109
differential form, 197, 219
differential form ϕ ∈Ω1[X], 190
differential r-form, 195
function, 25, 46, 83, 17
local ring, 100, 8
map, 20, 27, 47, 52, 67
point, 8
rational function at a point, 9
sequence, 237, 292
vector field, 93

Regularity of rational differential r-form, 198
Regularity of rational map, 37, 51
Relatively minimal model, 121
Representable functor, 96
Residue field at x, k(x), 7, 28
Residue of a 1-form Resω, 217, 218, 223, 224
Residue theorem, 219, 224, 225
Resolution of indeterminacy, 114, 263, 74
Resolution of singularities, 109, 131, 270, 273
Restriction F|U , 16
Restriction maps ρV

U , 16
Restriction of divisor ρY (D), 153, 65
Restriction of family E|U , 54
Resultant, 4, 56, 81
Riemann existence theorem, 165, 203, 236
Riemann hypothesis, 182, 260, 245
Riemann mapping theorem, 157, 203
Riemann surface, 235
Riemann–Roch

inequality, 254
inequality for curves, 121
space L(D), 156, 169, 171, 181, 93
theorem, 210, 219, 236
theorem for curves, 210

Ring of cycle classes, 258
Ring of fractions AS , 83, 7, 85
Ring of integers of a number field, 6, 9
Ring of invariants AG, 31
Ringed space X,O, 25, 81
Root systems, 275
Ruled surface, 122
Ruledness criterion, 230, 231

S
S-scheme, 40
Sard’s theorem, see Bertini’s theorem
Scalar product, 177, 283
Scheme, 31, 4, 15, 28, 246

of associative algebras, 99
of finite type, 37
over A, 28
over a field, 28
over k, 29
over S, 40
with nilpotents, 109

Scheme-theoretic inverse image, 34, 41
Schwarz’ lemma, 171, 204
Scroll, 68
Secant variety, 135
Section of vector bundle, 190, 56
Segre embedding, 55
Selfintersection number C2, 243
Separable extension, 40, 227
Separable map, 142
Separable transcendence basis, 40, 199, 201,

288
Separated scheme, 43
Separated versus Hausdorff, 116
Sheaf, 19

of 1-forms Ω1, 82
of analytic functions Oan, 150
of differential 1-forms Ω1

X , 87
of differential p-forms, 24, 59
of functions, 16
of ideals IY , 24, 84, 88
of modules, 57, 81
of O-modules, 81

Sheaf conditions, 19
Sheaf homomorphism, 57
Sheaf theory, 15, 21
Sheafication, 23, 24, 82
Sheaves and vector bundles, 56
σ -process, see Blowup
Simple, see Nonsingular
Simple (regular) point, 8
Simple singularities, 274
Simply connected, 222
Singular, 13, 92, 164

point, 13, 16
quadric, 92, 94

Singular point with distinct tangent lines, 133
Singularities of a map, 137
Singularity, 13, 270
Skewsymmetric bilinear form of Hermitian

form, 186
Smooth, see Nonsingular, 94
Smooth function, 117
Space of p-forms Ωp[X], 93
Specialisation, 11
Spectral topology, see Zariski topology
Spectrum SpecA, 5
Stalk of (pre-)sheaf Fx , 23
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Standard quadratic transformation, 54, 267
Stein space, 226
Stereographic projection, 8, 39, 53, 113
Strict transform, see Birational transform
Structure sheaf OX , 15, 17, 19, 20, 25
Subbundle, 60
Subdivision of a triangulation, 139
Subordinate triangulation, 139
Subring of invariants AG, 287
Subscheme, 32
Subsheaf, 82
Subspace, 164
Subvariety, 46, 56, 50
Support of divisor SuppD, 147, 153, 167
Support of sheaf SuppF , 84
Surface as curve over function field, 6
Surface fibration, 6
Surface of general type, 230
System of local parameters, 110, 117, 149

T
Tangent, 86

bundle Θ , 92, 60
cone Tx , 95
fibre space, 92, 200
line, 16, 95, 245
line to a linear branch, 132
sheaf ΘX , 87
space ΘX,x , 85, 86, 88, 89, 212, 9, 36
space to a functor, 98, 108
vector, 36

Tautological line bundle O(1), 55, 65
Taylor series, 101
Tensor product, 104

of sheaves F ⊗G F ′, 58
Theta function, 207, 237
Topological classification, 129
Topology of curves, 129
Torsion point of an elliptic curve, 179
Torsion sheaf, 90, 93
Torus knot of type (p, q), 141
Transcendence degree, 10, 288
Transition matrix, 54, 56, 63
Transversal, 98, 168
Tree of infinitely near points, 271
Triangulable space, 138
Triangulation, 138

Trivial family, 54
Tsen’s theorem, 72
Type of form, 152, 190

U
UFD, 3, 74, 107, 108, 292

is integrally closed, 125
Uniformisation, 211, 243
Unique factorisation, 292
Unique factorisation domain, see UFD
Unirational, 242
Unirational variety, 208
Universal cover ˜X, 201
Universal family, 97
Universal property of normalisation, 129
Universal scheme, 94, 96
Unramified cover, 142, 143, 153, 201

V
Variety

as scheme, 29
of associative algebras, 44, 91, 29, 99
of quadrics, 92

Vector bundle, 53, 54, 174
Vector bundles and sheaves, 56
Vector field, 190, 93
Veronese curve, 53
Veronese embedding vm, 52, 59, 64, 158, 259,

222
Veronese variety, 52
Vertex of a simplex, 138
Vertex of a triangulation, 138
Volume form, 187, 193

W
Weierstrass normal form, 13, 72, 170, 175
Weierstrass preparation theorem, 108, 166
Weil conjectures, 182
Wirtinger’s theorem, 193

Z
Zariski Riemann surface, 121
Zariski topology, 24, 45, 10, 17, 115
Zero of function, 149
Zero section, 56
Zeta function ZX(t), 28, 29, 182, 245
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